HEADC-ON COLLISIONS OF TWO SOLITARY WAVES WITH DIFFERENT AMPLITUDES USING IMAGING TECHNIQUES

Motohiko Umeyama

The behavior of two unequal solitary waves during head-on collision was experimentally studied by optical and particle-tracer methods. Spatial surface profiles were measured using the particle mask correlation method and the image thresholding method, which detects the air–water boundary as a set of locally extreme luminance values. The measured surface displacement of the colliding wave was compared with the corresponding shape of a third-order perturbation approximation. In addition, to estimate the phase shift from the crest at an arbitrary point, the instantaneous surface variations were measured by two wave gauges. The kinetic features of the target and the oncoming and colliding waves were measured by a particle image velocimetry method. To solve the phase shift, we acquired the velocity fields of the colliding waves in a series of experiments and could show our technological advantage over others.
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INTRODUCTION

The “Committee on Waves,” set up by the British Association for the Advancement of Science, appointed John Scott-Russell and John Robison (1937) to conduct surface wave experiments in a long wave tank. In 1837, the researchers published a significant report on their findings. Russell (1844) continued his laboratory observations, mainly on the nature of solitary waves, and made an important discovery that the wave speed satisfies \( c = \sqrt{g(h + a)} \), where \( g \) is the gravitational acceleration, \( h \) is the undisturbed water depth, and \( a \) is the wave amplitude. Boussinesq (1871) and Rayleigh (1976) mathematically confirmed Russell’s empirical formula. They also showed that, for waves of sufficiently small amplitude, the water surface profile follows a \( \sec h^2 \) function. Modifying Rayleigh’s method, Korteweg and de Vries (1895) provided the exact solution of oscillatory waves of finite height and finally obtained the solitary wave solution at limited depth. The Korteweg-de Vries (KdV) equation applies not only to the propagation of single solitary waves but also to rear-end collisions of two solitary waves. In the latter case, two solitary waves move at different speeds in the same direction, and the taller wave overtakes the other, surpassing it as time increases. If these waves satisfy the linear superposition principle, they retain their identities after the interaction. However, as reported in Drazin and Johnson (1989), Johnson (1997), and Constantin (2011), two waves traveling at constant speeds interact nonlinearly, inducing a phase shift from their estimated arrival positions.

The discovery of recurrence phenomena in discrete linear systems (1955) triggered great interest in the KdV equation during the latter half of the 20th century. Zabusky and Kruskal (1965) formulated a numerical model of the KdV equation for a pair of unequal solitary waves and reported nonlinear interaction between the waves. Their numerical solutions showed that multiple solitary waves retain their identity, but undergo a phase shift after a collision. Since Gardner et al. (1967) published their analytical solution of the KdV equation, the elegant theories and unique properties of solitary wave interactions have intrigued mathematicians, physicists, and engineers. However, the analytical method of Gardner et al. is not applicable to solitary waves traveling in different directions because the KdV equation approximates simple wave motions under the dispersion effect. Byatt-Smith (1971) obtained a second-order analytical solution for the nonlinear interaction between a solitary wave and a vertical wall. The Boussinesq equation solves the combined motion of incident and reflected solitary waves, each of which satisfies an appropriate KdV equation. The second-order solution includes an interaction term that separates the two solitary-wave terms into functions of their respective phase variables. Miles (1977) theoretically investigated the nonlinear interaction between counter-propagating dual solitary waves, decomposing the interaction term into transient and phase-shift terms. Su and Mirie (1980) and Mirie and Su (1982) derived perturbation and numerical solutions of higher-order Boussinesq equations. Their third-order perturbation solution showed that when two solitary waves collide head-on, the profile becomes asymmetric during the interaction, but gradually stabilizes with a phase shift. A third-order dispersive tail also appeared, although the wave amplitudes were unchanged. The predicted
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dispersive tail, but not the amplitude invariance, was confirmed in numerical studies. Based on inverse scattering, Byatt-Smith (1988, 1989) derived coupled perturbed KdV equations for a solitary wave and its reflection from a vertical wall, and the head-on collision of two solitary waves of unequal amplitudes.

Maxworthy (1976) experimentally investigated solitary wave reflections and head-on collisions between two solitary waves in a short flume. The dynamics were recorded by an 8 mm video recorder at 64 fps. Maxworthy considered two wave-generating methods. First, solitary waves were generated by pulling a flat plate and reflecting the waves from a plane vertical wall; second, multiple waves were generated by opening movable partitions installed at the fronts of small water tanks at both ends of the flume. Maxworthy found that the magnitude of the phase shift was independent of the wave amplitude, and that the maximum run-up height during reflection at the vertical wall was more than twice the initial wave amplitude. Byatt-Smith’s theory and Maxworthy’s results differed only in the magnitude of the phase shift. Renouard et al. (1985) experimentally reflected solitary waves, and found a transient loss of amplitude in the reflected wave, which recovered over time. They attributed this behavior to the dispersive tail behind the solitary wave. Since then, various solitary waves and their interactions have been experimentally confirmed by researchers such as Hammack et al. (2004), Craig et al. (2006), and Chen and Yeh (2014).

Modern imaging techniques have rapidly progressed the field of fluid mechanics. Significant developments in particle image velocimetry (PIV) and particle tracking velocimetry (PTV) have enabled the visualization of velocity fields and particle paths. Using a PIV system, Umeyama et al. (2010) and Umeyama (2011, 2012) measured the water particle velocity and trajectory of surface Stokes waves with and without a steady current. Recently, Umeyama (2016) estimated the velocities and trajectories of water particles, and the velocity vector fields, using a superresolution PIV based on Kalman filtering and $\chi^2$-testing (2000). In the present paper, we investigate the head-on collision of two solitary waves with different amplitudes, focusing on their phase shifts after the interaction. The water surface displacements were measured in two ways: (i) by combining particle mask correlation (PMC) and image thresholding in a smaller test-section; and (ii) by wave-gauge measurements in a larger test-section. The kinematics of the colliding wave were also investigated using a new PIV system, which improves the spatial resolution of the precedent set by Umeyama et al. (2014).

THEORIES

Consider a cross-section of a wave field perpendicular to the creast line. The system is configured in Cartesian coordinates $(x, z)$, where the $x$-axis is the direction of wave propagation and the $z$-axis points vertically upward. The origin lies on the flat bottom. In an incompressible, inviscid fluid with no surface tension, the surface of a single solitary wave is given by [Boussinesq (1871), Rayleigh (1876)]

$$\eta = a\sec h^2 \left( \frac{3}{2} \frac{a}{h} (x - ct) \right),$$

where $c$ is the wave celerity, defined as

$$c = \sqrt{g(h+a)} .$$

For a head-on collision of two solitary waves, Su and Mirie (1980) derived a third-order solitary-wave solution using the perturbation method. They expressed the surface elevation as

$$\eta(x,t) = \theta R \left( \frac{3}{2} \frac{a}{h} (x - ct) \right) + \theta L \left( \frac{3}{2} \frac{a}{h} (x - ct) \right) + \frac{1}{2} \left( \frac{a R}{h} + \frac{a L}{h} \right) \left( \frac{3}{2} \frac{a}{h} (x - ct) \right)$$

where $\theta R$ and $\theta L$ are the nondimensional right-running and left-running wave profiles, respectively; and $\theta R = a R / h$, $\theta L = a L / h$. The profiles are given by

$$\theta R = \frac{\eta_R}{a R} = \sec h^2 \left( \frac{3}{2} \frac{a_R}{h_R} (x - c_R t + \theta_R) \right)$$

and

$$\theta L = \frac{\eta_L}{a L} = \sec h^2 \left( \frac{3}{2} \frac{a_L}{h_L} (x - c_L t + \theta_L) \right)$$

where $c_R$ and $c_L$ are the celerities of the right-running and left-running waves, respectively.

$$c_R = \frac{a_R}{h_R} , \quad c_L = \frac{a_L}{h_L} .$$

The profiles are given by

$$\eta_R = a R \left( \frac{3}{2} \frac{a_R}{h_R} (x - ct) \right)$$

and

$$\eta_L = a L \left( \frac{3}{2} \frac{a_L}{h_L} (x - ct) \right)$$

where $\frac{3}{2} \frac{a_R}{h_R}$ and $\frac{3}{2} \frac{a_L}{h_L}$ are the ratios of the amplitudes to the steepnesses of the right-running and left-running waves, respectively.

The profiles are given by

$$\eta_R = a R \left( \frac{3}{2} \frac{a_R}{h_R} (x - ct) \right)$$

and

$$\eta_L = a L \left( \frac{3}{2} \frac{a_L}{h_L} (x - ct) \right)$$

where $\frac{3}{2} \frac{a_R}{h_R}$ and $\frac{3}{2} \frac{a_L}{h_L}$ are the ratios of the amplitudes to the steepnesses of the right-running and left-running waves, respectively.
where $a_R$, $c_R$, and $\theta_R$ denote the amplitude, celerity, and phase shift, respectively, of the right-running wave, and $a_L$, $c_L$, and $\theta_L$ are the corresponding variables for the left-running wave. The phase shift is defined as the location difference between the crest after the collision and the crest of a single solitary wave simultaneously traveling without interaction. The celerity and phase shift of the right-running wave are calculated as

$$c_R = c(1 + \frac{\varepsilon_R}{2} - \frac{3}{20} \varepsilon_R^2 + \frac{3}{56} \varepsilon_R^4)$$  

(6)

$$\theta_R = h \left( \frac{\varepsilon_R}{3} \right)^2 \left( 1 + \frac{\varepsilon_R}{8} + \frac{3}{4} \varepsilon_R \right)$$  

(7)

Similar formulas for the left-running wave are

$$c_L = c(1 + \frac{\varepsilon_L}{2} - \frac{3}{20} \varepsilon_L^2 + \frac{3}{56} \varepsilon_L^4)$$  

(8)

$$\theta_L = -h \left( \frac{\varepsilon_L}{3} \right)^2 \left( 1 + \frac{\varepsilon_L}{8} + \frac{3}{4} \varepsilon_L \right)$$  

(9)

To find the maximum run-up, we specify $0 = \xi_R + \theta_R$ in Eq. (4) and $0 = \xi_L + \theta_L$ in Eq. (5) and insert the resulting $\xi_R$ and $\xi_L$ into Eq. (3). This gives

$$\frac{\eta_{\text{max}}}{h} = \xi_R + \xi_L + \frac{1}{2} \varepsilon_R \varepsilon_L \left( \frac{3}{4} \right)$$  

(10)

where $\eta_{\text{max}}$ is the maximum run-up elevation.

EXPERIMENTS

Experiments were performed in a wave tank of length 25.0 m, width 0.8 m, and depth 1.0 m. The wave-generating system consisted of a servo-controlling device and a steel vertical plate that generated a solitary wave at one end of the tank. The opposite end was outfitted with a wooden vertical wall for reflecting the incident wave. The paddle movement was controlled by a programmed electrical signal input from an arbitrary waveform synthesizer. This system generates highly accurate solitary waves. Single solitary waves can be generated as [Goring, (1979)]

$$\xi(t) = A \tanh 7.6 \left( \frac{t - \frac{1}{2}}{\tau} \right) \text{ where } A = 4 \sqrt{\frac{ah}{3}}, \text{ and } \tau = \frac{4}{\sqrt{g(h + a)}} \sqrt{\frac{h^3}{3a}} \left( \tanh^{-1}(0.999) + \frac{a}{h} \right)$$  

(11)

In this expression, $A$ denotes the paddle stroke and $\tau$ is the duration of motion. Following this precedent, we reproduce the surface profile using the tanh signal. For colliding counter-propagating solitary waves, Umeyama et al. (2014) proposed the following paddle trajectory:

$$\xi(t) = \frac{A}{2} \tanh \left( \frac{2 \pi \left( \frac{t}{\tau} - \frac{1}{2} \right)}{A \tanh \pi} \right)$$  

(12)

In generating dual solitary waves, we must prescribe the periods of the first and second generated waves and the stationary interval. When the first wave reaches the vertical wall, it is reflected and propagated backward, generating the second wave. The first and second waves collide head-on near the center of the wave tank. The water surface data (detailed in the latter half of this section) were obtained from two sets of experiments. In the first set, the surface displacements were visually measured by a laser and a CCD camera. The test section was located between 14.0 and 15.0 m from the initial (stationary) position of the paddle. The second set of experiments investigated the phase shift induced by the head-on collision using two wave gauges. The test section was located 12.5 to 16.5 m downstream of the paddle.

The instantaneous velocity field during the collision of dual solitary waves was measured by a PIV system. The PIV comprised an 8-W frequency-doubled Nd:YAG laser and a high-speed CCD camera with a resolution of 1,024 x 1,024 pixels, a maximum frame rate of 500,000 fps, and a maximum shutter speed of 1/1,000,000. A visualization probe was connected to the laser head by an optical fiber and set on a beam above the wave tank. A 2-mm thick laser sheet was directed toward the
The area coverage of the CCD camera was up to 80 cm x 15 cm, corresponding to a resolution of 1,024 x 192 pixels. The frame rate was 250 fps, and the shutter speed was 1/700. The tank water was seeded with DIAION, with a grain size and specific density of 0.25 mm and 1.01, respectively.

The temporal and spatial variations of the water surface were observed by combining PMC with the image thresholding method. The PMC method identifies the individual tracer particles suspended below the water surface by a pattern matching procedure using a template, such as two-dimensional Gaussian brightness distributions (Chambarelet al., 2009). Every particle in the recorded image displays a characteristic brightness pattern that peaks near the center and steadily decreases in the radial direction. In the image pre-processing, the recorded frames were scanned pixel-by-pixel to find occurrences of this pattern, and the air–water boundary was estimated from the seeded particles in each recorded image. The spatial distribution of the water surface at each instant was estimated from the discontinuous edge positions. The imaging process was advanced to the next stage using the image thresholding method, which was originally designed to reduce a grayscale image to a binary image [Umeyama (2008)]. Image thresholding performs an easy and convenient segmentation based on the intensity differences between the foreground and background regions of an image. Among the numerous techniques available, we employed a general boundary-detection method called edge-based thresholding. In this approach, an edge is detected as an abrupt change in the luminance value. Under illumination by the laser sheet, the air–water surface was detected as the region of maximum intensity. After the combined PMC/image thresholding analysis, the processed data were transformed to real-scale data in the orthographic plane.

The experimental conditions are summarized in Table 1. In a series of head-on collision tests, the paddle motion was controlled to provide two consecutive solitary waves of different amplitudes. The quiescent water depth was maintained at 7.5 cm. In cases V1–V8, the kinematic changes accompanying the head-on collision were investigated by measuring the velocity components and spatial surface displacements by the two-dimensional PIV in the test section. In addition to these imaging methods, the surface variations were recorded at two selected sites separated by 388 cm in the test section. The left and right gauges (GAUGE-1 and GAUGE-2) were stationed on the reflected-wall and wavemaker sides, respectively. In cases G1–G6, the amplitude of the left-running wave was maintained constant while that of the right-running wave was altered; in cases G7–G16, the tests were repeated for a new amplitude of the left-running wave. The data were measured by resistance-type probes. The measurement accuracy was determined by the sampling frequency (47 Hz).

<table>
<thead>
<tr>
<th>Table 1 Experimental Conditions. (unit: cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
</tr>
<tr>
<td>Ra</td>
</tr>
<tr>
<td>G1</td>
</tr>
<tr>
<td>G2</td>
</tr>
<tr>
<td>G3</td>
</tr>
<tr>
<td>G4</td>
</tr>
<tr>
<td>G5</td>
</tr>
<tr>
<td>G6</td>
</tr>
<tr>
<td>G7</td>
</tr>
</tbody>
</table>

RESULTS

Fig. 1 shows the spatial surface profiles during four head-on collision tests: (a) V1, (b) V3, (c) V5, and (d) V7, acquired by the combined PMC and image thresholding methods. The fifteen pivotal moments during the dual solitary-wave interaction are presented in order of time. Each panel includes three surface profiles. The cross, triangular, and circular symbols indicate the right-running, left-running, and colliding wave profiles, respectively. The right-running wave moves from left to right after reflection from the vertical wall, while the left-running wave is directly sourced from the
wavemaker. The temporal origin ($t = 0.0 \text{ s}$) is decided as the instant at which the water surface of the colliding waves is maximally elevated. The preceding and following time domains are denoted as positive and negative, respectively. Before the colliding wave is created in front of the CCD camera (which covers 90 cm x 73 cm), the interaction has already elevated the water surface before $t = -4.2 \text{ s}$. However, the surface profile of the colliding wave is almost consistent with linear superposition of the
right- and left-running solitary waves. From -0.36 to 0.00 s, the surface gradually rose while both wave crests were preparing to meet each other. Over time, the single solitary waves merged into a single wave, and their crests gradually disappeared from the surface of the compound wave. To examine the effect of the nonlinear interaction on the maximum run-up elevation at $t = 0.0$ s, we plotted the superimposed left- and right-running wave profiles (dotted curve in Fig. 1). The theoretical surface elevation was obviously higher than the summed incoming waves. After the meeting of two solitary-wave crests, the surface returned to its original state from $t = 0.06$ s to $t = 0.42$ s. Meanwhile, the compound wave separated into two solitary waves with respective phase shifts. For comparison between the measured and calculated surface variations, the theoretical solutions of Su and Mirie [14] are plotted as solid lines in 16 instances. Although the experimental and theoretical surface features match in the preceding time domain, the measured amplitude is smaller than the estimated amplitude in the following time domain. The amplitude attenuation becomes more conspicuous as the amplitudes of the oncoming and target waves diverge. To clarify the crest delay, we inserted two vertical solid lines in the panels of positive $t$, indicating the theoretical crest positions of the right- and left-running waves. The compound wave appeared to propagate with a slightly lower celerity than the single solitary waves. Around the corresponding crests, the right- and left-running waves displayed steeper profiles than the compound wave. The combined PMC and image thresholding clearly revealed the phase shifts, despite the limited measurement area. The measured phase shifts can be assessed by relating the target-wave amplitude ($a_2$) to the oncoming-wave amplitude ($a_1$) in a three-dimensional Cartesian coordinate system. Fig. 2 (a), the $x$- and $y$-axes are the dimensionless wave amplitudes $e_1 = a_1/h$ and $e_2 = a_2/h$, respectively, and the $z$-axis is the dimensionless phase shift $\Delta \theta / h$. The curves on the theoretical three-dimensional phase-shift diagram are obtained from Su and Mirie’s (1980) solution. The bar chart presents the measured phase-shift data, and the inverted triangles are the theoretical values for each experimental parameter set. Theoretically, the phase shift of the target wave should increase with increasing amplitude of the oncoming wave, but this expectation is not supported by the experimental results. Before making a conclusive decision, we require more data for a statistical analysis. At this stage, we infer only that the phase shift results from changes in any two variables. Under the present experimental conditions ($0.14 < e_1, e_2 < 0.33$), the
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Fig. 4 Experimental velocity fields for right-running, left-running, and compound waves: (a) V5, (b) V3, and (c) V7.

measured phase shift ranged slightly more widely (0.23 < Δθ_\text{h}/h < 0.41) than the calculated phase shift (0.27 < Δθ_\text{a}/h < 0.39). To illustrate this subtle difference, we compare the measured and computed phase shifts in Fig. 2 (b). The dimensionless measured phase shift (Δθ_\text{m}/h) agrees with the calculated one (Δθ_\text{a}/h) within the error margins, although the error in the measurement is large (up to ~10%).
Given the unreliable determination of the crest locations, this error is probably reasonable. As the positions of the crests on the compound wave surface rapidly altered after $t = 0.0$ s, they were difficult to determine in practice. The measured and predicted phase shifts were consistent within the experimental ranges. Fig. 3 shows the maximum run-up elevation of the water surface as the wave collided at $t = 0.0$ s. In these plots, the amplitude $\varepsilon_L$ of the left-running wave varies as (i) 0.307 and (ii) 0.200. The corresponding theoretical run-ups, calculated to the third order, agree well with the data obtained by the imaging technique.

Fig. 4 depicts a series of instantaneous velocity fields during a head-on collision, captured by the PIV method. The left, middle, and right panels show the fields of the left-running, compound, and

Fig. 5 Asymmetric head-on collision of two solitary waves of different amplitudes for (a) V5, (b) V6, (c) V3, and (d) V8.
right-running waves, respectively. The velocity vectors during the collision of two solitary waves were precisely determined in front of the video recording area. Until it collided with the oncoming wave, the solitary wave propagated as the underwater mass interacted with the stationary mass in the adjacent area. When the two amplitudes were almost equal (\( \varepsilon_R = 0.187 \) and \( \varepsilon_L = 0.200 \)), the patterns of the left- and right-running waves were complementary (see Fig. 4 (a)). At \( t = -0.18 \) s, the compound wave exhibited a quasi-symmetrical velocity pattern near the meeting site. We can verify that the merging wave surface accelerated toward its maximum level at \( t = 0.0 \) s, when the kinetic and potential energies were maximally diminished and amplified, respectively. At this instant, the vertical velocity did not completely vanish because \( \varepsilon_R \neq \varepsilon_L \). At \( t = 0.18 \) s, the combined wave surface descended at high velocity between the right- and left-running wave crests. As the crests separated, the flow pattern of the colliding wave approached that of the superposed vectors of the right- and left-running waves. In this test, however, the vertical flow (down-welling) persisted over a larger area of the image (at \( t = 0.36 \) s). Fig. 4 (b) plots the PIV result for \( \varepsilon_R = 0.200 \) and \( \varepsilon_L = 0.307 \). The right- and left-running waves began interfering before reaching the test section. Prior to their meeting, the two solitary waves produced a rather irregular flow pattern. The water particles, which were not perfectly stationary at \( t = 0.0 \) s, thereafter increased their downward velocity and finally reduced their total speed. On careful inspection of the single and multiple wave velocity fields, we find that the interaction violated the quasi-linear superposition principle. Similar images for \( \varepsilon_R = 0.273 \) and \( \varepsilon_L = 0.200 \) are shown in Fig. 4 (c). The water particles were upwelled just ahead of each crest, generating a new crest of the colliding wave at \( t = -0.18 \) s. At \( t = 0.0 \) s, the right-running wave exerted a non-negligible effect on the compound wave. At \( t = 0.18 \) s, the water particles changed direction, moving downward in the space between the crests. The interaction between the two waves continued to drag out the vertical flow. The vertical velocity before and after the collision increased the kinetic energy of the colliding wave, with an inevitable effect on the phase delay. Fig. 5 compares the theoretical and experimental variations of the water surface in the range \(-6.173 \leq t/\sqrt{h/g} \leq 6.173 \). A perspective view of the changing water surface is presented in the range \(-30.0 \leq x/h \leq 30.0 \). The solid curve represents the water surface predicted by the third-order solution in the interval \( \Delta t/\sqrt{h/g} = 0.343 \). Blue curves and red circles indicate the water surface at the first stage (\( t/\sqrt{h/g} = -6.173 \)) and the points along the water surface (determined by combined PMC and image thresholding), respectively. Fig. 5 (a) plots the water surface distribution during the collision of two smaller waves; \( \varepsilon_R = 0.187 \) and \( \varepsilon_L = 0.200 \). The theoretical curves accurately predict five phases of the measured profiles. From this consecutive record, we confirm that the experimental surface profiles support the phase-shift hypothesis after a collision. Fig. 5 (b) compares the theoretical and measured wave profiles for \( \varepsilon_R = 0.227 \) and \( \varepsilon_L = 0.200 \). The right- and left-running wave amplitudes behaved oppositely to the previous case, and unlike the collision between two counter-propagating solitary waves of equal amplitude, the compound wave profile is asymmetric. Once the pair of humps has disappeared, the profile becomes quasi-symmetrical at \( t/\sqrt{h/g} = 0.00 \). Fig. 5 (c) displays the surface during the collision of two solitary waves with \( \varepsilon_R = 2.00 \) and \( \varepsilon_L = 3.07 \). In this case, the left-running wave was 1.5 times larger than the right-running wave. Both original waves began interacting before \( t/\sqrt{h/g} = -6.143 \), and continuously deformed thereafter. The nonlinear terms in the water-surface profile can no longer be ignored, because the wave interaction is highly nonlinear. Up to \( t/\sqrt{h/g} = 0.00 \), the dimensionless local maxima of the measured colliding wave almost fit the third-order result; thereafter, the theory overestimates the experimental values. As the surface descended to its initial level, the two crests separated from the colliding wave and developed into two phase-shifted solitary waves. The phase shift was larger in the right-running wave than in the left-running wave, qualitatively consistent with the calculated phase shift. As the vertical distance of the physical test section was only 80 cm, we could not expect to observe the asymptotic features; that is, the evolution of the colliding wave into two fully deformed waves. However, each profile can be distinguished with sufficient accuracy to warrant examination. Finally, we display the head-on collision of dual waves with dimensionless amplitudes of \( \varepsilon_R = 0.327 \) and \( \varepsilon_L = 0.200 \) (Fig. 5 (d)). The total wave energy appears to be reduced after the collision between the two crests. The amplitude of the larger solitary wave was markedly reduced by energy transfer to the generated trailing wavetrain, as explained in the following analysis of the wave gauge experiments.
Fig. 6 Surface displacements from two gauges: (a) GAUGE-1 (black), and (b) GAUGE-2 (red).
The second experiment was carried out to establish the validity of Eqs. (8)–(11). The surface data were measured by two wave gauges separated by 388 cm along the wave tank. This experiment quantified the asymptotic features of two interacting dual solitary waves with different amplitudes. To obtain the time interval of a wave crest from one gauge to another, we removed the transit moments before and after the interaction. Before generating two solitary waves, we tracked a single solitary wave propagating along the tank, traveling back and forth between the wave maker and the reflected wave maker.
wall. Fig. 6 presents the temporal surface profiles resulting from the dual wave measurements in tests G1–G16. In each panel, the trace develops into two humps, providing two local maxima that identify the crests. The right-running wave was reflected from the vertical wall, and interfered with the left-running wave. After the interaction, the left-running wave appeared at GAUGE-1. However, the right-running wave followed the left-running wave before its surface profile was measured by GAUGE-2. The amplitude of the interacted wave was 3–15% smaller than before the collision. Under these circumstances, both waves must reduce their speed.

Fig. 7 presents the analytically determined spatial surface displacements at five moments: (i) when the right-running wave crest passes GAUGE-1 (\(t = t_{R1}\)); (ii) when the left-running wave crest passes GAUGE-1 (\(t = t_{L1}\)); (iii) when the right-running wave reaches GAUGE-2 (\(t = t_{R2}\)); (iv) when the left-running wave reaches GAUGE-2 (\(t = t_{L2}\)); and (v) when both crests meet between the gauges (\(t = t_c\)). These temporal order of these analyses is \(t_{R1} \lessgtr t_{L1} \lessgtr t_{R2} \lessgtr t_{L2}\) in cases G1–G9, and \(t_{R1} \lessgtr t_{L2} \lessgtr t_{R2} \lessgtr t_{L1}\) in cases G10–G16. In each case, the right and left vertical lines extended from the abscissa indicate the positions of GAUGE-1 and GAUGE-2, respectively. Assuming that the speeds of the right- and left-running waves in the preceding time domain are given by Eqs. (6) and (8), respectively, the maximum elevation occurs between \(t = t_{R1}\) and \(t = t_{L2}\). Fig. 8 is a three-dimensional plot of the theoretical phase shifts calculated by Eqs. (7) and (9), and the experimental phase shifts. The x- and y-axes represent the dimensionless amplitudes of the target and oncoming waves respectively, and the z-axis denotes the phase shift. The red (green) bars indicate the phase shifts when the target and incoming waves are assigned as the left (right)- and right (left)-running waves, respectively. The experimental phase shifts were always larger than the theoretical ones in the red group, but the situation reversed in the green group. This result is consistent with higher overrun of the right-running (reflected) wave than the left-running wave.

CONCLUSIONS

We experimentally investigated the spatial velocity variations for two different kinds of dual solitary waves. The mechanics of the interaction between counter-propagating unequal solitary waves were studied by recent imaging techniques (the image thresholding method, PMC, and PIV). By adjusting the movement of the wave-generating paddle, we generated two waves that collided in the test section covered by the CCD camera. The hypothetical waves were assumed to merge into a colliding wave at \(t \rightarrow 0\), and separate at \(t \rightarrow +\infty\). The first wave reflected at the end of the wave tank and was returned to the wavemaker; the second was accurately timed to intercept the first at a prefixed
location. The dynamics of the water surface were captured by the PMC and image thresholding methods. Nonlinear wave interactions are evident in Fig. 1, in which the initial wave crests are assumed to be largely separated at $t = -\infty$. In the measured surface profile, the maximum elevation during the collision of two crests exceeded the sum of both wave amplitudes. Our measured water surface displacements well matched the analytical solutions of Su and Mirie (1980). The images from the combined PMC and image thresholding method were consistent with our expectations; that nonlinear interactions induce phase shifts in the waves. A more careful temporal examination revealed that the compound wave develops phase shifts only after $t = 0.0$ s. The separated waves were delayed relative to their expected arrival positions in the case of no interaction. From the PIV-measured velocity fields of the dual solitary and compound waves, we inspected the phase shift phenomenon in detail. Large accelerations were developed until the merging wave became maximally elevated; thereafter, the water surface largely decelerated as the compound wave split apart, and the solitary waves recovered their original profiles. In the velocity fields of the single and dual solitary waves, the compound wave exhibited strong nonlinear behavior during the head-on collision. To describe the general properties of the third-order compound wave, we measured the surface variations in the preceding and following time domains. Comparing the calculated and measured surface profiles, we found that the measured geometry, run-up, and phase lag were accurately predicted by the theory. In the wave gauge experiment, we accurately observed the wave speed, energy loss, and phase shift over a larger region than that covered by the PIV experiment. The gauge measurements revealed a weak wave train following the main wave in the same propagation direction. When the right-running wave was smaller (larger) in amplitude than the left-running wave, the smaller wave exhibited set-down (setup) of the free surface after the interaction. The experimentally determined wave speed was slightly below that predicted by third-order wave theory, and each wave recovered its original shape. The surface measurement provided a general impression of the irregular vibrations induced by accelerations and decelerations between both wave crests.
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