
CHAPTER 8 

Vertical Variations of Fluid Velocities and Shear Stress 
in Surf Zones 

Daniel T. Cox1, Nobuhisa Kobayashi2, and Akio Okayasu3 

ABSTRACT: Detailed laboratory measurements are made of the velocity 

fluctuations to investigate the processes of the turbulence generation, ad- 

vection, diffusion and dissipation in the surf zone. An order of magnitude 

analysis of the transport equation of the turbulent kinetic energy using 

the normalization adopted by Kobayashi and Wurjanto (1992) indicates 

an approximate local equilibrium of turbulence for shallow water waves in 

the surf zone. Estimates are found for common surf zone turbulence pa- 

rameters. The calibrated values are used to show that the eddy viscosity 

varies gradually over depth and is nearly time-invariant and that the local 

equilibrium of turbulence is a reasonable approximation for spilling waves 

in the inner surf zone. 

INTRODUCTION 

The spatial and temporal variations of fluid velocities, shear stress, and turbulence 

intensity are required for a detailed analysis of sediment transport in the surf zone 

(Deigaard et al, 1986). Field measurements of turbulent velocity fluctuations in 

the surf zone are difficult due to the harsh conditions for hot film anemometers 

and problems of calibration and voltage drift (George et al, 1994). Laser-Doppler 

anemometry has been used in the laboratory (e.g., Stive, 1980; Nadaoka and 

Kondoh, 1982) to measure turbulent velocity fluctuations. However, no detailed 
analysis has been made of the turbulent kinetic energy transport equation in the 

nearshore region with laboratory data. Turbulence measurements in the surf zone 

are presented herein and are used to show that the local equilibrium of turbulence 

is a reasonable approximation for spilling waves in the inner surf zone. In addition, 
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the present analysis will be used to calibrate coefficients for the simple turbulence 
model for the surf zone. 

TURBULENCE MODEL 

The transport equation of the turbulent kinetic energy, k, is normally written as 

dk dk_ _     Iduj     duA duj       d   f vt   dk\      „3/4(fc)3/2       ,,s 
dt       Jdxj       t \dxj     dxi) dxj     dxj \ak dxjj       d      £ 

where use is made of the repeated indices, i = 1,2; t is time, x\ = x is the 
onshore directed horizontal coordinate; x2 = z is the vertical coordinate, positive 
upward with z = 0 at the still water level (SWL); Ui = u and u2 = w are the 
horizontal and vertical velocities; and aj, is an empirical constant associated with 
the diffusion of k. The turbulent eddy viscosity, vt, may be expressed as (e.g., 
ASCE, 1988) 

vt = Cl'HVk (2) 

in which £ is the turbulent mixing length, and Cd is an empirical coefficient. 

The typical values of Cd and a> for steady turbulent flow are C'd ~ 0.08 and 
o> ~ 1.0 (Launder and Spalding, 1972). The value of Cd is determined herein for 
normally incident waves on a rough, impermeable slope under the assumption of 
the approximate local equilibrium of turbulence. The equation for the dissipation 
rate of k might be used to estimate the turbulence length scale (k-e model) but 
this equation is more empirical than (1) and gives only slighly better results for the 
case of bed shear stress calculations (Freds0e and Deigaard, 1992). Alternatively, 
the mixing length £ in (2) may be specified simply as 

{K(Z — Zb)    for z < (Cgh/'K + Zb] 

_ _ (3) 

Ci h for z > [Ceh/K + zb) 

where re is the von Karman constant (re ~ 0.4); z\> is the bottom elevation; h is 
the instantaneous water depth; and C( is an empirical coefficient related to the 
eddy size. Ct is written with an overbar to show that it is time-invariant and to 
differentiate it from Ct used later. Eq. (3) is similar to that used by Deigaard et 
al. (1986) for their analysis of suspended sediment in the surf zone in which use 
was made of C't = 0.07 and the mean water depth, h, instead of the instantaneous 
depth, h. The use of h should be more appropriate in the swash zone in light of 
the limited field data of Flick and George (1990). Svendsen (1987) suggested Ce 
= 0.2-0.3 for the steady undertow. The value of Ct for the unsteady flow and the 
time-averaged value, Ce, will also be determined for the present data. 

The dimensionless variables are introduced following Kobayashi and Wurjanto 
(1992): 

j.i        l i x i        z i u i w r»\ l = r x = Tvm'' Z
 

=
 H' 

u=7m'' w=wr     (4) 
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../ P        .., vt 
r       pgH'   "l      H*/T' gH/cr' H/^ H () 

where the primes indicate dimensionless quantities, T and H are the characteristic 
wave period and height of the shallow water waves, and a is the ratio between 
the horizontal and vertical length scales. The order of magnitude of k, £, and vt 

is estimated such that the resulting normalized equations become consistent with 
the measured data as explained later. 

Substitution of (4) and (5) into (1) under the assumption of a1 3> 1 yields 

dk'      ,dk'       ,dk'\       ,du'        ,d  (v[ dk'\     „3/ik'3'2 

where the first and third terms on the right-hand-side are the production and dis- 
sipation terms, respectively. For their analysis of suspended sediment in the surf 
zone, Deigaard et al. (1986) used (6) in which the advection terms were neglected 
and the production of k' was estimated empirically. In short, they attempted 
to predict the variation of k' without analyzing u', w' and T'. Eq. 6 indicates 
that the production and dissipation of k' are dominant under the assumption of 
<r2 ^> 1. This is qualitatively consistent with the findings of Svendsen (1987) who 
concluded that only a very small portion of the energy loss in the breaker (2-6% 
for the cases considered) was dissipated below trough level. 

Considering the empirical nature of (6) with the coefficients a^ and d as well 
as the uncertainty of the free surface boundary condition of ¥ even for steady 
turbulent flow (Rodi, 1980), (6) may be simplified further by neglecting the terms 
of the order a-1 and the resulting equation is expressed in dimensional form as 

r<9u 3M3/2 m 

~Pd^-°d  ~T {7} 

which implies the local equilibrium of turbulence. Substitution of r/p = vtdu/dz 
and (2) into (7) yields 

k   =    \r\/{Py/cd) (8) 

„, du 
Vt dz (9) 

With these assumptions, (8) is used to determine the appropriate value of d- 
Eq. (9) corresponds to the standard mixing length model (ASCE, 1988) and is 
used with (2) to determine Ci and Cg in (3). The degree of the local equilibrium 
of turbulence is assessed using (7) with the calibrated coefficients d and C(. 

EXPERIMENT and DATA REDUCTION 

The experiment was conducted in the 33 m long, 0.6 m wide and 1.5 m deep wave 
flume at the University of Delaware. A hydraulically actuated piston wavemaker 
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with aim stroke was at the far end; and a rough, uniform 1:35 slope was emplaced 
at the near end of the flume. The water depth was 0.4 m in the constant depth 
section. Regular cnoidal waves were specified at the wavemaker, and the waves 
broke by spilling on the impermeable slope. The rough slope consisted of a layer 
of natural sand grains with median diameter d50=l mm glued to Plexiglas sheets 
and mounted on the entire slope. This was used to increase the bottom boundary 
layer thickness for estimating the bottom shear stress. A detailed analysis of the 
bottom shear stress outside and inside the surf zone is given in Cox, et al. (1995). 

The free surface elevations were measured using capacitance-type wave gages 
with a sampling rate of 100 Hz. The velocities were measured using a two- 
component laser-Doppler anemometer with a pair of burst spectrum analyzers. 
The effective sampling rate was in excess of 1 x 103 data points per second, and 
the sampling rate was later reduced by band averaging to 100 Hz before the phase 
averaging procedure described below. The free surface and velocity fluctuations 
were measured at six vertical lines and are denoted LI, L2, ..., L6 for brevity. 
The horizontal spacing of the measuring lines was on the order of 1 m, and the 
vertical spacing of the measuring points was on the order of 1 cm except near the 
bottom where measurements were made on the order of a fraction of the grain 
height, i.e. less than 1 mm. Details of the experiment are provided in Okayasu 
and Cox (1995). 

The free surface and velocity measurements were reduced by a standard phase 
averaging procedure over 50 waves. The sampling interval was At = 0.01 s and 
the wave period was T = 2.2 s which gave J = T/At — 220 as the number of 
data points or phases per wave. The phase-averaged free surface elevations, r]a, 
were computed from the measured free surface, rjm, where the subscripts a and 
m refer to the phase-averaged and measured quantities. The variance of the free 
surface elevation, al, and the standard deviation, av, were also computed. For 
the figures presented here, the phases are aligned with zero-upcrossing of the free 
surface elevation at t = (T/4) = 0.55 for the six measuring lines (Cox, 1995). 

The normalization parameters for the turbulent quantities in (5) are given 
in Table 1 with the range of values for the measured data as explained later. 
The range is found by taking the minimum and maximum values for the phase- 
averaged quantites between the trough level and the bottom boundary layer which 
is defined simply as 1 cm above the impermeable bottom and consistent with the 
analysis of Cox (1995). The ranges given in parentheses are for the bottom 
boundary layer. The cross-shore locations of the measuring lines are given in 
Table 2 and are characterized as follows: LI is seaward of the break point; L2 is 
at the break point which is defined as the start of aeration in the tip of the wave; 
L3 is in the transition region where the wave form goes from organized motion 
to a turbulent bore; and L4, L5, and L6 are in the inner surf zone where the 
saw-toothed wave shape is a well-developed turbulent bore (Cox, 1995). Table 1 
indicates that the scaling of k, £, and ut in (5) is appropriate inside the surf zone 
for L3 to L6. 
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Table 1: Range of k, £, and vt for LI to L6 and Normalization Quantities. 

Line 

No. 

k 

(cm2/s2) 

gH/cr 

(cm2/s2) 

£ 

(cm) (cm) (cm2/s) 

H2/T 

(cm2/s) 

LI 0.2-2.8 
(0.3 - 18.8) 

684 0.60 - 1.20 
(0.01 - 0.40) 

3.04 0.11 -0.61 
(0.00 - 0.27) 

79.4 

L2 0.4 - 3.8 
(0.4 - 35.9) 

1007 0.60- 1.91 
(0.01 - 0.40) 

4.19 0.17- 1.03 
(0.01 - 0.28) 

132.9 

L3 14.4 - 297 
(4.9 - 45.6) 

645 0.60 - 3.23 
(0.01 - 0.40) 

2.89 0.65 - 18.4 
(0.01 - 0.76) 

73.4 

L4 20.7 - 559 
(6.8 - 65.7) 

337 0.61 - 4.26 
(0.02 - 0.41) 

1.68 0.81 - 34.8 
(0.01 - 0.68) 

30.9 

L5 17.4 - 206 
(4.1 - 35.6) 

268 0.60 - 2.64 
(0.01 - 0.40) 

1.39 0.97 - 12.9 
(0.01 - 0.60) 

22.8 

L6 13.9 - 179 
(4.4 - 76.7) 

162 0.61 - 2.00 
(0.02 - 0.41) 

0.91 0.81 - 11.1 
(0.02 - 0.83) 

11.6 

Table 2 lists the free surface statistics for LI to L6 where x is the onshore 
directed horizontal coordinate with x = 0 cm at LI; d is the distance below the 
still water level to the top of the Plexiglas sheet, i.e. the bottom of the 1 mm 
sand layer; H is the local wave height given by H = [))„]„„ — [r]a]min where 
the subscripts min and max indicate the minimum and maximum values of a 
phase-averaged quantity; rf^ is the setup or setdown; o^j is the time-average of the 
standard deviation of r)a; and [cr,]mi„ and [tr^]maa, are the minimum and maximum 
of the standard deviation values over the wave period. The cross-shore variations 
of rfe, [T)a]min> and fclrooi have been well studied; however, less mention has been 
made of a„ and 
indicating repeatability of the 

From Table 2, [av]v very small for LI 
form. For L2, [ajmaa; increases slightly due 

to irregularities of wave breaking. For L3 in the transition region, [<T^]maa; is at a 
maximum. For L4 to L6, [0V,]mM decreases with increasing distance to the shore. 
It is interesting to note the cross-shore variation of [o"^]maa; because it could be 
used to better quantity the transition region of the surf zone (e.g., Nairn et a/., 
1990 and references therein). 

The signal dropouts are excluded in the phase averaging of the measured 
horizontal and vertical velocities. The phase-averaged horizontal and vertical 
velocities are denoted ua and u>„, and the horizontal and vertical velocity variances 
are denoted a2

u and a2
w. The turbulent normal stresses may be assumed to be equal 

to — pa2
u and —po2

w in the horizontal and vertical directions, where p is the fluid 
density. The phase-averaged covariance of the measured horizontal and vertical 
velocities is denoted ounn and the turbulent shear stress, T, may be assumed to 
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Table 2: Phase-Averaged Free Surface Statistics for LI to L6. 

Line X d H Va. \J)a\min \Xla\max an [&r)\min \P^r}\max 

No. (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) 

LI 0 28.00 13.22 -0.30 -3.88 9.34 0.10 0.05 0.22 
L2 240 21.14 17.10 -0.44 -3.60 13.50 0.14 0.06 0.98 
L3 360 17.71 12.71 -0.05 -2.82 9.89 0.41 0.19 2.06 
L4 480 14.29 8.24 0.20 -2.33 5.91 0.38 0.17 1.37 
L5 600 10.86 7.08 0.75 -1.60 5.48 0.28 0.15 1.03 
L6 720 7.43 5.05 1.13 -0.82 4.23 0.22 0.11 0.92 

be equal to —puuw. 

Figure 1 compares the vertical variation of the Froude-scaled time-averaged 
horizontal turbulent intensity for the present measurements L3 to L6 with the 
data of George et al. (1994), Stive (1980), and Nadaoka and Kondoh (1982). The 
data of George et al. (1994) from their Figure 8a are for the natural surf zone and 
include random waves of both plunging and spilling type. The frozen turbulence 
assumption was used to extract the turbulent signal. The middle curve of George 
et al. (1994) indicates the mean value in several vertical bins and the envelope is 
this mean ±1 standard deviation plus the uncertainty in the data reduction. The 
data of Nadaoka and Kondoh (1982) from their Figure 7 are for Case 1, spilling 
waves on a 1:20 slope, and include only the measuring lines inside the surf zone, 
i.e. PI to P5. A frequency filter was used to extract the turbulent signal. It is 
noted that these data are plotted in Figure 1 using d rather than h. The data 
of Stive (1980) are also taken from Figure 8a of George et al. (1994) and are 
presumably for Test 1, spilling waves on a 1:40 slope, and include the measuring 
lines in the transition region as well as the inner surf zone. Phase-averaging was 
used to extract the turbulent signal. 

Only the data of George et al. (1994) are for multidirectional random waves 
measured in the field. The other three data sets are for normally incident, reg- 
ular waves measured in the laboratory. The comparison of the present data set 
with that of Stive (1980) shows that the phase averaging method gives consistent 
results for laboratory waves of similar type. The comparison with Nadaoka and 
Kondoh (1982) indicates that the frequency filter may underestimate the turbu- 
lent signal as noted by other researchers (e.g., George et al., 1994). Nevertheless, 
it would be useful to have a simple relation between the turbulent signals from 
the two methods since phase averaging cannot be used for random waves in a 
natural surf zone.   Interpretation of the data of George et al. (1994) is difficult 
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Figure 1:  Comparison of Vertical Variation of Froude-Scaled Horizontal Turbu- 
lence Intensity with George et al. (1994) ( ); Stive (1980) (o ); Nadaoka 
and Kondoh (1982) (+ ); Present Data L3 to L6 (x ). 

because of the method used to extract the turbulent signal and because the waves 
were random and multidirectional. Clearly, more work is necessary in this area. 

Figure 2 shows the temporal variations of the phase-averaged horizontal and 
vertical velocity variances, <r\ and a2

w, and velocity covariance, auw, for five ver- 
tical elevations for L2. The five vertical locations for L2a to L2e are —5.04, 
—13.04, —17.04, —20.04, and —20.94 cm, respectively, where the still water level 
is z = 0.0 cm and the still water depth is d = 21.14 cm. Figure 2 shows almost no 
turbulence in the interior, and the turbulence seems to be confined to the bottom 
boundary layer. Also, as indicated in the caption, the proposed scaling may not 
be appropriate in the boundary layer outside the surf zone. The same quantities 
of Figure 2 for L2 are shown in Figure 3 for L4. The five vertical locations for 
L4a to L4e are -2.19, -6.19, -10.19, -13.19, and -14.09 cm, respectively, where 
the still water depth is d •=• 14.29 cm. This figure shows the spread and decay of 
turbulence generated by wave breaking. Also, the peak of the turbulence shifts 
downward. For L4a, the horizontal velocity variance is greater than the vertical 
variance over most of the wave period except at t = 0.6 s when the phase-averaged 
horizontal and vertical velocities are approximately the same (Cox, 1995). The 
proposed scaling indicated in the caption seems appropriate here. For L4c, the 
horizontal and vertical variances are approximately the same since the turbulence 
becomes more isotropic even though the vertical velocity is much smaller than 
the horizontal velocity at this elevation. For L4e, the horizontal variance is again 
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greater than the vertical variance since the vertical turbulent fluctuations may be 
limited by the solid boundary. Also, the covariance is negative for L4a to L4c. 

Figure 4 shows the detail of the cross-shore variations of time-average hori- 
zontal and vertical variances, <r2 and cj, and the time-averaged covariance, auw. 
Comparison of a\ and <T^ for L3 to L6 shows that they are about the same magni- 
tude below trough level and decay linearly downward except in the lower portion 
of the water column where a\ remains approximately constant over depth and 
<r2 tends to zero near the bottom. 

c-i 3 
b 

b 
10 

10 

~i r~ 

L2a 

L2b 

L2c 

L2d 

'•«-,«/ 
0.0        0.2        0.4        0.( 0.8       1.0 

i(s) 

1.2       1.4 1.6 2.0        2.2 

P'igure 2: Temporal Variations of Phase-Averaged Horizontal Velocity Variance, 
a\ ( ); Vertical Velocity Variance, a\, ( ); and Covariance, cruw ( ) for 
Five Vertical Elevations for L2 with gH/a = 1007 cm2/s2. 

ANALYSES OF WAVE GENERATED TURBULENCE 

The dimensional shear stresses, Ty, are written in tensor notation as (e.g., Rodi, 
1980) 

Tij - p 
dui     duA     2, . 

* • c^ + tej- 3 Wy (10) 

where S,j is the Kronecker delta and k is the turbulent kinetic energy per unit 
mass which can be expressed in terms of the normal stresses as 

1   / 
k = -^-(Tn + T22 + T33) (11) 
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Figure 3: Temporal Variations of Phase-Averaged Horizontal Velocity Variance, 
a\ ( ); Vertical Velocity Variance, a^ ( ); and Covariance, auw ( ) for 

Five Vertical Elevations for L4 with gH/a = 337 cm2/s2. 
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Figure 4: Cross-Shore Comparison of Mean Horizontal and Vertical Velocity Vari- 
ances and Mean Covariance with a\ ( ); a^ ( ); and auw ( ) for LI to 
L6. 

Assuming that Reynolds averaging is the same as the phase averaging used here, 
the standard definition of k in terms of the variances is given as 

k-. Wl + <rl + ^ (12) 

The transverse velocity variance, a2
v, was not measured for this experiment. 

For idealized two-dimensional turbulent flow, du3/dx3 = 0 so that r33 = — \pk 
id then k. This reduces (12) to 

k 
4p 

(TU + r22) v?. + vl (13) 

The use of (10) results in |(o^/fc) = |i corresponding to homogeneous isotropic 
turbulence. For steady turbulent flow, the ratios of the normal stresses to the 
turbulent kinetic energy have been tabulated by Svendsen (1987). This table 
indicates that the range is 0.21 < \{&Hk) < | so that a\ may be overestimated 
slightly here. 

Having measured a\ and a2
w directly, Cox (1995) determined whether the ratio 

of the vertical to horizontal velocity variance, Cw = ff^/a2, is constant over a wave 
period. The results show that the values lie in the range 0.06 < Cw < 0.86 for 
the variances below trough level whereas the range for the types of flows listed 
in Svendsen (1987) is 0.16 < Cw < 1.00.   For L3 to L6, Cw is fairly constant 
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Figure 5: Cross-Shore Variation of Cd for LI to L6. 

over depth with Cw ~ 0.7 until the lower portion of the water column where it 
decreases linearly toward the rough bottom. Further comparisons of the temporal 
variations of Cwal and <r^ similar to Figures 2 and 3 show that it is appropriate 
to assume that Cw is constant over a wave period in the boundary layer outside 
the surf zone and below trough level inside the surf zone (Cox, 1995). 

A least-squares error method is used to calibrate G,i following (8). Assuming 
that Cd is independent of time, the least-squares equation is 

Cd = ELI* uw \jfCj 

W       Z.2 (14) 

where j indicates the phase out of J = 220 phases. Figure 5 shows the cross- 
shore variation of Cd for LI to L6 using (14). The vertical variation of Cd is 
distinctly different for the three regions: LI and L2 seaward of breaking, L3 
in the transition region, and L4 to L6 in the inner surf zone. For LI and L2, 
Cd — 0.06 in the bottom boundary layer whereas a similar value Cd = 0.08 has 
been used for steady flows and for oscillatory flows in nonbreaking waves. Above 
the bottom boundary layer for LI and L2, the values on the right-hand-side of 
(14) are near zero so that the estimated values in this region are not useful. For 
L3 in the transition region, the magnitude of Cd is less than 0.03 over most the 
water column even though the values for k and auw are non-zero. For L4 to L6, 
a typical value is Cd — 0.05 below trough level except in the lower portion where 
it decreases to a small value. 

Eqs. (9) and (2) with the calibrated values of Cd are used to determine Ci in 
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(3). For this procedure, an error term is computed for a range of Ct by summing 
the absolute value of the difference of (9) and (2) over the water column at each 
of the 220 phases. The error term is given as 

ErrU) = jY, 
du - (c^iVk) 1,2, .,220 (15) 

where the index i refers to points in the vertical measuring line. The ranges of 
Ct were 0.01 < Ct < 0.20 for LI and L2 and 0.05 < Ct < 0.45 for L3 to L6. The 
value of Ct that gave the least error in (15) was adopted at that phase. Figure 6 
shows the temporal variation of the adopted value of Ct at each of the 220 phases 
for L4. This figure shows the amount of scatter expected for the calibrated Ct and 
shows that there is a slight variation over the wave period. The bore arrives at 
t ~ 0.6 s (see also Figure 8 for the relative phases of the free surface elevation in 
the inner surf zone). The time-average values, CV, computed for all the measuring 
lines LI to L6 are ~Ce = 0.032 (.021); 0.055 (.041); 0.117 (.065); 0.211 (.105); 0.162 
(.081); and 0.172 (.089), respectively, where the standard deviation is given in 
parentheses (Cox, 1995). This gives an overall value of Ct — 0.04 (0.03) outside 
the surf zone, and Ct ~ 0.12 (0.07) in the transition region, and Ct ~ 0.18 (0.09) 
for the inner surf zone. 

0.6 

0.5 

0.4 

Cj 0.3 

0.2 

0.1 

0 

_ •'   1 i                      i i           i          i           i           i ' ' 
- - - •«• m     •• 

- «• • •• •*       ••      m «*•        <• 
- • • •                                                           • • •                            + - •      • • •            •    • ••• •• •             •      •   • 
-m •••• • ••     •••• • ••      •      •    •    ••«••          • • • •w     •          •«•- 
m *    •   m •aw           ••« *»   • mmmt   ••   •••• •            «••     •• • fl»*          «•          w* - 

-   • MM                      «• •« •««•§ mm •      «•••«             ••                     «•   M      •      • 
- • • •»    MM   • «•«•• • • • - 
" , — 7 —" MM   •            • 

1                                 1                                 1                                 1                                 1 , 
0.0       0.2       0.4       0.6       O.S 1.0        1.2        1.4        1.6        1. 2.0        2.2 

Figure 6: Temporal Variation of Adopted Ct Value at Each of 220 phases for L4 
with (Te = .211. 

Figure 7 shows the vertical and temporal variations of the eddy viscosity, vt, 
given in (2) computed using the calibrated values of Ci and Ct for L4. The light 
vertical lines in the upper figure indicate the extent of the water column at the 
given phase. The two light horizontal lines in the lower left corner of the top 
figure indicate the vertical range plotted in detail in the bottom figure. In the 
bottom figure, zm is the vertical coordinate from the bottom where zm = 0 on the 
top of the Plexiglass sheet, i.e. the bottom of the 1 mm sand layer. From both 
figures, it is clear that vt at a given phase increases gradually from the bottom 
until about the middle of the water column where it is more or less constant 
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over depth. Also, it is reasonable to assume that vt is time-invariant except near 
trough level with the passing of the bore. 
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Figure 7: Vertical Variations of Eddy Viscosity, ut, at Eleven Phases for L4 with 
H2IT = 30.9 cm2/s. 

Figure 8 shows the temporal variation of the dissipation term Cj (k3^2/l) 
and the production term r(du/dz) using the calibrated C& and Gt values for L5. 
Smoothing was used for the final plot since the contour lines of the unsmoothed 
values are difficult to discern in black and white (Cox, 1995). Also, only the 
measuring points above the bottom boundary layer are plotted. This figure shows 
that the approximate local equilibrium of turbulence is a reasonable assumption 
for spilling waves in the inner surf zone. It is noted that the numerical derivatives 
for additional terms in the dimensional equivalent of (6) were computed and that 
the noise level was on the same order as the quantities of interest. 

CONCLUSIONS 

Turbulence measurements of spilling waves were presented and used to show that 
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Figure 8: Contour Plot of Temporal Variation of Dissipation Term, Cd (k3/2/£), 
(Top) and Production Term, r(du/dz), (Bottom) using Calibrated Cd and Ct 
with Tja ( ) and rja ± <r, ( ) for L5. 

the local equilibrium of turbulence is a reasonable approximation for spilling 
waves in the inner surf zone. Further, the empirical coefficient for the mixing 
length was shown to be roughly constant over the wave period but varied in the 
cross-shore direction. The typical values were of Ct ~ 0.04 (0.03) outside the 
surf zone, and Ct — 0.12 (0.07) in the transition region, and Ct — 0.18 (0.09) 
for the inner surf zone. The coefficient related to the dissipation of k was found 
to be Cd — 0.06 in the bottom boundary layer outside the surf zone. In the 
transition region, the magnitude of Cd was less than 0.03 over most of the water 
column. In the inner surf zone a typical value was Cd o± 0.05 over most of the 
water column except in the lower portion where it decreased to a small value. 
The eddy viscosity was also shown to increase approximately linearly from the 
bottom to the middle of the water column where the value became more or less 
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constant over depth. The eddy viscosity was fairly constant over the wave period 
except near trough level with passing of the bore. 
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