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Summary

A numerical sediment transport model is formulated that serves especially for the simulation of bedform mechanics. The model is based on the idea that sediment transport is determined by the erosion rate and the path length of bed material. Formulas for the erosion rate and the path length are derived from physical considerations and from measurements; they depend mainly on the local values of the shear velocity and the mean flow velocity near the bed. The behaviour of detached sediment is simulated by a Monte Carlo procedure, which is based on the mean flow velocities and the eddy viscosity. All flow properties that are needed for the sediment transport model are computed by a numerical flow model that includes two turbulence equations. Results of the flow model and the sediment transport model are compared with measured data.

NOTATION

\begin{align*}
A & \quad \text{eddy viscosity} & [\text{cm}^2 \text{s}^{-1}] \\
D & \quad \text{mean grain diameter} & [\text{cm}] \\
g & \quad \text{acceleration of gravity} & [\text{cm} \text{s}^{-2}] \\
h & \quad \text{bed height} & [\text{cm}] \\
H & \quad \text{mean water depth} & [\text{cm}] \\
k & \quad = 0.5 \left( u''^2 + v''^2 + w''^2 \right), \\
& \quad \text{turbulent kinetic energy (per unit mass)} & [\text{cm}^2 \text{s}^{-2}] \\
p & \quad \text{pressure} & [\text{g cm}^{-2} \text{s}^{-2}] \\
q_s & \quad \text{sediment transport rate} & [\text{cm}^3 \text{cm}^{-1} \text{s}^{-1}] \\
u, w & \quad \text{local mean flow velocities in x- and z-direction} & [\text{cm} \text{s}^{-1}] \\
& \quad \text{turbulent flow fluctuations} & [\text{cm} \text{s}^{-1}] \\
u' \text{, } v' \text{, } w' & \quad \text{in x-, y- and z-direction} & [\text{cm} \text{s}^{-1}] \\
u_{\text{bed}}, w_{\text{bed}} & \quad \text{mean flow velocities 1 cm above the bed} & [\text{cm} \text{s}^{-1}] \\
u_m & \quad \text{mean (depth integrated) flow velocity} & [\text{cm} \text{s}^{-1}] \\
- \frac{u' w'}{} & \quad \text{Reynolds shear stress} & [\text{cm}^2 \text{s}^{-2}] \\
v' \text{, } s' & \quad \text{critical shear velocity for the end of grain movement} & [\text{cm} \text{s}^{-1}] \\
\end{align*}
DUNE DYNAMICS MODEL

1 INTRODUCTION

Ripples and dunes develop in the lower regime of alluvial flows. Dunes are large-scaled bed structures which can have a height of about 0.25 of the water depth and which influence appreciably the transport of bed material.

Experimental research about bedforms has achieved a good deal of progress; most efforts were directed to laboratory experiments. On the other hand, theoretical knowledge about bedforms is meager. One reason for the lack of knowledge on this field is the complexity of the interdependencies between flow, sediment transport and bed deformation. An important point among this set of problems is the impact of turbulent flow fluctuations on the bed material.

2 FLOW COMPUTATION

We only consider two-dimensional (horizontal (x) - vertical (z)) flows. The flow model uses the Reynolds equations and the continuity equation in order to compute the pressure \( p \), and the mean flow velocities \( u \) and \( w \) (see Sundermann and Puls /1/), and it uses the equations derived by Launder and Spalding /2/ to compute the turbulent kinetic energy \( k \) and its dissipation rate \( \varepsilon \). From \( k \) and \( \varepsilon \) we obtain the eddy viscosity \( \nu_t \).

The flow equations are solved by a finite difference procedure. We only compute stationary flows. The flow model is the basis for the calculation of sediment transport. Therefore we must take care that especially the near bed flow is simulated as well as possible. Fig. 1 gives an idea of the grid being used both for the computation of the flow and the sediment transport.

Fig. 4 shows a comparison of measured and calculated flow quantities. It must be emphasized that discrepancies are not only caused by the shortcomings of the flow model, but also by shortcomings of the measurements (which is especially valid for turbulence measurements). But we don’t want to find excuses if the measured and the computed data do not coincide: in some respects the model is really imperfect. This is especially valid for the simulation of large-scale turbulence structures. In addition, problems arise due to the numerical solution procedure: the transformation of differential terms of the flow equations into finite difference terms always causes a loss of physical information.
The comparison of measured and computed data is performed by means of two flow examples: a flow above a negative step (Fig. 2) and a flow above a schematized dune (or to be more precise, a range of dunes, Fig. 3).

The experiment with the negative step was performed in a wind tunnel by Moss et al. The height of the wind tunnel is 84 cm, the step height $H_s$ is 7.6 cm, the mean air velocity is about $u_m = 1000 \text{ cm s}^{-1}$, the kinematic viscosity is $15 \text{ cm}^2 \text{s}^{-1}$. Fig. 4 shows vertical profiles.
Fig. 4: Vertical profiles of $u$, $k$ and $-u'w'$; flow above a negative step, data from Moss et al. /3/
of measured and calculated values of the mean horizontal velocity \( u \),
the shear stress \( -u'w' \) (which is expressed in the model by \( A \frac{du}{dx} \)) and
the turbulent kinetic energy at the positions \( x H_s^4 = 3, 5 \) and 7
(compare Fig. 2). The length of the separation zone in the lee of the
step is calculated to be \( 5.7 H_s \), while the measured value is \( 5 H_s \). This
can be seen in Fig. 4 by the disagreement of measured and calculated \( u \) at \( x H_s^4 = 5 \) and 7. Fig. 5 shows a comparison of the measured
and the computed bottom pressure.

![Fig. 5: Bottom pressure; flow above a negative step, data from Moss et al. /3/](image)

Rifai and Smith /4/ measured the water flow above dune-shaped bedforms
in a flume. The water depth at \( x = 0 \) (see Fig. 3) is \( H_0 = 30.5 \) cm, the
mean flow velocity at \( x = 0 \) is \( 57.65 \) cm s\(^{-1}\). The measured quantities
are \( u' \) and \( u \). For the comparison of \( k \) and \( u' \), we assume \( v' + u' \)
= \( u' \). Fig. 6 shows the comparison of measured and calculated vertical
profiles of \( u \) and \( k \). As well as in the case of the negative step, the
agreement is satisfactory. The greatest differences appear at \( x = 7.6 \) cm
(see Fig. 3), where at \( z H_0^4 = 0.15 \), the measured \( k \) is much larger
than the calculated \( k \). The reattachment point was measured at \( x = 15 \) cm;
the same result is given by the model.

In addition to the two bed examples shown above, the model was also
applied to other bed configurations.

On the whole, the flow model of course would need some corrections.
However, being compared with the flow conceptions that are used till
today for tackling sediment transport, our flow model is a real im-
provement, both concerning the structure of the mean flow and the
turbulence.

3 SEDIMENT TRANSPORT MODEL

3.1 Formulation of the model

The sediment transport model serves for the small-scale simulation of
sediment transport. The computation is based on a division of the bed
into horizontal intervals. For any of these intervals, the flow model
Fig. 6: Vertical profiles of $u$ and $k$; flow above dunes, data from Rifai and Smith 74/
yields the near bed values for \( u, w, k \) and \( A \).

One of the main faults of earlier works on bedform mechanics is the direct relation between the flow forces (usually in the form of the shear velocity \( \nu_* \)) inducing the sediment transport and the rate of sediment transport \( q_s \). That this is wrong is easily shown by a simple example. Imagine a plane bed with a flow running above it; \( \nu_* \) is constant all over the bed. The upstream part of the bed is rigid, the downstream part is movable. Of course, \( q_s \) is zero on the rigid bed and develops from zero to an asymptotic value on the movable bed. Thus \( q_s \) varies over the movable bed though \( \nu_* \) is constant. A similar situation is found on bedforms downflow of the reattachment point. Therefore, in order to investigate bedform mechanics, the assumption of a direct relationship between \( \nu_* \) and \( q_s \) must be dropped.

Our device for the calculation of sediment transport is expressed by

\[
\frac{\delta q_s}{\delta x} + \frac{q_s}{\sigma(x)} = \eta(x)
\]

with \( \sigma \) being the path length a grain travels under homogeneous conditions from entrainment to deposition; \( \eta \) is the rate of material (measured by the total volume of bed material) being entrained from the bed per square unit and unit time. Equation (1) is valid for the absolute values of \( q_s \) only, because \( \sigma \) is positive definite. The sign of \( q_s \) is determined from the direction of the local mean flow near the bed. If \( \eta \) and \( \sigma \) are constant with respect to \( x \), the differential term in (1) can be omitted, yielding

\[
q_s = \eta \cdot \sigma
\]

The next task is to get information about \( \eta \) and \( \sigma \). There exist only a few experiments that have been concerned with direct measurements of \( \eta \) or \( \sigma \). The erosion rate of non-consolidated mud was measured at HRS /5/. Takahashi, whose data is given by Nakagawa and Tsujimoto /6/, measured the probability of grains to be entrained on a flat bed. The information of both works can be expressed by \( (\nu_* > \nu_{cr}) \):

\[
\eta = \text{const}_\eta \cdot D \cdot \frac{\nu_*^2 - (\nu_{cr})^2}{(\nu_{cr})^2}
\]

with \( \text{const}_\eta = 0.018 \, \text{s}^{-1} \) from Takahashi's data and \( \text{const}_\eta = 0.05 \, \text{s}^{-1} \) from the HRS-data.

The path length \( \sigma \) was measured by Wulzinger and Liebig /7/ and by Nakagawa and Tsujimoto /6/. The quintessence of these measurements is a formula for the grain path length of bed load (for \( \nu_* > \nu_{cr} \))

\[
\sigma_{bed} = \frac{820}{D} \frac{\rho_g - \rho}{\rho} \frac{u_{bed}}{(\nu_{cr})^2} \nu_*^3
\]

The values for \( \nu_{cr} \) are taken from the Hjulstroem diagram (in Graf /8/).
The path length of suspended load cannot be deduced from direct measurements. The behaviour of suspended material is controlled by the settling velocity $w_s$ and the eddy viscosity $A$. Our formula reads (for a derivation see Puls /9/)

$$\sigma_{\text{sus}} = \sigma_{\text{bed}} \left(1 + c_s \frac{A_s v_s^3}{w_s^3}\right)$$

$A_s$ is an eddy viscosity being representative for the near bed zone, $v_s^3$ is a shear velocity that is determined from $A_s$. $c_s$ is a constant with the value $c_s = 30\ s^{-4}$.

The path length $\sigma$ of total load (= suspended load + bed load) is determined by

$$\frac{1}{\sigma} = \frac{R_{sb}}{1 + R_{sb}} \frac{1}{\sigma_{\text{sus}}} + \frac{1}{\sigma_{\text{bed}}}$$

with $R_{sb}$ being the ratio of suspended load and bed load. Using the data of Guy et al. /10/, a rough formula for $R_{sb}$ is

$$R_{sb} = 5 e^{-w_z (A_s)^{-1}} \frac{z_s}{1 - e^{-w_z z_s (A_s)^{-1}}}$$

with $z_s = 0.5\ cm$.

### 3.2 Calculation of the Shear Velocity

An essential point for calculating $q_s$ is the choice of the shear velocity $v_*$. Because turbulence is the predominant factor for the capability of the flow to erode a grain and to prevent its deposition, $v_*$ should be derived from the intensity of turbulence at the bed.

Using $k_{\text{bed}}$ as the turbulent kinetic energy at the bed level, we obtain a shear velocity $v_*$ from the equation

$$v_*^k = 0.51 (k_{\text{bed}})^{0.5}$$

Using $v_*^k$ instead of $v_*$ in (2) and (3), however, there is usually too much erosion in the reattaching zone of bedforms. Better results are achieved with

$$v_* = 0.7 v_*^k + 0.3 \cdot 0.07 (u_{\text{bed}}^2 + w_{\text{bed}}^2)^{0.5}$$

which uses the near bed mean flow velocities 1 cm above the bed. The weights 0.7 and 0.3 are found empirically in order to achieve acceptable agreement of the bed profile and the curve of $q_s$ in Fig. 10.
3.3 BEHAVIOUR OF DETACHED SEDIMENT

The transport equation (1) is based on the assumption that \( \sigma \) is evaluated from \( v^* \) and \( u_{\text{bed}} \), being specific for the near bed region. This assumption is not fulfilled for particles being transported over a bedform's crest and which get caught in the separation zone in the lee of the bedform. In this case the particles are exposed to the local flow conditions which have nothing in common with the near bed values for the same \( x \)-coordinate. This is generally true if flow detachment occurs.

In such a case the transport of sediment is not calculated by (1) but by a Monte Carlo procedure (e.g., Maier-Reimer /11/). During this procedure, single (fictitious) particles are exposed to the direct influence of the local mean velocities and the local turbulence. The particles describe random walks like that plotted in Fig. 7.

Fig. 7: Random walk of a particle

The Monte Carlo procedure is tested by comparing its results with measurements of Allen /12/. Allen's experimental setup is shown in Fig. 8, simulating the lee slope of a bedform. Above the upper end of the slope, sand grains are injected into the flow having a velocity \( u_g \) that equals that of the surrounding fluid. Touching the lee slope, the grains are arrested by a coat of glue. Measured and computed distributions of grains having settled down on the lee slope are shown in Fig. 9. On the
Fig. 9: Distribution of settled particles
whole, the agreement is satisfactory; the centres of mass as well as the width of the distributions are reproduced quite well by the model.

4 SEDIMENT TRANSPORT OVER BEDFORMS

The transport model outlined above is applied to bedforms in unidirectional flow. For a bedform migrating with the velocity $U_w$ without bed deformation, the relation

$$\frac{\partial q_s}{\partial x} = U_w \frac{\partial h}{\partial x}$$

is valid. The integration of (5) yields qualitatively

$$q_s(x) = q_{s,\text{min}} h(x) - h_{\text{min}}$$

with $q_{s,\text{min}}$ and $h_{\text{min}}$ being the minimum values of $q_s$ and $h$ respectively. The relation (6) fulfills the condition $q_s = q_{s,\text{min}}$ at $h = h_{\text{min}}$.

For our comparison we consider three widely different bedforms: a laboratory ripple, a laboratory dune and a dune in the Elbe river. The Figures 10, 11 and 12 show the comparison of the measured bed profiles $h(x)$ and the transport rates $q_s$ that are calculated by the transport model. The values of $h_{\text{min}}$ and of $q_{s,\text{min}}$ are placed on the same level. Further, the scale of $q_s$ is chosen in order to obtain identical maxima for $h$ and $q_s$. Thus if the relation (6) is really fulfilled, the curves of $h$ and $q_s$ must coincide irrespective whether $U_w$ is simulated by the model or not. As we see from Figures 10, 11 and 12, the curves of $q_s$ and $h$ agree quite well. Of course, we must not forget that the model was drafted just in order to achieve the agreement of $h$ and $q_s$.

But nevertheless, we obtain the confirmation that our conception of sediment transport, i.e. the calculation of $q_s$ with the help of $\eta$ and $\sigma$, is able to yield good results.

Fig. 10: Comparison of h and $q_s$; ripple profile taken from /13/, $u_{\text{in}} = 30 \text{ cm s}^{-1}$, $H = 13 \text{ cm}$, $D = 0.042 \text{ cm}$
As stated above, the agreement of $h$ and $q_s$ is qualitative only. An additional quantitative comparison means to compare the absolute values of measured and calculated $q_s$.

No data is available for the dune in the Elbe river.

The transport rate over the ripple was measured to be $q_s = 6 \times 10^{-4} \text{cm}^3\text{s}^{-1}$ whereas the calculated value is $q_s = 8 \times 10^{-3} \text{cm}^3\text{s}^{-1}$ (using const $\eta = 0.036 \text{s}^{-1}$). The discrepancy could be caused by a "firmness" of the skin of the laboratory sand ripple (see also Guy et al. /10/): because of the low transport rate, a moving grain has a good chance to find a refuge in the bed, where it can easily resist further flow attacks. Such a bed firmness decreases the erosion rate $\eta$ appreciably.

For the laboratory dune, the qualitative comparison yields a better result: the measured migration velocity of the dune is $U_w = 0.049 \text{cm}\text{s}^{-1}$,
while the calculated value is $U_w = 0.045 \text{ cm s}^{-1}$ (with $\eta = 0.036 \text{ s}^{-1}$).

The computed values of $v^k$, $v_*$, $u_{\text{bed}}$ and $\sigma$ over the three bedforms are shown in Figures 13, 14 and 15. The curves of $v^k$ always have their maximum in the reattaching zone. According to the influence of $u_{\text{bed}}$ (see equation (4)), the curve of the effective shear velocity $v_*$ is more smooth than that of $v^k$. The values of $u_{\text{bed}}$ are negative in the recirculation zones. The most important point in Figures 13, 14 and 15 is the fact that $\sigma$ is always in the order of the bedform length.

---

**Fig. 13**: Computed values of $v^k$, $v_*$, $u_{\text{bed}}$ and $\sigma$ over the ripple taken from /13/.
CONCLUSION

Up to now, theoretical attempts to simulate in detail the sediment transport over bedforms and to explain the characteristics of bedforms have suffered from the following shortcomings:
- the flow was simulated in a simplified way only (e.g. by using potential flow theory)
- turbulence was not included in the considerations
- a direct relationship between the flow parameters and the transport rate was assumed

The numerical model outlined in this paper avoids these shortcomings and is thus able to simulate in a physically adequate way the sediment transport over bedforms.
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