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FOREWORD

The 19th International Conference on Coastal Engineering was the
first to be held in the Continental United States since 1970. This exemplifies
the truly international scope and character of this conference series. The
19th ICCE, like the ones before it, was well organized with the primary
objective being to share information and provide a forum for interaction
with other engineers and scientists working on similar problems. The time
and efforts contributed to that objective was extensive and the results have
proven that the planning is a very vital part of each conference. All who
attended the 19th ICCE will agree that it was a success in many ways.

At the beginning of the Conference a message was received from the
President of the United States welcoming the attendees. His message is
reproduced below:

TWX WHITEHOUSE WSH DLY PD

260 GOVT DLY WHITE HOUSE DC AUG 31

PMS MR. JOHN C. FREEMAN, //DLR DONT DWE//
President, Institute For Storm Research

University Of St. Thomas

3600 Mt. Vernon

Houston TX 77006

I am pleased to greet all participants in the Nineteenth International Con-
ference on Coastal Engineering and to extend a special welcome to those
from other countries.

Solving engineering problems associated with coastal and offshore areas is
one of the most important environmental challenges we face. The many
natural resources in these regions require careful management based on
sound scientific and technical information. For example, our Commerce
Departments National Ocean and Atmospheric Administration has storm
surge problems underway that can serve as models for developing compre-
hensive hurricane preparedness plans.

I am confident that your conference will make an important contribution to
the wise management of coastal resources and to the protection of the
people who live, work and play in these areas.

You have my best wishes for every success in these deliberations.

RONALD REAGAN



The papers in this Proceedings have been prepared by the authors who
made presentations at the 19th International Conference on Coastal Engi-
neering. The authors were asked to make their presentations and submit
final papers based on review of the abstracts which were submitted well in
advance of the conference. These abstracts were reviewed by a committee of
four professionals including representation from the local organizing com-
mittee. All papers are eligible for discussion in the Journal of Waterway,
Port, Coastal and Ocean Engineering and all papers are eligible for ASCE
awards.

Venues for the 20th and 21st conferences are Taipei, Taiwan and Spain,
respectively. Countries desiring to host a future conference should contact
the Secretary of the Coastal Engineering Research Council to receive infor-
mation on submitting a proposal.

Billy L. Edge, Secretary
Coastal Engineering Research Council
American Society of Civil Engineers
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COASTAL ENGINEERING
Morrough P, (O'Brien¥

These international conferences were at first organized by the
Council on Wave Research of the Engineering Foundation, an organization
sponsored by the engineering societies of the United States for the
purpose of supporting research, Following the first conference, held in
1950 at Long Beach, California, it became clear that, in coastal engi-
neering, the need was more for a forum at which to report and discuss
results than for direct sponsorship of research. However, the charter
of the Engineering Foundation did not quite encompass a council devoted
solely to conferences, and the sponsorship was shifted to the American
Society of Civil Engineers and the name became the Coastal Engineering
Research Council.

I mention this bit of history to high-light the appropriateness of

the original title -- the Council on Wave Research., The dominant agent
active in the coastal zone is wave action -- wind-generated, ocean sur-
face waves -- and it is this phenomenon which makes coastal engineering

a distinct branch of the professicn. In this respect, the outer coast
and offshore areas, exposed to ocean waves, differ fundamentally from
other shorelines —- estuaries, rivers, lagoons and small lakes. Famil-
iarity with the theory and practice of wave phenomena is the hallmark of
coastal engineering and of the coastal engineer.

Wave action has been studied intensely, theoretically and experi-
mentally, in laboratory and field, but there remains much to be explored
as the program of this conference amply illustrates.

My comments here deal with sandy beaches on the outer coast and
with some problems of the interaction of ocean waves with the unconsoli-
dated materials of the shore and bottom.

PHYSICAL MODELS

Hydraulic models would be powerful tools for the investigation of
phenomena of the outer coast - provided that there were accurate
methods for transferring model quantities to full scale. Unfortunately,
there remains uncertainty regarding these "model laws," especially as
applied to models with movable beds. The advantages of firmly estab-
lishing the model laws would be not only that specific locations could
be studied with confidence but also that basic coastal processes could
be reproduced under controlled conditions.

*¥ Dean and Professor of Engineering, College of Engineering, University
of California, Berkeley.
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Coastal models require relatively large surface areas, and large
horizontal scale ratios, if the boundary conditions imposed by the wave
climate are to be reproducecd to scele: to obtain dynamically similar
model waves, the depth should be as large as possible and the vertical
scale ratio correspondingly small. In other words, practical considera-
tions suggest distortion of hydraulic model of the outer coast. Unfort-
unately, the nature of surface waves is such that such distortion is
questionable. 1In addition to the scale ratios, there are other limita-
tions of applicability which need to be established such as the absolute
size of the smallest dynamically similar waves and the smallest material
size which avoids the effects of molecular forces. Establishing these
restraints on design as well as the scaling laws is necessary for pro-
portioning experimental basins suitable for basic studies.

NUMERICAL MODELS

The numerical model is a powerful tool -- if the validity of the
underlying assumptions can be demonstrated. I am reminded of an old gag
which seems pertinent here: "If you grant a mathematician his assump-
tions he's got you."™ For models of the outer coast, few field data are
available for checking the validity of models: Do numerical model
results stand as valid for the lack of comparative field data?

A problem of considerable importance in analyzing the material
balance of a shore is the interaction of waves and currents with sedi-
ment at a tidal entrance. How, and in what quantity, does the littoral
transport along the adjacent beaches cross the area seaward of the
throat? Is the entrance a source or sink for sediment? What is the
pattern of movement at jettied entrance? These and many other questions
need to be answered. Wave action, including extreme conditions, as well
as the tidal currents, must be represented in such a model, whether
numerical or hydraulic.

A generally applicable numerical model representing the area sea-
ward of tidal entrances would be a valuable tool ~- but validation with
field data alone seems almost an impossibility -- both because of the
difficulty of field measurement and the elapsed time necessary to cover
a representative range of wave conditions. T think of hydraulic models
as an intermediate step between numerical models and full scale -- pro-
vided, of course, that the scaling laws are firmly established.

MONITORING COMPLETED PROJECTS

There are few complete records of the design, construction, main-
tenance, and demise c¢f protective coastal structures. Failure of such
works may occur (a) by physical impairment or destruction, (b) by not
producing the predicted effect or (c) by either the initial or mainte-
nance costs exceeding estimates, or by the effective 1ife being very
short. Such information on completed work is nseded for the planning
and design of future works. Little is available and for understandable
reasons. On completion of construction, the engineers usually go on to
other assignment. Seldom does the construction contract include provi-
sion for monitoring.
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Monitoring structures of different types exposed to different wave
climates, ranges of tide, and sand characteristics would, I believe,
yield valuable data - not only for the continuing treatment of particu-
lar locations but also for basic studies. Shoreline changes develop
slowly; apparently successful soon after construction, structures may
show adverse effects years later.

It will be, I believe, possible to improve greatly the quantitative
predictability of the effects of protective structures if a program of
selective monitoring could be carried out on a national scale.

There are other studies which I would like to discuss here but my
time is limited and I will devote the remainder of my talk to comments
on a few completed projects. My prejudice in these matters is that
bcaches are primarily for use by people. Regulations, policies and
laws, in many Jjurisdictions, represent a very different priority. An
extreme view 1is that beaches should be allowed to go "back to nature"
and that a "no structures"™ policy should be followed. 1 am convinced
that the responsible public officials have been misinformed, sometimes
deliberately, by enthusiasts who ignore the fact that the shorelines are
the most popular areas for recreation and living.

ANNUAL CYCLE OF BEACH CHANGES

The annual cycle of changes which a sandy beach exhibits is a
phenomenon of great importance to the planning of beach development.
Figure 1 shows the surveyed profiles of East Hampton Beach at different
times of the year (1). The beach is wide in summer and fall and narrow
in winter, due to seasonal variations in the wave climate. The average
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Figure 1, Selected profiles at one station
showing the magnitude of the seasonal changes (Reference 1)
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change in width during the year at this beach is about 150 feet. Figure
2 (Bolinas Bay, California) shows the surveyed width of a beach at high-
water at different seasons (2). The year of survey is shown. The
average change in width is 200 feet.
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Figure 2. Seasonal variation of the position of the mean high-tide
line, Stinson Beach spit, 1948-1970, compiled from data supplied by the
California State Lands Commission (Reference 2).

Beaches everywhere show similar wave effects but the amplitude of
the annual change and the times of year for maximum and minimum width
differs from beach to beach because of differences in sand size and wave
climate.

A number of inferences may be drawn from Figures 1 and 2 and simi~
lar data, namely

- Two profiles taken at random times of the year may show
either erosion or accretion, e.g., first survey in August,
second in February, erosion.

- Underlying the annual cycle there may be long-term erosion
or accretion, It is difficult to identify this trend if it
is only a few feet per year.

- Erosion during storms is rapid and subsequently recovery is
slow. Recovery after extremely severe storms may require
several years,

Ignorance or disregard of this phenomenon has generated much misinforma-
tion regarding the erosional status of beaches and, frequently, to un-
wise decisions on public policy.









COASTAL ENGINEERING 7

The shore of Westhampton Beach is within a project authorized by
Congress for beach restoration and hurricane protection from Fire Island
Inlet to Montauk Point. When the Westhampton Beach section was funded,
the design recommended was to replenish the beach and dunes without
groins and to monitor this work. Groins were to be added if the rate of
loss of sand justified their cost. Execution of the project followed a
diametrically opposed plan; groins were built in 1961 with no sand fill
and in an unfavorable sequence, The net annual littoral transport here
is from East to West, with seasonal reversal. The unfilled groins began
trapping sand at the East end and, at first, erosion was general in the
groin field and westward. Later, some sand was pumped to eroded areas
and this volume plus the the accumulated littoral transport has stabi-
lized the shore within the groin field and eastward.

The original design of the groin field included groins, equally
spaced, from the Moriches Inlet jetties updrift (eastward). However,
local opposition caused groins to be omitted from 13,000 feet of beach
just eastward of Morich¢s Inlet (Fig. 5). The breakthrough shown oc-
curred during a storm on January 15, 1980, Erosion by currents had
occurred on the bay side but the ocean beach has not been stabilized.

Omission of groins in the 13,000 foot reach was due, I understand,
to a policy of '"no structures" on the part of a park district, located
in this reach. Closure of the gap cost approximately $11,000,000.

In a groin field, the spacing between groins is short and, follow-
ing a change in wave direction, re-orientation of the shoreline occurs
between groins, with accretion at the down drift groin and erosion at
the updrift groin. The extent of the shoreline movement at the groins
is roughly proportional to the spacing. The 13,000 foot gap at
Westhampton Beach permitted wide swings in waterline position. All of
the reported destruction of housing at Westhampton Beach occurred in
this section.

In 1957-58, Madeira Beach, Florida built a groin field along 2
miles of shore just north of Johns Pass. It has firmly stabilitized
the high-water 1line well seaward of the position reached during the
storm which caused the groins to be built. Hurricane Agnes in 1972 re-
duced the general level of the beach about 1.5 feet; the beach built
back rapidly after the storm. This groin field is an excellent example
of what may be accomplished with designs suited to the local wave envi-
ronment.,

The remarkable fact about these groins is that, despite their ob-
vious effectiveness, the State of Florida apparently would not permit
their construction today.

Lorain, Ohio on the south shore of Lake Erie is situated many miles
from a good bathing beach. With help from the Corps of Engineers, an
artificial beach was built in the protection of a segmented offshorc
breakwater (Figure 6). A similar but larger structure, built at
Winthrop, Mass, by the Works Progress Administration in the 30's has
stabilized the protected beach. It has required substantially no main-
tenance over the intervening years,















12

COASTAL ENGINEERING — 1984

tive review of coastal projects built in accordance with modern concepts
of shore processes would arrive at strongly positive conclusions regard-
ing the effectiveness of coastal structures, including beach replenish-
ment. Monitoring would supply the facts. A means of getting these
facts through to the public and their elected officials must be found.
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CHAPTER ONE

THE EXPERIMENTAL VERIFICATION
OF NUMERICAL MODELS OF
PLUNGING BREAKERS

by

S@REN PETER KJELDSEI}I)
Senior Research Engineer

1. ABSTRACT

Results of a WAVE-FOLLOWER EXPERIMENT are presented, in
which a moving current meter entrained in the crest of a steep Stokes wave and
a moving high-speed film camera follows the wave with its non-linear phase
velocity. Measurements of wave particle velocities are then obtained both in
non-breaking steep wave crests, and in breaking waves. The breaking waves in
deep water conditions are obtained by the application of a non-linear sweep
frequency modulation technique, and the Stokes wave becomes unstable due to
interaction of 43 wave components focused into one single point in space and
time, KJELDSEN 1982.

The result of this interaction is a large freak wave, breaking as a
plunging breaker in deep water. Measured crest particle velocities obtained
with the current meter exceeded the phase velocity of this wave with 36 %.
Digitalisation of the high-speed film showed that particle velocities at the very
tip of the plunging jet obtained the value 2.65 times the linear phase velocity.
These results are then compared with predictions obtained from numerical
simulations by LONGUET-HIGGINS & COKELET 1976 and VINJE & BREVIG
1980.

2. INTRODUCTION

We still have a quite high frequency of damages to structures
designed by engineers, and this implies both coastal structures and floating
marine structures in deep waters such as semisubmersible platforms and smaller
vessels. The Court of Inquiry has now released the report on the "Ocean
Ranger" accident, where a semisubmersible platform capsized in severe sea
conditions east of St. John's, Newfoundland, and more than 80 crew members
lost their lives. The court of Inquiry's report says that a port hole was broken,
and the rigg gradually lost water tight integrity, partly due to wrong actions
from the crew. (Some general information about this particular accident is
found in NATIONAL TRANSPORTATION SAFETY BOARD, report 1983). - In
Norway on the average 3 vessels are lost each winter in severe seas and over

D NORWEGIAN HYDRODYNAMIC LABORATORIES
Division: Ship and Ocean Laboratory
P.O. Box 4118 ~ Valentinlyst
N-7001 Trondheim, NORWAY
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the 9 last years not less than 26 vessels and 72 people has been lost. In 13 cases
surviving members of the crews has confirmed to Courts of Inquiry that the
vessels actually capsized in severe seas, and in some cases it was confirmed
that these severe seas actually were breaking waves. This is a most unsatisfying
situation, and even more because most of the lost vessels fullfill the require-
ments given by the Norwegian Maritime Directorate to their stability. And the
lost vessels are not really smaller vessels, it is trawlers and freighters with
total lenghts 50, 60 and even 70 meters. (See KJELDSEN, LYSTAD,
- MYRHAUG 1981 and KJELDSEN 1983). Also with regard to coastal structures
and in particular with regard to new breakwaters, there is an extensive
litterature available with cases that documents large unwanted damages to new
structures and severe economic losses. Sines harbour on the west coast of
Portugal is the best known example, but far from the only one. (See BAIRD et
at 1980, YAMAMOTO et al 1981 and BRUUN 1979).

This most unsatisfying situation, has been the severe background for
the author, to initiate the present research involving severe efforts into the
performance of detailed measurements of the kinematics in the very crests of
breaking waves occurring in deep waters. ~ AND THE RESULTS SHOWED,
THAT WAVES IN DEEP WATERS WITH PERIODS AS LONG AS 19 SECONDS
COULD BREAK AS PLUNGING BREAKERS WITH CREST PARTICLE VELO-
CITIES EXCEEDING THE PHASE VELOCITY OF SUCH WAVES WITH 36%.

3. EXPERIMENTAL ARRANGEMENTS

The english LORD RAYLEIGH followed the waves in a canal and
studied them, riding on a horseback with "phase velocity".

For the present experimental programme a unique WAVE -
FOLLOWER EXPERIMENT was designed. The experimental programme was
performed in a 260 m long, 10 m deep and 10 m wide wave flume equipped with
a large double-flap hydraulic wave generator hinged 1.05 m and 2.62 m below
mean water level respectively. Steep regular wave trains generated with this
wave generator are Stokes waves with phase locked superharmonics, as shown
by KJELDSEN 1984a. Measurements of wave kinematics were performed in
such wave trains. However in order to obtain control of violent plunging
breakers at a fixed time and position in deep waters, a deterministic non-linear
sweep-frequency modulation technique was applied, see KJELDSEN 1982. This
particular technique takes into account the non-linear dispersion properties of
Stokes wave packets. A wave train consisting of 43 transient wave phases with
frequencies in the range 0.203 Hz< Af<1.43 Hz and all with the same
steepness 0.10 were generated followed by a train of Stokes waves with
constant frequency. A special WAVE-FOLLOWER-SYSTEM was designed, con-
sisting of a carriage that was perfectly synchronized with the dispersion of one
particular wave phase and kept a selected current meter submerged in the wave
crest while the wave dispersed over a distance of 15 - 20 meters and developed
asymmetry and finally broke as a violent plunging breaker in deep waters. The
maintenance of the exact position of the current meter in the wave crest during
the dispersion was monitored and controlled by a moving high-speed film
camera also installed on the carriage. In advance of these experiments an in-
depth dynamic calibration of 4 different types of current meters operating on 4
physically different principles were performed. 2 commercial available current
meters were tested and 2 current meters under development at Norwegian
Hydrodynamic Laboratories were also tested. Only one of these four types of
current meters fullfilled the strict requirements to a satisfying dynamic
response, and only these one was used in the WAVE-FOLLOWER EXPERI-
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MENTS. Fig. 1. shows the princip for the WAVE-FOLLOWER-SYSTEM. The
plunging breaker in deep water was obtained experimentally taking advantage
of the fact that group velocity of wave components is a function of wave
steepness. 43 non-linear wave components were then phase locked i a
deterministic way at one preselected point in space and time, leading to a steep
elevated deep water freak wave, that broke as a plunging breaker. In Fig., l.
the full lines are energy lines. In addition phase lines and the path line for the

WAVE-FOLLOWER carriage are shown. WAVE
|  FOLLOWER
LVWER
w X ENERGY /‘/
2 LINES /
o
S
w
82
~
Qi
=
gy
N g
3
£z
t tn TEST TIME t
Fig. 1 Non-linear wave dispersion leading to freak waves breaking as

plunging breakers in deep waters. Solid lines are energy lines.
Further phase lines and the track of the WAVE-FOLLOWER
carriage are shown.

Four different types of current meters based on 4 different physical principles,
were selected for this particular investigation.
The 4 types of instruments were the following:

1) Acoustic transit time current meter.

2) Acoustic doppler type current meter operated in backscatter
mode. (Developed at NHL.)

3) Electromagnetic current meter based on Farady's principle.

4) Modified pitot tube developed at NHL.

All four types of current meters were then examined in depth during
an extensive calibration programme. The evaluation of each current meter
were then based on the following properties:

a)  Dynamic calibration.
Attenuation of amplitude and phase delay in oscillatory flow
mapped as a function of frequency.

b)  Surface penetration properties.

¢)  Performance in a fluid containing air bubbles.

Only one of the four different types of current meters under
evaluation, fullfilled the strict requirements to a satisfying dynamic response, a
satisfying response in a fluid containing air bubbles, and a satisfying response
when a liquid surface was penetracted by a current meter moving relatively to
that surface. Thus the only current meter that passed the calibration tests and
was selected for these WAVE-FOLLOWER-EXPERIMENT was an ultrasonic
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transit time current meter with a working frequency of 4 Megahertz. This
particular instrument measures the velocity of sound in the fluid and compen-
sates automatically for any possible change of this velocity. It is well known,
that it is impossible to use a low-frequency instrument because the velocity of
sound drops significantly when air is entrained into the fluid. However, what is
much less well known, is that at very high frequencies this effect disappear.
Fig. 2 shows experimental results by FOX, CURLEY & LARSON 1968 and shows
that in water containing air bubbles the velocity of sound stabilizes at very high
frequencies close to the value for an air-free-fluid. In the present investigation
a carrier frequency of 4% Megahertz was used, and this is well beyond and
outside the critical limit shown in Fig. 2.
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Fig.2 Velocity of sound as function of carrier frequency in a fluid
containing air bubbles, (From FOX, CURLEY & LARSON 1968).

A special designed rig was used for dynamic calibration of the
current meters, see Fig. 3. In this rig the current meters were oscillated at
different frequencies, and amplitude attenuation as well as phase distortion
were mapped. This calibration was first made with the current meter sub-
merged at all times, and later it was performed with the current meter
penetrating the free surface as shown in Fig. 3, A position galvanometer
attached to the roof measured the exact position of the current meter at all
times.

Fig. 4 shows an example of the obtained results from such a dynamic
calibration. Above is the position of the moving current meter and below is the
measured particle velocity.

Fig. 5 shows a comparison between the surface penetration properties
of two different kinds of current meters. Above is shown the ideal curve for a
surface penetrating instrument. The output shall be zero, and a moment later,
it shall be 100 % of the true fluid velocity at that particular position. Further
the intergrated velocity should be equal to the cross-hatched area. Below are
shown the curves for the ultrasonic transit time current meter, and for the
electromagnetic current meter. We observe that a time t elapses, that is 5
times the instrument time constant T , before the amplitude of the received
signal has reached 95 % of the true value. As the time constant is as small as T
= 0.01 sec for the ultrasonic current meter it is nearly perfect for this kind of
surface penetration experiments, while the electromagnetic current meter
(Design Marsh McBirney) is much too slow and cannot be used for this kind of
measurements in wave crests.

In order to further map the performance of the selected instrument
in an air/fluid mixture, the current meters were installed in an oscillating water
tunnel as shown in Fig. 6. From the bottom air bubbles were then released in a
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controlled manner, the bubbles passed the current meter, and the response of

the current meter to the passing of these free bubbles was then monitored.
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A more comprehensive and complete description of the experimental
arrangement and the development of the instruments are given by

KIELDSEN 1984.
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meters in an air-fluid mixture.
4. RESULTS - NON-BREAKING WAVES
Phase locked superharmonics contained in the generated Stokes
waves are analysed by KJELDSEN 1984a. In order to further control the quality
of the generated waves a non-dimensional plot of synoptic wave shape is
prepared in which experimentally obtained values of wave shape are compared
with calculations for high order Stokes waves made by COKELET 1977 using
Padé approximations to an order of 110 with & as the expansion parameter.
This plot is shown in Fig. 7. A strong coheérence is observed between experi-
= 0,70. Steep wave crests and flat

mental values and calculations made with €

troughs are pronounced. Use of Stokes wave theory to represent the single
experimentally obtained waves, then seems to be a very good approximation,
until the Stokes wave finally becomes unstable and breaks due to the deter-

ministic non-linear focusing and wave-wave interaction.
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Fig. 8. Measurements of particle velocities with a moving current

meter in steep Stokes waves 120 mm above mean water level.

Fig. 8 shows an example of the obtained results for steep Stokes
waves. Fig. 8a is the horizontal particle velocity positive in the direction of
wave dispersion. After entrainement of the current meter into the wave crest
the horizontal particle velocity stabilizes at a value near 1.8 m/sec which
shows, that a steady state condition is present in the interior of the wave crest,
as it was expected. Fig. 8b shows the vertical particle velocity positive
upwards. {In this case a slight negative vertical velocity -0.03 m/sec is
measured, which indicates that the position of the current meter has been
slightly in the rear part of the wave. The expected value for the vertical
particle velocity is 0, when the current meter is maintained directly below the
wave crest. However this inaccuracy in alignment is very small as the ratio Z/X
is less than 2 %). More important is it to observe that also the vertical particle
velocity stabilizes at a fixed value, which proves that the current meter moves
exactly with the phase velocity of the gravity wave. During these measure-
ments the gravity wave dispersed over a distance of 16 m in the laboratory. A
strong coherence is seen between the horizontal and the vertical particle
velocities when the current meter is entrained. Fig. 8c then shows the resulting
velocity vector normalized with respect to the phase velocity of the wave, and
Fig. 8d finally shows the tilt of the velocity vector which in this case becomes -~
1.5 degrees directed downwards from the horizontal.
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Fig. 9 Resulting velocity vector normalized with respect to phase

velocity measured at 4 different vertical levels. a) 420 mm, b)
320 mm, ¢) 220 mm and d) 120 mm above mean water level, The
crest height of the wave is 440 mm,

Fig. 9 then shows the resulting velocity vector obtained in % different
vertical levels, namely 420 mm, 320 mm, 220 mm and 120 mm above mean
water level. In the case where the current meter is moving in the level at 420
mm, it is entrained only 10 - 20 mm below the crest. It is then most remarkable
to observe that the resulting velocity vector drops significantly when the
current meter is lowered only 100 mm from the top position.

These experiments indicate that a velocity distribution above mean
water level, as shown in Fig. 10 could be applied for design purposes. The very
large particle velocities are confined to a very local region close to the upper
part of the wave crest. In this local region the obtained recording of horizontal
particle velocity in a coordinate grid moving with phase velocity is very close
to zero in the entire recording period. It is therefore concluded that the Stokes
120 degrees corner flow is a good approximation to the interior flow field for
such a local upper region in very steep Stokes waves.
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long time because the wave now appears as a steady wave. However suddenly
the wave becomes unstable and the measured velocity increases in a burst with
a value that reaches 5.42 m/sec in the laboratory scale! (Scaling of results to
representative prototype values is treated in section 7). The corresponding
vertical particle velocity is also displayed in Fig. 12. It has a more modest
pattern and increases from 0 to 0.42 m/sec. It is directed vertically upwards.
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Fig. 12
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Horizontal and vertical particle velocities measured 420 mm
above mean water level in the plunging breaker shown in Fig.
11. The horizontal particle velocity is steady with a value near
4.00 m/sec until the wave breaks in a violent burst at a time t =

8 seconds.

a) and b) horizontal particle velocity,
c) and d) vertical particle velocity.
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Fig. 13 Magnitude and tilt of resulting particle velocity vectors in the
crest of a plunging breaker normalized with respect to the
phase velocity.

The tilt and the total magnitude of the resulting particle velocity
vector inside the breaking wave are shown in Fig.13 for 4 measured levels. The
results are here normalized with respect to a linear phase velocity which is here
taken as the velocity of the moving carriage. The measured tilt of the velocity
vector at the very top of the wave crest is near 0. When the burst comes it
obtains a snall deflection 5.5 degrees upwards.

6. COMPARISON WITH MEASUREMENTS ON FILM

The experiments with non-linear focusing of wave components lead-
ing to violent plunging freak' waves in deep waters were repeated in a smaller
wave flume with glass windows that permitted high-speed filming from the side.
In order to obtain quantitative measurements from this film related to the tip
of the plunging jet in the front of the wave, the velocity with which the film
camera was operated was increased to 300 frames /sec. Fig. 14 shows above a
typical stage in the development of the plunging jet and below the position of
the tip of the jet measured on the frames of the film and plotted in a KX - KZ
coordinate grid. 1t is then possible to obtain one of the two components of the
particle velocity on the boundary, namely the one that is normal to the
boundary. The time lapse between each frame is 3.33 milliseconds. At position
2, 3 locations of the tip of the jet is identified. The normal velocity is then
measured and becomes 2.67 m/sec. 20 frames later at position 3, 3 new
locations of the tip of the jet is identified. The normal velocity derived from
these is 4.07 m/sec. Again 20 frames later at position 4, 3 locations are
identified and the normal velocity becomes 4.07 m/sec. These values have then
to be compared with a representative phase velocity for this particular plunging
wave. This phase velocity is here defined as the linear phase velocity éC = |.54
m/sec), that can be derived from the zero-downcross wave period T_ = 0.984
sec measured with a stationary instrument at the position of breaking. The rod
visible in Fig. 14 is a stationary current meter, but also a wave gauge giving
surface elevation might have been used for that purpose. The width of the wave
flume is 1.00 m and the current meter is installed 0.5 m behind the tip of the
jet viewed at the window. We then obtain the following non-dimensional results:
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7. A NEW CRITERIA FOR INCEPTION OF BREAKING

The very high velocities in the crests of the waves of the kind
reported here, have to be squared when drag forces on structures exposed to
such waves are calculated. A study containing an attempt to evaluate the
probabilities for encounter of such waves is available. This study is based on
statistics of steepnesses of 25.000 waves observed during 22 gales on the
Norwegian Continental shelf, see KJELDSEN 1981. Another most important
aspect for design of structures is the crest length of breaking waves in a 3-
dimensional sea, and such results are also available KJELDSEN 1984b,

The last and most important topic to consider is then the position of
the violent plunging breaker relative to the envelope of the non-linear wave
group in which it occurs. Fig. 15 shows the measured surface fluctuation of a
focused freak wave converted to prototype values. It appears as a pl%nging
breaker as shown on Fig, 11. However, it appears with a wave period Tz =19
sec and a zero-upcross wave height H_ = 30 m. It thus breaks violentl§ with a
much lower steepness than the limiting steepness for monochromatic waves,
and it contains very high particle velocities as measured with the current meter
and plotted at the appropriate elevation. The present experiments confirm that
violent breaking waves always appear in the front of the wave groups. Both the
inception of wave breaking and the strength of the breaking of a particular
wave phase is thus governed by a transition and a sudden jump in wave number,
combined with a high wave energy flux. The breaking criteria valid for a sea
containing wave groups can therefore be expressed as the joint probability of a
certain wave number jump and the associated wave energy flux both exceeds
certain critical thresholds (see KJELDSEN 1984 c.)
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Fig. 15 The plunging breaker scaled to prototype values. The resulting

particle velocity vectors obtained with the current meter are
plotted at appropriate vertical elevations.

8. CONCLUSIONS

1) A moving current meter entrained in the very crests of focused
plunging breakers showed that the ratio between the measured particle velocity
vector and the phase velocity increased to a value 1.36 in a position a few
millimeters below the crests in the centre of the waves.
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2) Frame-to-frame analysis of a high-speed film showed that the
particle velocity component normal to the boundary of the wave increased to a
value that was 2.65 times the phase velocity valid for a position at the very tip
of the plunging jet. This confirms the high values obtained at this particular
position by LONGUET-HIGGINS & COKELET 1976 in their numerical simu-
lation.

3) The violent breaking waves in deep waters always appeared in the
front of the non-linear wave groups. Both the inception of wave breaking and
the strength of the breaking of a particular wave phase within a wave group is
thus governed by a transition and a sudden jump in wave number, combined with
a high wave energy flux.
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CHAPTER TWO

BREAKING WAVE DESIGN CRITERIA

E.B. Thornton (M. ASCE)L, C.S. Wu (M. ASCE)!, R.T. Guza?

ABSTRACT

Rreaking wave heights measured in both field and random wave
laboratory experiments are examined. The dependence of breaker height
and breaker depth on beach slope and deep water steepness is presented.
The results are compared with the design curves of the Shore Protection
Manual (SPM) and the predictions of the random wave model by Goda
(1975). The comparisons indicate that the significant breaker height,
based on Goda's model, is slightly conservative for the experimental
cases; but the maximum breaker heights are reasonably predicted by the
model, The design procedures in the SPM are based on a monochromatic
wave breaking, and appear overly conservative, particularly for low
wave steepness {less than 0,01) which occur frequently on the West
Coast of the United States. The use of the Rayleigh distribution to
predict wave height statistics is tested with random wave data for both
deep and shallow water regions,

INTRODUCTION

The selection of breaking design waves is essential for the design
of a coastal structure or for the coastal sediment problem. The
present design practice is to specify maximum breaking waves based on
empirical curves derived primarily from laboratory experiments of
monochromatic waves {constant period and wave height), Several
concerns arise from using monochromatic laboratory wave data as a basis
for prototype design. Uncertainties exist in the scaling of laboratory
waves to the prototype. More importantly, waves in nature are not
monochromatic but random, having variable period, height and direction,
The observed mean breaker height for random waves is generally 30-40%
below the breaker inception height for periodic waves. Hence,
uncertainty exists when applying criterion based on monochromatic waves
to actual conditions in nature,

The objectives of this paper are to synthesize available random
wave experiments, both in the field and laboratory, and to compare the
1Department of Oceanography, Naval Postgraduate School,

Monterey, CA 93943

2Shore Processes Laboratory, Scripps Institution of Oceanography-A0Q9,
University of California, La Jolla, Califronia 92093
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results with the random wave model of Goda (1975) and the breaking wave
design curves in the Shore Protection Manual (US Army Corps of
Engineers, 1977).

RANDOM WAVE DATA

During the past decade, there has been a growing recognition that
significant differences exist between the results of monochramatic and
random wave experiments., At the same time, primarily due to better
instrumentation, a large number of comprehensive nearshore field
experiments have been conducted. A difficulty in synthesizing various
experiments, particularly the field data, is that the data were
collected in different manners. The requirements for inclusion in the
data base here are: 1) the waves are random, either measured in the
field or simulated in the laboratory; 2) the data are for dissipative,
progressive waves on relatively plane sloping, unbarred beaches; 3) the
wave measurement locations be close enough to accurately define the
position of the mean breaking wave height; 4) the data be given in
tems of either significant height, Hj/3, or maximum height, Hpax.
Based on the above requirements, two sets of field data collected under
the Nearshore Sediment Transport Studies (NSTS) and two sets of
laboratory experiments on wave shoaling are included in the present
paper.

Torrey Pines Beach, San Diego, California. The beach and
nearshore at Torrey Pines Beach is gently sToping with nearly parallel
and plane contours. During the experiments, significant of fshore wave
heights varied between 60 and 160 cm., The average peak frequency of
the incident wave spectra varied little during the experiments and was
about 0.07 Hz. Shadowing by offshore islands and of fshore refraction
1imit the angles of wave incidence in 10-m depth to less than 15°, It
was shown by Guza and Thornton (1980) that because of the small
incident angles, refractive effects can be neglected in calculating
shoaling processes. The condition of nearly nomally incident spilling
(or mixed plunging-spilling) waves, breaking in a continuous way across
the surf zone, prevailed during most of the experiments. Winds during
the experiments were generally light and variable in direction.

Surface elevation and horizontal, orthogonal velocity camponents were
measured by using a closely spaced array of up to 17 instruments in a
shore-nomal transect from offshore at the 10-m depth contour to across
the surf zone (see Figure 2 in Thornton and Guza [19831).

Leadbetter Beach, Santa Barbara, California. The mean nearshore
slope at Leadbetter Beach varied between 0.017 and 0.05 during the
experiment, depending on the wave climate. No offshore bar was
apparent. The shoreline has the unusual east-west orientation along a
predaninantly north-south coast. The open ocean waves are limited to a
narrow window of approach (+9° centered on 270°) because of the
protection from Point Conception to the north and the Channel Islands
to the south. The generally highly filtered ocean swell type waves
from almost due west must make a right angle turn to approach the beach
nomally. As a result, waves approach at large oblique angles to the
bottom contours in the surf zone and drive a strong longshore current,
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Because of the relatively large incident wave angles, refractive
effects must be accounted for in the shoaling calculations., A similar
array to that at Torrey Pines was used to measure the wave height
trans formation from 9-m depth to the shoreline (See Thornton and Guza,
1984),

Laboratory Experiments by Goda (1975) and CERC, Goda (1975)
conducted a series of experiments in a 30 m long Taboratory wave flume
using randon waves. Two beach slopes of 0.02 and 0.1 were used.
Different wave spectra were employed simulating single peaked wind
waves, douple peaked sea and swell superposed, narrow swell waves, and
relatively broad banded waves. Wave heights were calculated at six
Tocations spanning the surf zone. Random wave laboratory experiments
were also performed at CERC and have been variously described by Seelig
et al (1983), Thompson and Vincent (1984), and Vincent (1984), The
plane bottom slope was 1:30 in a 45,7 m long tank. Measurements were
made at nine locations. Various theoretical wave spectra were
simulated, including the Pierson-Moskowitz, JONSWAP and Ochi-Hubble
Spectra.

The wave height statistics of Hppg, Hiy3 Or Hpax were calculated
using the zero-up-cross technique. The surface elevations for the
field data were first band-pass filtered (0.05-0.5 H;). Goda (1975)
uses Hyso60 for Hpax» which is essentially the same statistic. All
statistics are conpared {(nondimensionalized) using the deep water
significant wave height Hy and deep water water wave length defined as
Lo = (g/Z?Dsz, where T corresponds to the wave period at the peak of
the spectrum. Deep water wave heights were calculated by translating
the measured nearshore wave heights to of fshore accounting for shoaling
and refraction using linear wave theory. For the data considered,
refractive effects are needed to be accounted for only in the Santa
Barbara data.

Monochromatic waves break on a plane beach at essentially a single
location with a constant breaker height., Hence, a breaker height and
depth are unambiguously defined. In contrast to monochromatic waves,
there is no well-defined breakpoint for random waves; the largest waves
tend to break farthest of fshore and the smaller waves closer to shore.
The result is a spatial distribution of breaking and unbroken waves.
However, it is found that the use of a simple teminology for
describing breaking wave parameters is informative and simplifies the
analysis, For this reason, we introduce a mean breaker line for random
waves, A "mean breaker line" is defined as the mean Tocation where the
averaged wave height reaches its maximum as the waves shoal from deep
water and then dissipate due to breaking. As an example, the rms wave
heights measured at Torrey Pines are shown in Figure 1. The mean rms
breaker height Hg and surf zone width Xg are defined where Hp,e reaches
a maximum. Similar statistics are defined for Hy,3 and Hpay, and an
example is shown in Figure 2. This definition of mean breaker height
means that the Hpy,g and H1/3 statistic are made up of broken and
unbroken waves, The Hpayx Statistic
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Figure 1. Definition of mean breaking wave height Hg, and
corresponding surf zone width Xg.
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Figure 2. Wave height statistics Hpayx, H1/3, and Hepg normalized by
deep water significant wave height Hy, as functions of distance
offshore.
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corresponds to the single largest wave measured during the experimental
interval and presumably corresponds to a breaking, or incipient
breaking wave.

The difficulty of using this definition for mean breaker height is
that measurement locations need to be closely spaced to accurately
locate the point of the maximum wave height. Also, in some of the data
there appeared to be no maximum; this result occurred for both the
field and laboratory data (where the obvious blame on refractive
effects are not present).

REULTS

The breaking wave height data are compared with breaking wave
design curves calculated by Seelig (1979), who employs the random wave
height transformation theory by Goda (1975). Goda's theory describes
the wave heights using a modified Rayleigh distribution in which the
tail of the distribution is shortened, supposedly to represent the
decrease in wave height due to breaking. Wave transformation is
described using the nonlinear theory by Shuto (1974). Breaker height
is expressed by

B oAl h s
= - 1.5 t (1)
ﬁg -—ﬁg[l exp(-1 I_0[1 + K anﬁ])]

where Hy is the breaking wave height, h is the local depth and tan;Bis
the beach slope. The breaking wave heights are described as varying
linearly over a range of values from most frequent breaker height to
maximum breaker height dependent on the coefficient A = (0.12, 0.18),
and other coefficients K = 15 and s = 4/3, The coefficient values
were suggested by Goda (1975). Goda's theory predicts the shoreward
transformation of the distribution {(non-Rayleigh) of wave heights,
including both broken and unbroken waves, accounting for wave growth
due to shoaling and attenuation due to breaking.

Seelig (1979) used Goda's theory to calculate the "mean breaker
height" and breaker depth at that location. Seelig defined the mean
random breaking wave height in the same manner as used to define the
breaker line for the data, i.e. the location of the maximum wave height
in the shoaling transformation of the waves from offshore to the beach.
Seelig calculated a series of random wave breaking design curves for
various beach slopes and initial deep water wave steepnesses.

The significant breaking wave heights, Hi/3» are compared for
various beach slopes in Figure 3. laboratory data are indicated by
open symbols and field data by closed symbols. The field data have
lower wave steepness due to the predominantly low frequency Pacific
swell ( 0.07 Hz) that prevailed during the field experiments.

The curves by Seelig, corresponding to beach slopes 0.1, 0.05 and
0.01, are shown as solid lines. The SPM breaking wave design curve
based on monochromatic wave data for beach slope 0.02 is presented for

35
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comparison (dashed line). The SPM curve is flatter, but generally
falls within the range of the Seelig curves for random waves.

The Seelig curves reasonably predict the steeper wave slope
Taboratory data. This is expected since the coefficients used in (1)
specifying Goda's theory are based on the same laboratory data
collected by Goda. But the curves overpredict the significant breaker
heights for initially low slope waves. Therefore, the Seelig curves
appear to reasonably predict significant breaker heights for initially
steeper waves (Hy/Ly » 0.7X10-3), but appear overly conservative for
predicting significant breaker heights for initially lTow steepness
waves.,

The maximum breaking wave heights are compared with the Seelig
design curves in Figure 4, The curves give reasonable predictions of
maximum breaking waves, although the data do not align well with the
beach slope dependence of the curves. It is pointed out that for the
low wave steepness data, the maximum wave heights caompare well with
that by Goda's model, whereas the significant wave heights are
over-predicted. This is fortuitous. The reason is that the actual
wave heights conform more closely to a Rayleigh distribution than a
Rayleigh distribution with a shortened tail. The Goda model, employing
a modified Rayleigh distribution with a shortened tail, predicts a
smaller increase in wave height fram Hy/3 to Hpax than the data, so
that the Hyayx Curves do not overpredict the measured values as much.

Thornton and Guza (1983) showed that for the Torrey Pines data the
Rayleigh distribution could be used to calculate the Hyax with an
average error of -7% (under-prediction). Comparisons of the Santa
Barbara data with the Rayleigh distribution are shown for H1/3 in
Figure 5 and for Hyax 1n Figure 6. The Rayleigh distribution predicts

H1/3 = 1.41 Hepg (2)

Figure 5 shows that most of the Hy 3 wave heights plotted as a function
of depth fall within +5% (dashed Tine) of (2). The wave heights in
deeper water (depth > 4 m) appear to agree better with the Rayleigh
distribution than wave height in shallower water within the surf zone.
The Hpax data and values predicted from the Rayleigh distribution are
compared in Figure 6. The average error of the regression curve
(dashed 1ine) from the 45° line is -9%, i.e., the Rayleigh distribution
under-predicts the data by 9% on the average, although the scatter is
considerably greater. This implies that the use of a modified Rayleigh
distribution with a shortened tail as described by Goda (1975) to
predict breaking wave height design conditions is nonconservative; it
is found from field measurements that the use of Rayleigh distribution
is also nonconservative.

The depth at the significant breaking wave height, dp, is plotted
as a function of wave steepness and beach slope in Figure 7. A beach
slope dependence is evident, The data are reasonably represented by
the Seelig curves and are only underestimated at the very lowest wave
steepnesses,



38 COASTAL ENGINEERING — 1984

DATE
2.00 o 202
o] 302
A 402
+ 502
s 1505
1.75 + 7 1402
» B 1602
E »* 1702
A
T
~. 150
2 o R
T
1.25
1.00 . ' : : :
0 2 4 6 8 10

Depth (M)
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SUMMARY AND CONCLUSTIONS

Breaking wave heights measured in the field and in random wave
experiments in the laboratory are compared with the randon wave model
of Goda (1975) as calculated by Seelig (1980) and with the Shore
Protect ion Manual (1977). The random wave mode]l suggests that wave
breaking is dependent on beach slope and wave steepness. The data
spans a range of beach slopes (0.02, 0.033, 0.05 and 0.10) and deep
water wave steepness. The dependence on beach slope is, however, not
obvious from the data. The laboratory data are of higher wave
steepness (Hy/L, > 0.7X10'3). The field data corresponds to low wave
steepness as the result of low frequency ( 0.07 Hz) Pacific Ocean swell
waves.

The Goda's model reasonably predicts Hys3 and Hpax for the higher
wave steepness laboratory data; a reason being that much of the
laboratory data is taken from Goda (1975), which is the same data used
to calibrate the random wave model in the first place. For initially
low steepness waves, the Goda model overpredicts Hj/3, but more
reasonably predicts Hyax- The Hpayx Predictions are based on using a
modi fied, shortened tail, Rayleigh distribution for which the Hyax
statistics are compensated for by the overprediction of Hi/3- Actual
shal low water wave height data compare better, or are even
underestimated in the tail, with a Rayleigh distribution as is
demonstrated with the field data. Rreaking wave heights do not exhibit
a shortened or truncated, tail in their distributions.

The depth at breaking corresponding to the breaking wave height
compared favorably with the Goda model for all wave steepness values.
Depth at breaking exhibited a definite dependence on beach slope as
suggested by the Goda model and the data.
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CHAPTER THREE
REYNOLDS STRESS IN SURF ZONE

by

T. Sakail), 1. Sandanbataz)

and M. Uchidad)

ABSTRACT

The on-offshore and the vertical components u, w of the velocity
in a surf zone on a uniformly sloping beach in a wave tank were mea-
sured simultaneously with a laser-doppler velocimeter under two condi-
tions. The time variation of the Reynolds stress -u'w' during one
wave period is discussed. The Reynolds stress behaves as that in the
oscillatory pipe flow does. The magnitude of the terms including the
Reynolds stress terms in the on-offshore momentum equation is esti-
mated. The Reynolds stress terms does not play any important role in
the on-offshore momentum transfer during one wave period in the surf
zone.

1. INTRODUCTION

In the 18th Conference on Coastal Engineering, Cape Town, 1982,
an experimental result on the turbulence generated by wave breaking on
beaches in wave tanks was presented(Sakai et al.(1982),(6) ). The
vertical distribution of the turbulent intensity inside the surf zone
was shown. The effects of the breaker type on this distribution was
discussed. The variation of the vertical distribution of the turbulent
intensity during one wave period was also shown. It was explained by
extending the turbulent wake theory.

Similar works can be found in Stive(1980) (7) , Flick et al.(1981)
(2) and Nadaoka et al.(1982)(5). The turbulent intensity is discussed
there. In oscillatory pipe flow, the turbulence generated by the shear
on the boundary plays an important role in the momentum transfer(3, 4)
. The Reynolds stress term is balanced with the local acceleration
term and the pressure gradient term.

In the surf zone, it is believed that the turbulence generated by
the wave breaking plays an role in the transfer of heat and material
such as the sediment and the waste. Whether the turbulence generated
by the wave breaking plays a role in the on-offshore momentum transfer
during one wave period or not ? Aono et al.(1981)(l) estimated the
Reynolds stress in a surf zone on a horizontal bed in a wave tank. The
data, however, are not sufficient to discuss this problem.

1) Assoc. Prof., Dept. of Civil Eng., Kyoto Univ., 606 Kyoto, Japan
2) Engineer, Technical Inst., Hazama-Gumi Ltd., 338 Yono, Japan
3) Engineer, Tokyo Civil Branch, Hazama-Gumi Ltd., 107 Tokyo, Japan
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To answer this question, an experiment under two conditions was
done in a wave tank. The on-offshore and the vertical components u, w
of the velocity inside a surf zone on a beach were measured simul-

taneously with a laser-doppler velocimeter. The turbulence u', w'
generated by wave breaking was defined. The Reynolds stress —u'w' was
estimated. Its time variation during one wave period and its role in

the on-offshore momentum transfer during one wave period are discuss-
ed.

2. EXPERIMENTS
2.1 Experimental Arrangements

The experiment was done in a wave tank in Department of Civil
Engineering, Kyoto University. The length of the tank is 30m, the
width is 50cm, and the height is 70cm. This wave tank has glass walls
on both sides in the central part. At the opposite end of the tank to
a wave generator, a beach was installed.

A two-component laser-doppler velocimeter(abbreviated as LDV
hereaf ter) was used to measure the water particle velocity field in
the surf zone on the beach. The LDV used was a Spectra Physics Stabi-
lite 15mW He-Ne laser, with a KANOMAX optical system 8143S and two

data processors 8015( of the tracker type). This system utilizes the
polarization of a laser beam in order to measure simultaneously . two
components of the velocity. e

Since both sides of the wave tank has glass walls, the /photo—
detector and the other optical system used were set separately on both
sides of the tank. The system was operated in fringe mode with forward
scatter. Due to limited space beneath the tank, the total optical
system was installed on a frame hanging over the tank. This frame
could move in both a vertical and a longitudinal direction.

The length of the laser tube was 1.0m, and the the length of the
optical system was 60cm. It made the frame unstable if both the laser
tube and the optical system were set horizontally in one line normal
to the tank. The laser tube was, therefore, set vertically, and the
laser beam was reflected horizontally using a mirror.

Two wave gauges were used to measure the water level variation in
the surf zone.

2.2 Experimental Conditions

The experiment was done under 2 conditions. The experimental
conditions of 2 cases are listed in Table 1. i is the beach slope, h;
is the still water depth in the uniform depth region in front of the
beach, T is the wave period, hy is the still water depth at the wave
breaking point, H; is the breaking wave height, w is the surf zone
width. In both cases, the waves broke on the beach. Hy/Ly is the
deepwater wave steepness. The breaker types were a spilling breaker
in case ! and a plunging breaker in case 2. TFig.l shows a comparison
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of the size of the surf zone of two cases.
2.3 Experimental Procedures

The measurement of the velocity in case 1 was done in 6 posi-
tions. The deepest position was located 0.5m shoreward from the break-
ing point. The distance between the neighbouring positions was 0.5m.
The thin vertical lines in Fig.l show these positions. In case 2, the

measurement of the velocity was done in 5 positions. The deepest
position was located 45cm shoreward from the breaking point. The
distance between the neighbouring positions was 5Scm. The measurement

in case 2 was done in a rather limited region. In each positions, the
velocity was measured at about 7 levels from lcm above the bottom to
near the wave trough level.

Table 1 Experimental Conditions

. h, T hb Hy
case 1 (cm) (sec) (cm) (cm)
1 1/31 35.0 1.17 18.0 12.8
2 1/20 35.0 1.82 14.0 13.0
W breaker |.
case (cm) Ho/Lg type instrument
1 530 | 0.063 |spilling LDV
2 275 0.019 iplunging LDV
— case 1 530cm < Z-]_T)T‘p
]

100cm

\\7>~ case 2 275cm '

10cm

Fig.l Surf Zone of 2 Cases
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3. DATA ANALYSIS

The outputs from the wave gauges and the LDV were digitized every
0.0lsec. The digitized data of the water level at the velocity measur-
ing point, the on-offshore velocity, the vertical velocity and two
dropout signals for two velocity components were plotted graphically.
The time length of the plotted data was 48sec in case 1 and 70sec in
case 2.

The time intervals in which the signal from the processor of the
LDV did not drop out were determined. In these non-dropout intervals,
the data of the two components of the velocity were moving averaged.
The time width of this moving averaging was O.lsec in case 1 and
0.2sec in case 2 (Fig.2). The turbulence( y’and ') was defined as the
deviation of the original velocity from this moving averaged velocity
(Fig.2).

At every 0.0lsec, a cross product of u’ and w’ can be calculated.
This quantity with a minus sign may be called "an instantaneous Rey-
nolds stress". In oscillatory pipe flow, the Reynolds stress is usual-
ly defined as an ensemble average of this instantaneous Reynolds
stress at a fixed phase for many waves(3, 4). The Reynolds stress is,
however, originally definéd as a time average of the instantaneous
Reynolds stress. The Reynolds stress was therefore defined here as a
moving average of the instataneous Reynolds stress. The time width of
this moving averaging was O.lsec in case 1 and 0O.2sec in case 2. As
mentioned in the Introduction, here we are interested in the role of
the turbulence during one wave period. The choice of this time width
depends on this interest,

The Reynolds stress defined in this way was obtained every 0.01
sec in the non-dropout intervals for all waves. Now one wave period
was divided dinto 12 sections of O.lsec interval in case 1 and 18
sections in case 2(In Fig.2, which is only a sketch, one wave period
is divided into 10 sections.). To see an average trend of the time
variation of the Reynolds stress, an average value of the Reynolds
stress values for all waves in each section was calculated.

4. TIME VARIATION OF REYNOLDS STRESS DURING ONE WAVE PERIOD

Fig.3 shows an example of the time variation of the Reynolds
stress during one wave period at several levels in the position 2.0m
shoreward from the breaking point in case 1. The top figure is an
averaged wave profile during one wave period. One clear trend is seen
at the upper two levels. At z = -1,7cm, the Reynolds stress changes
from negative to positive after the crest phase. At z = ~3,2cm, a
similar change occurs before the crest phase.

Fig.4 1is a different expression of Fig.3, the time variation of
the vertical distribution of the Reynolds stress. Above mentioned
trend is seen in the upper region near the crest phase. Aono et al.
(1981) (1) reported a similar time variation of the Reynolds stress
defined in a different way in a surf zone on a horizontal bed in a
wave tank.,
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In oscillatory pipe flow, it was found that the Reynolds stress
takes a maximun when the mean flow velocity decreases(Hayashi et

al.(1980)(3) and Hino et al.(1980)(4)). It seems that the Reynolds
stress generated by the wave breaking in surf zone behaves as that in
the oscillatory pipe flow does. Fig.5 shows an example of the time

variation of the Reynolds stress in the position 55cm shoreward from
the breaking point in case 2. The trend seen in Fig.3 is more evident.

The turbulence in the oscillatory pipe flow is a wall turbulence
generated by the shear on the boudary. The turbulence in the surf zone
is rather a free turbulence generated by the instability of the water
surface. Considering this fact, there is no positive reason why the
Reynolds stress in the surf zone behaves as that in the oscillatory
pipe flow does.

moving I ’

averaged | |
| I
+

(~u'w')p l
/’-\VA T

~
1] 43]4] 6|76 [o]ad 2]2]3] ¢|5]6 | 78| oholz] 2 2]4]

(=u'w')p(t)

12z 3456 78910

Fig.2 Definition of Reynolds Stress
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5. REYNOLDS STRESS TERM IN ON-QFFSHORE MOMENTUM EQUATION
5.1 Estimation of Magnitude of Terms

The on-offshore momentum equation is given as follows :

du duw o duw _ 1'd oy 13 o
5e T Yox * ez T o ax(TPeu’ )+ 0 5a(Pu'w’) )

, where t is the time, x and z are two horizontal coordinates, u and w
are two velocity components in x and z directions, p is the density of
the fluid, p is the pressure, and —pETT and -pu’w’ are two Reynolds
stresses.

The magnitude of each term in Eq.(l) at one measuring point in
case 2 is estimated by using the data obtained in the experiment.
This point 1is located 5.5cm below the still water level and 60cm
shoreward from the breaking point. As explained in 3., the Reynolds
stress -~u'w’' is obtained every 0O.lsec during one wave period. To
compare the magnitude of each term in_gg.(l) every O.lsec during one
wave period, the values of u , w and u’ are estimated every O.lsec
as follows : The values of u and w in each section of O.lsec for all
waves were averaged, and these averaged values in each section were
used as u and w in Eq.(1l). A root-meen-square value of u’ value in
each section for all waves was calculated. This r.m.s. value was used
as u'? in Eq.(1).

The wvalue of the local acceleration term was estimated from a
difference between the values of u in the neighbouring two sections.
The value of the gradient in x direction was estimated from a differ-
ence between the values at this point and at the nearest point in the
neighbouring of fshore position. The phase difference between the
values at two points was taken into account. The value of the gradient
in z direction was estimated from a difference between the values at
this point and at the point 1.0cm below in the same position. The
value of the pressure gradient term was not able to estimate due to a
trouble of the wave gauges.

5.2 Comparison of Magnitude of Terms

Table 2 shows the result of the calculation. The time origin is
at the crest phase. It is clear that the local acceleration term is
large. It is supposed that the local acceleration term is balanced
with the pressure gradient term which was not able to estimate. In the
time interval t > 0.65sec(the wave trough phase), however, the local
acceleration term becomes as small as the other terms. Fig.6 shows the
time variation of two convection terms and two Reynolds stress . terms.
It 1is found that two Reynolds terms are smaller than two convection
terms. Only in 0.5sec < t < 1.0sec, two Reynolds stress terms are as
large as two convection terms.

For case 1, a simpler comparison of the magnjitude of the con~
vection term udu/dx and the Reynolds stress term du'w’/3z was done.
The selected measuring point is located 4.2cm below the still water
level and 1.5m shoreward from the breaking point. The comparison was
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made at an intermediate phase between the zero-up crossing phase and
the creast phase. At this phase, u & 20cm/sec.

The distance between this point and the neighbouring point is too
long to estimate the x gradient. So the value of ju/dx was estimated
by using the small amplitude wave theory with the values of the wave
period of 1l.2sec, the still water depth of 15cm and the velocity
amplitude of 30cm/sec. The estimated value of the convection term
ddu/dx is l4cm/sec . The Reynolds stress term ju'w'/dz is estimated
4em/sec , from the difference between the values at this point and at
the neighbouring point in the same position. The Reynolds stress term
is small again compared with the convection term.

Table 2 Comparison of Magnitude of Terms in On-Offshore
Momentum Equation during One Wave Period in Surf
Zone (Case 2, 5.5cm below still water level and 60cm
shoreward from breaking point)

. au QLu | o L utT ) sutwt
ot ox dz ax 0z

(sec) (cm/sec?)
-0.25 { ———~ 5.3 1.4 ~0.3 0.4
-0.15 91.8 0.3 9.9 -1.1 0.4
-0.05 135.8 -5.7 10.5 0.1 0.7
0.05 49.9 1.3 1.9 0.5 1.1
0.15 -20.0 8.8 -1.2 1.4 -0.0
0.25 -56.3 4.4 -6.0 0.9 0.4
0.35 -52.3 -0.5 0.5 0.7 0.9
0.45 -58.8 0.5 3.3 0.6 1.3
0.55 -25.3 3.1 1.2 0.0 -0.2
0.65 -6.7 3.8 0.4 0.6 -1.1
0.75 13.4 1.7 -0.1 1.2 0.2
0.85 -0.3 1.7 0.4 0.1 1.1
0.95 4.7 1.8 0.8 0.3 1.4
1.05 -24.3 2.9 -0.0 0.6 1.3
1.15 -5.6 0.6 -3.5 0.2 0.7
1.25 -8.2 -2.1 -9.3 -0.2 0.0
1.35 -25.6 -1.3 -5.1 0.3 -0.1
1.45 -12.2 ———= -5.3 ———— 0.4
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Fig.6 Time Variation of Convection Terms and Reynolds
Stress Terms in On-Offshore Momentum Eguation during
One Wave Period(Case 2, 5.5cm below still water level
and 60cm shoreward from breaking point)
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6. CONCLUSIONS

The on-offshore and the vertical components y, w of the velocity
in a surf zone on a beach were measured simultaneously with a laser-
doppler velocimeter in a wave tank under two conditions. The time
variation of the Reynolds stress -y'w' during one wave period and its
relative importance in the on-offshore momentum equation are discuss-
ed. The following conclusions are obtained
(1) The Reynolds stress -y'w' changes from negative to positive near
the crest phase. This is similar to the change of the Reynolds stress
in the oscillatory pipe flow.

(2) Since the turbulence in the surf zone is a free turbulence gene-
rated by the instability of the water surface, there is no positive
reason why the Reynolds stress in the surf zone behaves as that in the
oscillatory pipe flow.

(3) The magnitude of the Reynolds stress terms in the on-offshore
momentum equation during one wave period are small compared with the
local acceleration term and the convection terms.

(4) The turbulence generated by wave breaking has no significant role
in the on-offshore momentum transfer during one wave period in the
surf zone.
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CHAPTER FOUR

WAVE ATTENUATION AND SET-UP ON A BEACH
by
I. A. Svendsen*)
ABSTRACT

A theoretical two-dimensional model for wave heights and set-up
in a surf zone is described and compared to measurements. The integral
wave properties energy flux Ey, and radiation stress Syyx are determined
from crude approximations of the actual flow in surf zone waves. Some
physical aspects of the outer region are discussed and found to agree with
our knowledge of the waves seawards and shorewards of this region.

1. INTRODUCTION

This paper examines waves in the surf zone on a beach with no long-
shore bars. We also restrict the considerations to regular waves with
constant period T. The theoretical results are compared with measurements
on a plane beach but in general the results should be applicable to any
bottom topography provided the waves continue to break shoreward of
the breaking point.

We only consider integral properties of the waves and conservation
equations time averaged over a wave period. Hence the only information
that can be obtained from the model is the variation of wave height,
the associated energy dissipation and the set-up. In this respect the
model to be described follows a long tradition of earlier investigations,
although some of those only consider the wave height variation, not the
set-up. The model deviates, however, from earlier contributions in the
way the basic properties of the broken waves are determined.

The time averaged properties we need for the broken waves are
energy flux, Eg, radiation stress, Sgy, and energy dissipation D, In
previous models various non breaking wave theories have been used to
determine Eg and S, in combination with either elaborate turbulent mix-
ing models (Horikawa & Kuo, 1966) or energy dissipation equal to or re-
lated to the dissipation in a bore of the same height. References are
Le Mehauté (1962), Divoky etal.1968), James (1974). A somewhat different
approach has been used by Dally (1980) who assumes the energy dissipation
is proportional to Ef - Ef o where Ef,O represents the energy flux in
the smallest possible breaking wave which is empirically determined to
be about H = 0.4 h. Sine wave theory is used for the wave integral pro-
perties.

The model presented here follows the numerical part of the solution
described by Svendsen (1984) who also showed, however, that an analyti-
cal solution is possible under certain conditions. The following pre-
sentation also includes a discussion of the conditions at the shoreline.

* Inst. of hydrodynamics and Hydraulic Engrg. Techn. Univ.,DK-2800 Lyngby,

Denmark.
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2. THE BASIC EQUATIONS

We consider the two-dimensional problem sketched in Fig. 1 which
also shows the definition of variables.

The three basic eqguations to be satisfied represent the conserva-
tion of mass, momentum and energy, integrated over depth and averaged
over a wave period T.

The conservation of mass will not be invoked explicitly but used in
the way the particle velocities in the wave are determined.

We consider regular progressive waves only and hence the momentum
eguation simply reads:

38

XX _ b
T pq(ho +Db) o (2.1)

where Sxx is the radiation stress defined (exactly) by:

S =F +F
XX m P
n+b n+b i —_
_ 2 . . - = 2
Fm = J_h pu‘dz ; Fp = J—h ppndz 5 pg M (2.2)
0 0
M mws
lb H J////T
— SWL
\g-r

X,u
d=h+n

W

hg(x) [h=hgeb

N T e

Fig. 1. Definition sketch.

with™ denoting average over a wave period, and the dynamic pressure ®

| D
given by:

Py = P9 (z-b) + p (2.3)

i.e. pp is defined on the basis of the local mean water depth. Notice
that n is measured from the level z = b so that W = 0. In (2.1) we have
also neglected the mean bed shear stress.

Using B¢ for mean energy flux and D for the gain in energy (i.e.

D < 0 for dissipation), the energy equation (also averaged over a wave
period) becomes:

—= = D (2.4)

The definition of Ef is

55
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n+b 1 )
E, = J [pD + §~p(u2 +v% + w2)lu dz (2.5)
_ho

(which with p_ from (2.3) presumes no net current)

In both egs. (2.2) and (2.5) velocities and pressures are the in-
stantaneous values, so that these definitions also cover the turbulent
flow situations in a surf zone.

Ineguation (2.4) we may choose at will the division between which
type of energy belongs to Egf, and which is already considered lost (and
hence belongs to D). Since energy once turned into turbulence will be
dissipated to heat mostly with one wave period we choose to consider
turbulent energy as energy already dissipated.

This highly simplifies the computations since it implies that we
do not have to keep trace of the amount of turbulent energy present
at the different phases of the breaking process.

The drawback of this is of course that we cannot evaluate the
contribution to the momentum balance from the turbulent velocity fluctu-
ations (u',v',w'). These contributions, however, are proportional to

u'? - w'?2 where ~ represents ensemble averaging. And the measurements
of Stive & Wind (1982) shows that these contributions only increase
the radiation stress by a few per cent, mainly because u' and w' are
not very different.

The conclusion of this is that Ef in (2.4) is taken as the ordered
wave energy defined as

n+b
o 1 o~y o~y N
E.=E, = p. + = p(u® + w )) u dz (2.6)
D 2
_ho

and D represents minus the production of turbulent energy.
To facilitate the analysis we introduce non-dimensional measures
of both Ef y, Syx and D using the definitions

B = Ef,w/(pgc;a?) (2.7)
- 2

P Sxx/bgH (2.8)

D = D (4nT/ogr’) (2.9)

where T is the wave period and c¢ the speed of propagation for the wave.
These definitions are inspired by our knowledge from, say, linear
wave theory which for B would yield the result c(1 + G}/8 where
(G = 2kh/sinh 2kh) and for P similarly P = (1 + 2G)/16. The form chosen
for the definition of D is related to the energy dissipation in a bore
or hydraulic jump.
Thus the idea behind the dimensionless quantities B, P, and D
is that the major part of the variation of Ef,wr Syx and D has been
factored out so that B, P, and D may be expected to vary only slightly.
Substituting into (2.1) and (2.4) we therefore find the equations

4 2py - - db

- (#%p) = (h, + b) 3 and (2.10)
a 2 _ B

5 ©H*B) = 2= (2.11)
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Thus, provided we can describe B, P, D and c¢ in terms of hg, b, T
and H then (2.10) and (2.11) represent two simultaneous equations from
which L(x) and b{(x) may be determined.

3. THE INTEGRAL PROPERTIES OF SURF ZONE WAVES

The ideas used in the determination of the three gquantities B, P,
and D are associated with the observation (see e.g. Svendsen et al.,
1978) that from a point somewhat after breaking the waves become bore-
like irrespective of the initial type of breaking.

B & D are determined from the definitions of Ef,y and Syy, i.e.
(2.6) and (2.2), respectively. In essence this means that we need
relevant approximations for W, W and P in these expressions.

The important feature dominating the bore-like wave motion is the
surface roller, which in essence is a volume of water carried shorewards
with the breaker: Figure 2a shows a typical situation, and also indi-
cates a typical velocity distribution along a vertical at the front of
the wave.

The roller is defined as the recirculating part of the flow above
the dividing streamline (in a coordinate system following the wave).
Since it is resting on the front of the wave, the absolute mean velocity
in the roller equals the propagation speed ¢ for the wave, and in the
following we use this value for the velocity in the roller, neglecting
the z-variation.

In the present two-dimensional study we assume a zero net mass flux
which of course implies that there is a return flow compensating for
the surface drift.

From observations we know that in the inner region the change in
wave shape is slow so the instantaneous volume flux:

n+b
Q= [ u(x,z,t)dz (3.1)
-n,
may for Q = 0 be determined as:
0= cn= ud , (3.2a,b)

where the surface profile is specified so that m = 0. U is the wave
particle velocity averaged over depth.

Thus assuming the particle velocity destribution shown in Fig. 2b
we are able from (3.2) at any phase of the wave to express the velocity
ug below the roller in terms of n and e (e = e(x,t) being the vertical
thickness of the roller. The resulting full expression is

_ Ti—e
¢ a%e (3.3)

where e = 0 away from the wave front. We also assume that w2(<< u?) can
be neglected.

The pressure is assumed to be hydrostatic. This is of course not
quite correct, but in combination with the rather crude assumptions for
u and in view of the very small deviations from hydrostatic pressure
actually measured by Stive (1980) this is the most relevant approxima-
tion. Thus we have

u

Pp = P9 (3.4)
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{a) (b}

=
=4
1o}

L

Fig. 2a. Veloeity distribu- Fig. 2b. Approximations for the
tion under the front of a horizontal velocities in the
breaking wave. surf zone waves .

When these approximations are substituted into (2.6) we find after
some manipulations and further omission of small terms, that the leading

approximation for B may be written

1 A h
B = BO + *2*52-3 (3.5)
where
B, = (n/m? (3.6)

and A is the vertical cross sectional area of the roller (see Fig. 2a).
The mentioned omission of small terms are based on the following approx-

imations

(/) 3, (/Y << (n/m)?
and nde/nt << (n/m)2

The "wave length"™ L in (3.5) is defined as L(x) = c(x) T. Hence L
is not the distance between two consecutive wave crests.

We have also assumed that c N'Va?rbased on the measurements by
Svendsen et al (1978) who found ¢ ~ 1.05 - 1.10 gh.

A similar procedure yields P by substitution of the assumptions for
u and pp into (2.2). The result may be written

3 A
P =z + = .
2BO 2 (3.7)
Here the small terms omitted are of the type (e/H)Z, ne/nz.
Experimental information on the roller area A is only available for
waves breaking behind a hydrofoil (Duncan, 1981). Fig 3 shows a plot of
Duncan's data for A which suggests that we can use the approximation

A= 0,98 (3.8)
by which B and P reduce to

B = By + 0.45 h/L (3.9)

P = é-B + 0.9 h/L (3.10)

20
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Fig. 3. The cross sectional area for A for the roller.
Measurements by Duncan 1981.
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Measured values of BO defined by (3.6.). Hansen (1982).
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The energy dissipation D was analysed theoretically by Svendsen et
al (1978) and more explicitly by Svendsen & Madsen (1981). The conclu-
sion which can be derived from the expression they find for D is that
the energy dissipation will normally be almost equal to that in a hy-
draulic jump of the same height. Deviations (in particular in the up-
ward direction) depend on the detailed velocity and pressure distribu-
tions in the wave - particularly in the wave trough, but normally they
do not seem to exceed 20%.

For the present rather crude model it is natural simply to use D
egual to the value in a hydraulic jump of the same height, and this
vields

2
p=2h (3.11)

dcdt

where d, and di are the water depths under wave crest and wave trough,
respectively.

It is convenient to express d. and d¢ in terms of the crest eleva~
tion no and the wave height H. With

dc =h+n,, d =h+ nc - H

t
(3.11) may be written:

o[l D) (o2 -

which shows that for fixed (nc/H), D depends slightly on H/h. Figure 5
shows the variation and Fig 6 gives values of n. from the experiments
by Hansen quoted above. As was the case for BO the results for Ne/H
show significant scattering but in the inner region of the surf zone
the value is mostly 0.6-0.7 which from Fig, 5 is seen to represent a
D nearly independent of H/h.

Figure 5 also shows that D only varies slightly with ne/H. In
Other words the primary variation of the energy dissipation is repre-
sented by the H3/h dependence already accounted for in the definition
(2.9).

L D

Fig. 5. The variation of D with H/h and ne/H according to (3.12).



WAVE ATTENUATION AND SET-UP

e/ H
o/ Ho /Lo
Q@
ro.8 ) . 0.034
o ° + 0.034
°o A * 0.034
o]
Loy o ° A a 0.0093
AL AN o | 0.0053
+ s o .V
X H 8 ¥ N
&:‘ M + g ¥% a 0.0030
x Q Q
:vv A v | 0.0053
@ a
A
I*0.5 a
Q.5
A , No/hos

Fig. 6. Measurements of nc/H in the surf zone. Hansen (1982).
COMPARISON WITH MEASUREMENTS
The outer and the inner region

The original concept of an outer (transition) region and an inner
(bore) region was primarily based on the visual observations of wave
behaviour after breaking {see Svendsen et al., 1978). The impression is
one of a gradual change towards the bore shape found in the inner region.
Consequently, no attempt was made to define a proper limit between the
two regions, and wave height measurements truly do not suggest a natural
definition.

The situation is guite different, when the variations in mean water
level are considered. Figure 7 shows some examples from Hansen and
Svendsen (1979) covering a wide range of deep water steepnesses. Most
of them exhibit a marked change in the slope of the mean water level
at some distance shoreward from the breaking point. A similar variation
can also be seen in other investigations such as Bowen et al. (1968) and
Stive and Wind (1982). The mean water level is horizontal or weakly
sloping after the start of breaking over a distance of 5-8 times the
breaker depth and then a rather sharp increase in slope occurs. The
distance of nearly horizontal mean water level is comparable to the
distance of the most obvious transformations of the wave shape following
after the initiation of breaking, and so it will be coherent with the
original concept to define the limit between the outer and the inner
region as the point where the slope of the mean water level changes.

In the following this is termed the transition point.
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Fig. 7. Measurements of the mean water level shoreward of the
breaking point. The figure also shows the simultaneous
change in wave height relative to the value HB at the
breaking point (Measurements from Hansen & Svendsen, 1979)..

Wave conditions in the inner region

Physical explanations for these changes are sought in section 5.
First, however, we notice that since the results derived above for the
parameters B, P and D are based on the wave properties in the inner zone,
comparisons with experimental data should start at the transition point.
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Numerical solution of equations (2.10) and (2.11) using (3.9),
(3.10) and (3.12) then yields results for H and b in the inner surf zone.
In the computations we have neglected the variation of BO and nC/H
using the constant values By = 0.075 and ne/H = 0.6. This, however, may
not always be sufficient for obtaining reliable results but a more sys-
tematic investigation of the variation of By and nc/H with wave param-
eters and bottom topography is required. For h/L is used T {/g/h corre-
sponding to ¢ = VEE) with h = hg + b.

Diseussion of results

Figures 8, 9, and 10 show a comparison with results for three
rather different wave steepnesses, all on a plane slope 1/34.3. In
general the agreement is quite good, particularly for the set-up. The
latter is of particular interest because the calculations show that b
is much more sentitive to the assumptions made than is the wave height
variation. As can be expected from what was said above about D, the H
variation turns out to be virtually independent of the choice of nc/H.

b/hy
H/Hg X Fous
- 0.10
0.5 -0.05
o
PR -0.08 ] ]

Fig. 8. Wave heights and set-up for a wave with deep water
steepness Hp L, = 0.071 = theory using eqs. (3.9) and
(3.10)~-—-%heory without a surface roller; - measurements
by Hansen and Svendsen (1979), Case B.
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It is noticed that in some of the cases the H-variation is slightly
less curved than corresponding to the best fit of measurements, and the
values of H become a little too large. This can be adjusted by using a
value of D perhaps 20-30% larger than given by eq. (3.12), which is quite
consistent with the results reported earlier (see Svendsen et al., 1978;
Svendsen and Madsen, 1981) that the actual energy dissipation in a surf
Zone wave 1s generally larger than in a hydraulic jump of the same
height.

b/hg

0.30

r0.25

L020

¥ 1+0.15
H/H o

~0.10

F0.05

0.5 (o)
L Mfhes | 605

Fig. 9. Wave heights and set-up for a wave with deep water
steepness HO/Z = 0.024, -~ theory using eqs. (2.10) and
(2,11) ~-- tZeory without a surface roller; - Measure—
ments by Hansen & Svendsen (1979) Case H.+Measurements
by Hansen (1982).
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In Fig, 8-10 are also included results obtained by omitting the
surface roller (dotted curve corresponding to B = By and P = 3/2 Bp).
The effect is quite appreciable. On the other hand, considering that
the presence of the surface roller significantly increases the energy
flux and radiation stress, the difference between the full and the
dotted lines in these figures indicates that the effect of also including
turbulence, deviation from static pressure, etc. would hardly be dis-
cernible.

b/hg
ko.ls
H/H “1
8 .
*
[ 1]
¢ [—o.|o
L]
-
0.3 Lo.05
R
0.3 AR -0.05
L. 1 A, B W ¢ A 1 1

Fig. 10. Wave hetghts and set-up for a wave with deep water
steepness Hy/Ly = 0.010. — theory ustng eqs. (2.10)
and (8.11); —= theory without a surface roller;

.« measurements by Hansen and Svendsewn (1979), Case 1.

The situation at the shoreline

Svendsen (1984) found that for D and B constant an analytical
solution can be obtained to the energy equation. This solution is given
by

H

=== L e e = 07 (4.1)
= Wi = .
h o h h'5/4[1 + KD(h"3/4-1)] h
r

where Hr/hr corresponds to values at a reference point (boundary condi-
tion) and K is a constant also depending on the wave properties at that
boundary point.
This solution predicts a (very flat) minimum for H/h at some point
and shoreward from that point H/h increases with H/h - « as h = 0.
Clearly this is not in accordance with reality and turns out to be
associated with the assumption that D is constant. As h- 0, D will
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increase similarly and prevent the singularity. This can be seen by
considering the energy equation in the form

By _ (Px, %, %3\r, p 1)’ (4.2)

h) ~T\h oz 2B/ h " 8cTB \h, :
(For derivation see Svendsen et al., 1978). As h - 0 we assume the wave
has deformed to a perfect sawtooth so that n_ = -n =.1 H., Thus we get

c t 2
from (3.12)
=1
D = 1..._._.__.. ; Bx =0 (4.3)
I—Z(H/h)z

With ¢ ~ \gh we also have cy/c ~ hy/4h. Substitution of (4.3) into
(4.2) yields the relation

54 Shy g 1 1 u\2
o= R - - £ (4.4)
h/x 1 - (a/m)? arVoh B

h -» 0 yields H/h increasing. But as H/h - 2~ the dissipation grows.
Hence

-2 asho-0 ie. d -0 (4.5)
Thus the model described above has the limiting value of H/h = 2
at the shoreline, not «.
Even this limit is considerably higher than the observed values.
As h - 0, however, we also get L/h - « which implies that the parame-
ter hy L/h is no longer small. That is the bottom slope is not negli-
gible and the assumption of locally horizontal bottom does not hold.

5. THE WAVE MOTION IMMEDIATELY AFTER BREAKING

It is tempting and illustrative to try if the solution presented
in the previcus chapters also applies to the region of rapid transition
right after the initiation of breaking.

Figure lla shows a computation of the wave height variation, start-
ing at the breaking point. The agreement is surprisingly good. This,
however, does not apply to Fig. 11b which gives a similar comparison for
the set-up b/hg. The two figures together show the paradoxical fact
already hinted at earlier that the radiation stress in the transition
region stays nearly constant even with a 30-40% decrease in wave height.
Recalling eg. (2.8) this can only be true if P is increasing, roughly
as H™2,

By considering what happens when the breaking starts, it becomes
clear that the overturning of the wave cannot immediately be matched by
dissipation of a similar amount of energy. In the first transformation
a large amount of the lost potential energy is converted into forward
momentum flux which eventually is concentrated mainly in the roller, and
this must be the reason for the simultaneous increase in P.

This is also consistent with the fact that P for very high waves
is rather small. There are no results available for the skew waves at
the breaking point, but the high order results for Stokes wavespresented
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by Cokelet (1977) can be used to determine P for very high, symmetrical
waves. Values found are typically around P = 0.07, i.e. less than half
the value of 3/16 for linear long waves and considerably less than for
cnoidal waves of the same height.

b/hg

- 0.30

Lo.2s

r0.20 x

-0.15 .

H/Hg

T

(&
-

>

A F0.10 o

-0.05

0.5
. Do/hos| |.0.05

Fig. 1la and b. Wave height and set-up using the theoretical
results for B, P and D from the breaking point.
+ Measurements by Hansen § Svendsen (1979), Case H,
+ measurements by Hansen (1982).
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The increase in P, however, is inevitably assoclated with a similar
increase in B, the energy flux for a wave of unit height and propagation
speed. The mechanism is the same as for P: very steep waves with peaky
crests represent a very small energy flux relative to their height and
the collapse of the crest in the initial stage of breaking leads to a
significant increase in B.

It may be shown that these shifts in P and B are also consistent
with the result found in section 3, that waves in the inner region
represent rather high values of radiation stress and energy flux rela-
tive to their height and speed.

But even with no energy dissipation an increase in B will in it~
self require a decreasing wave height. Hence the question arises: how
much of the wave height decrease in the outer transition region is
actually due to redistribution of momentum and energy (represented by
the changes in P and B) and how much is real energy dissipation?

This problem and the change in B and P can be analysed by consider-
ing the conservation of momentum and energy over the transition region
as a whole in analogy to the jump conditions which apply to bores and
hydraulic jumps in open channel flow and to shocks in compressible flows.

Svendsen (1984) found for a specific example that the wave height
in the outer region with S, = constant decreased to 0.65 Hp at the
transition point that,is y2 =0.423 H32 corresponding to an apparent
energy reduction (had B been constant) of 57.7% of the energy at the
breaking. Due to the simultaneous increase in B, however, the actual
energy dissipation is only about 20%, or 1/3 of the 57.7%.
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CHAPTER FIVE

WAVE KINEMATICS AND DIRECTIONALITY IN THE SURF- ZONE

J. van Heteren*, Staff member Hydraulic Division, Rijkswaterstaat.
M.J.F. Stive **, Research Engineer, Delft Hydraulics Laboratory.

ABSTRACT

Measurements of surface elevations and internal velocities have been
conducted in a natural surf zone. The results were used to investigate
the guantitative performance of linear theory in predicting the wave
kinematics from the surface elevations. It appears that linear theory
systematically overpredicts the horizontal velocities by 20 % in the
frequency range around the peak, where the coherence with the surface
motion is high, by 15 % at 2 times the peak frequency, changing in an
underprediction of 15 % at higher frequencies. 1ln these higher frequen-
cy ranges the rate of turbulent energy induced by breaking, contributes
to the variance, so that the ratio of measured to theoretical r.m.s.
fluctuation shows a trend of 25 % theoretical overprediction at negli-
gible turbulent energy rates to 5 % underprediction at high turbulent
energy rates. Purthermore the results were used to investigate the lin-
ear prediction of radiation stress and the effect of directionality on
the radiation stress. Prediction of the radiation stress by unidirec-
tional, linear theory gives an overestimation of 50 % at negligible
turbulent energy rates to 35 % at high energy rates, which percentages
reduce to 45 % and 25 % when the effect of shortcrestedness is taken
into account.

1. Introduction

The T.0.W. programme for Coastal Sediment Transport in the Nether-
lands consists of theoretical studies, laboratory investigations and in-
vestigations in the field and is carried out by 8 task groups. Within
the framework of this study programme field campaigns were held in 1981
and 1982/83 covering simultaneous measurements of currents, surface ele-
vations, wave kinematics and sediment concentrations in the surf zone
on the Dutch coast near Egmond (Derks and Stive, 1984). The data are
used to investigate several aspects of coastal processes. In the task
group "Velocity Field in Waves" specific attention is given to the in-
vestigation of the relation between surface elevation and wave kinemat-
ics. This paper presents an analysis of the 1981 field measurements as
carried out by this task group.

The guantitative performance of linear theory in predicting the
wave kinematics from the surface elevation is investigated on basis of
the sguared coherence-, gain- and phase spectra between surface eleva-~
tion and both horizontal and vertical velocity. In addition the measured

* Directorate for Water Management and Hydraulic Research, Coastal and
Maritime District, Hellevoetsluis Division, p.o. box 3,
3220 AA HELLEVOETSLUIS, The Netherlands.

** Delft Hydraulics Laboratory, p.o. box 177, 2600 MH DELFT,
The Netherlands.
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and theoretical r.m.s. values are compared. Relevant earlier studies on
this topic are e.g. those of Mitsuguchi et al. (1980) and of Guza and
Thornton (1980). Their findings are that linear theory generally overes-
timates wave induced horizontal velocities by 10 % to 30 %. Mitsuguchi
et al. merely state their conclusion without analysing apparent trends
in their data with e.g. increasing frequency. They only consider a lim-
ited set of horizontal velocity data. Guza and Thornton obtain their
overall conclusion merely on basis of the r.m.s. fluctuation of the hor-
izontal velocity as measured and as predicted with linear theory. The
present study confirms the conclusions of the above investigation by and
large, but extends the analysis in depth by investigating the relation
with the rate of turbulent kinetic energy generated by breaking.

A second topic of attention is the directional spreading of the
wave motion in the surf zone, which aspect has received very little at-
tention sofar. The directional spreading is used to investigate the ef-
fects of non-linearity and directionality on the prediction of the
principal radiation stress component. Knowledge of the radiation stress
is important for the study of phenomena as set-up and long-shore cur-
rents.

In this paper only a limited number of results is presented. A
more extended publication will appear elsewhere.

2. Measurements
2.1 Introduction

The field experiments were conducted on the Dutch coast near Eg-
mond in May/June 1981. The Dutch coast is part of a concave sandy beach
with coastal dunes extending from Cape of Gris Nez to the island of
Texel, see fig. 1. ‘The exposed sandy beach is typically gently sloped
and barred with fairly parallel bottom contours.

Griz Nez

fig. 1 : Situation.
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The measurements were made at three locations 20 m apart in the
surf zone along a line normal to the shore. In addition measurements were
made at two stations outside the surfzone as reference. The stations
were numbered 1 to 5 from shore to sea. The local mean tidal range is
approximately 2 m. This implies that at low tide station 1 was situated
on the dry beach and nearly all wave enerqgy was dissipated on the first
breaker bar, see fig. 2. Therefore, all measurements were made around
high tide.

During the 5 week campaign actual measurements were made at five
different days, each with a duration of about 4 hours. Offshore signif-
icant wave heights were varying from 0.50 m - 1.80 m.

londwerde w—s—s seawerds
[L}] [ml

50 50 100 150 200

+2.
LGCATION STATIONS
helght \ 1 ]2 3 4
+ 1. HIGH TIDE
{ 0.0 M8y
- LOW TIDE
dspth —

fig. 2: Location stations

2.2  Measuring stations

The stations in the surfzone consisted of a platform resting on
transparent space trusses, a sensor pile and, with exception of station 1,
a wave gauge. The sensor pile and wave gauge were spaced 2mapart along
a line nearly parallel to the shore. The sensor pile was placed 1 m sea-
ward from the platform and was eguiped with a measuring car in order to
change the elevation of the sensors. On both sides of the socket longi~
tudinal pipes were welded in a direct line parallel to the coast in order
to intercompare different types of velocity meters at the same depth.
Nearly all measurements were made at an elevation of about 1 m above the
bottom. Some measurements were made at 0.20 m above the bottom.

2.3 Instruments

Velocities were measured at each of the three locations, both with
conventional current meters and a newly developed current meter, viz. a
so called vector-akwa, a three-dimensional meter based on the principle
of travel time of acoustic pulses. Temperature and salinity variations
are automatically corrected for. A meter of this type designed for use
in physical models has been described by Botma (1978), who alsodesigned
the vector-akwa. The sensor is highly transparent and has four 0.23 m
long survey lines (see fig. 3). The advantage of the fourth survey line
is, that for the calculation of the three mutually orthogonal velocity
components the survey line most influenced by the sensor itself can be
eliminated. From calibration tests it was found that the inaccuracy of
this instrument is + 5%.
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used the number of degrees of freedom is 60 and the resolutionis 1/60 Hz.

Mean values, variances and auto spectra were calculated of the sur-
face elevation (%) and the three orthogonal velocity components (u,v,.w).

To intercompare the velocity meters cross spectral calculations
were carried out between the onshore wave velocity components (v) of the
two velocity meters fixed at the same sensor pile. For the same reason
cross spectral calculations were used between these components and the
surface elevation. These calculations have also been used to calculate
the coherence-, gain~ and phase spectra. However, this method cannot be
used for the calculation of the coherence-, gain- and phase spectra of
the surface elevation and the resultant velocity component in the hori-
zontal plane (u) because of the shortcrestedness of the waves. Therefore,
the gain spectrum of f and u has been calculated from:

7
HC’I\,{ = {(Suu + Syv )/ SCC } /2

in which Sy, Syv and S are the auto spectra of the two horizontal
velocity components, u, v, and the surface elevation {. This procedure
does not permit the estimation of confidence intervals. For the coherence-
and phase spectra the spectra of § and v are used, since v contains the
major part of the wave energy in the horizontal plane.

Assuming the water motion and the measurements to be linear and
noise-free, the calculated auto- and cross spectra of (u,v,w) can be
used to estimate the directional properties of the waves by standard
procedures (see Borgman, 1979). Using the auto- and cross spectra the
truncated Fourier series and the parameters of the cos2S (0/2)-model of
the directional spectrum have been calculated for different frequencies
(Longuet-Higgins et al., 1963 and Mitsuyasu et al., 1975). The spreading
parameter of this model can easily be expressed in degrees.

4. Intercomparison of velocity meters

One of the objectives of the field campaign was to investigate the
performance of several types of current meters in a natural surf zone by
intercomparison. To this end the velocity meters were closely placed at
the same height above the bottom. The meters have been compared on basis
of the r.m.s. values of ¥ andof the squared coherence and gain of the
two onshore wave components at the peak frequency, fp. Due to the lack
of an absolute measurement result and of insight into the spatial vari-
ability of the velocity field these comparisons give no definite answer
to the question which meter is the better one. The only quality assess-
ment of the meters may be based on the squared coherence between [ andv.
The results of the 1981 campaign indicate that the hydrodynamically well-
designed vector-akwa shows in general a higher coherence (0.80 - 0.95)
with the surface elevation than the signals of the other types of current
meters. This intercomparison is based on a limited set of data obtained
in the lower half of the water column. An extension of the intercompari-
son was realized in the 1982/83 field campaign of which the results are
summarized in Derks and Stive (1984).

5. Wave kinematics results
5.1 Introduction

A comparison of measurement results with linear theory has been
made in two ways. Firstly, the gain- and phase spectra are considered and
compared with those according to linear theory. Secondly, the r.m.s.
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values of the horizontal and vertical velocity components are compared
with the estimated variances derived from the surface elevation spectra
with linear theory.

This paper presents one typical example of squared coherence-,
gain- and phase spectra of surface elevation and horizontal velocity
component of one of the stations in the surf zone and the r.m.s. values
of all horizontal velocity results.

5.2 The spectra

The surface elevation spectrum,ggc , and the corresponding 90%
confidence interval is shown in fig. 4. The peak frequency appears at
1/6 Hz and, since we are dealing with breaking waves, second harmonics
appear around twice the peak frequency. The local significant wave
height in this example was about 1 m, the elevation of the velocity
meter above the bottom was 0.80 m and the mean water depth was 2.30 m.

The squared coherence spectrum between surface elevation and on-
shore velocity component,f Cv , 1s shown in fig. 5. The dashed lines
indicate the 90% confidence interval. In the frequency range where the
bulk of the energy is concentrated the coherence is quite high. This im-
plies a nearly linear relationship between ¢ and v and a relatively
small contribution to the variance of the turbulent motion.

Fig. 6 exemplifies the gain spectra of surface elﬁvation and hori-
zontal velocity component in the propagation direction Hcﬁ. This example
shows a typical overestimation of the horizontal velocity component by
linear theory for the frequency range of 0.1 to 0.4 Hz of about 10 %,
which changes in an underprediction of 20 % at higher frequencies. This
can be seen more clearly in figure 7, where the ratio between the mea-
sured and the theoretical gain according to linear theory has been plot-
ted versus frequency. It must be noted that this result is not corrected
for the reduction caused by the tube of the wave gauge, which was esti-
mated to be maximally 10 %. The phase spectrum of gy and V,¢ry, is shown
in fig. 8. This phase spectrum has been corrected for time delays due
to: the tube of the wave gauge, the electronics of the wave gauge and
the distance between wave gauge and velocity meter. The magnitude of
these delays could only be estimated. The inaccuracy of the estimated
phase corrections for this example is -28°/Hz to +33°/Hz. This phase
spectrum shows a slight trend with frequency which, however, may be ex-
plained by the inaccuracies of the applied corrections, indicated by the
thick broken line. Another reason may be that for the correction due to
the spacing the main wave direction was used. Neglect of the wave
spreading results in an overestimation of the time delay. Summari-
zingly, it can be concluded that the phase spectrum of L and v is con-
sistent with linear theory within the accuracy margin.

In view of the above results concerning the phase spectrum of the
horizoqtal onshore velocity component and the vertical velocity compo-
nent, ¢yy, are of particular interest since this spectrum is neither in-
fluenced by a lag between two instruments nor by a spacing. This spec-
trum is shown in fig. 9. The theoretically expected value between these
components 1is within the 90 % confidence interval of the estimate, con-
firming the theoretically predicted quadrature relation betwecn these
velocity components.
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5.3 The r.m,s. values

A correlation between the measuredard theoretical r.m.s. values of
the horizontal velocity component in the propagation direction is shown
in fig. 10. No discrimination has been made between the r.m.s. values
calculated from the measurements made at different elevations, because
of the depth-uniformity of the horizontal velocity field in the lower
water column. For the low r.m.s. values the deviations are generally
outside the ¥ 10 % interval, for the higher values they are generally
within this interval. Again : these values are not corrected for the re-
duction due to the tube of the gauge (which would increase the theoreti-
cal estimate by 10 % maximally).

To investigate whether a systematic relationship between the dis-
crepancy with linear theory and the relative turbulent energy level ex-
ists, a dimensionless parameter for this energy level has been used, de-
fined as gq’:.

g = oha®/ Exin, inc
in which p = water density [ kg/m®], h = local water depth [ m 1,4 2=
turbulent kinetic energy [ m/s 1, Ekin,inc = incident kinetic energy =
%apg Hymg | J/m* ] , 9 = gravity accelleration [ m/szz].

The turbulent kinetic energy is derived from :q (D/p)?/*
Battjes (1975). Here D is the energy dissipation due to breaking which
is approximated by : D=;Dgfp Qb Hf , according to Battjes and Janssen
(1978), Hy being the maximum wave-height and Qp the fraction of breaking
waves,

The relation between this parameter and the ratio of the measured
r.m.s. value of the horizontal velocity component to the theoretical one
is shown in fig. 11. The results indicate that the discrepancy with lin-
ear theory is correlated with the rate of turbulent energy.
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6. Wave directionality and radiation stress

An example of the wave direction results is shown in fig. 12. The
upper diagram gives the main wave direction,@p , as a function of fre-
quency for the three stations in the surfzone. The lower diagram in
this figure gives the spreading of the waves as a function of frequency.
This spreading has been defined more or less analogously to the stan-
dard deviation of the Gaussian distribution and is expressed in degrees,
see Van dcr Vliugt et al. (1981). Between this parameter and the
spreading parameter of the cos28(0/2) model the following relation ex-

ists (Kuik et al., 1984); °
! / 2 360
0=V °

The upper diagram shows théﬂrtwo different wave fields were pre-
sent, one coming from the sea with a frequency of 0.10 Hz - 0.30 Hz and
another caused by local winds at higher frequencies with the same di-
rection as the wind direction,® y. The wave directions of both wave
fields clearly show refraction effects (station 3 is the most seaward
station).

The spreading of the waves has a minimum at the peak frequency,
which was also noticed from measurements made in deeper water, see
Mitsuyasu et al. (1975). Another phenomenon which is clearly shown in
this example is the decrease in spreading as the waves travel towards
the shore. This can also be ascribed to refraction.

One of the effects of shortcrestedness is a decrease of the radi-
ation stress. In a statistically homogeneous and stationary wave field
the principal radiation stress component in the main wave direction is

fig. 12 : Main wave di-
rection (upper diagram)
and wave spreading
(lower diagram) as a
function of frequency
for the three stations
located in the surf
zone.

1 SHORE

STATION 1
STATION 2
STATION 3
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given, correct to second order in wavq}elgzgtigg.(Battjes 1972), by

— S11, meas™zP 98 + P _g (v -~ w®) dz
where v/ is the variance of the horizontal orbital velocity in the main
wave direction, which term can be derived from the measured variances
u?, v? and the cross variance u.v (Battjes and Van Heteren, 1980). As~
suming a linear longcrested wave field, the above expression reduces
to an expression in which the main principal radiation stress component
is

s11, theor:OfmScc (£) . {2kh/sinh (2kh)+ 3} af

where k is the linear wave number. Battijes (1972) shows how the redu-
cing effect of shortcrestedness on S11,theor may be incorporated. For
the simplified case of shallow water the reduction factor is given by
(1-2/3.€) where €=(2s, + 1).(So+ 1) (5,427 inwhichso is the spread-
ing parameter of the cos25(0/2) model. The radiation stress has been

calculated for Si11,meag and for S11,theor and for 511, theor corrected
for shortcresstedness. The results are shown in fig. 13. The results

show that the reducing effect of shortcrestedness is 10% typically.

The correlation between the ratio of measured to theoretical es-
timates of the principal radiation stress component and the relative
turbulent energy level is presented in fig. 14. This result clearly
shows a trend with the rate of turbulent energy. The unidirectional
linear theory overestimates the radiation stress by 40 % at negligible
turbulent energy rates and by 25 % at higher rates. Corrected for short-
crestedness these percentages decrease to 35 % and 15 % respectively
(these percentages are not corrected for the reduction caused by the
tube of the gauge).
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energy level.
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9. Conclusions

The following conclusions have not only been based on the examples
presented in this paper, but more generally on the results of all mea-
surements made in the surf zone of the beach near Egmond during the 1981
T.0.W. measuring campaign. All given values in this paragraph have been
corrected for the reduction of surface elevation caused by the tube of
the wave gauge which was estimated to be maximally 10 %. For this cor-
rection the mean value was used (5 %) accepting a random error of % 5%.
Furthermore, the inaccuracy of the velocity meter must be taken into’

o

account, which was found to be also t 5 %.

(1) In the surf zone linear theory systematically overpredicts the
horizontal velocity component in the frequency range of high coherence
with surface elevation. Average values of 21 $ at the peak frequency and
17 % at two times the freguency have been found. This overprediction
changes in an underprediction (in some cases as high as 15 %) at higher
frequencies which is due to the presence of turbulent energy. Result-
ingly, the ratio of measured to theoretical r.m.s. fluctuations of the
horizontal velocity shows a trend correlated with the turbulent en-
ergy rate from 25 ¢ theoretical overprediction at negligible turbulent
energy rates to 5 % underprediction at high turbulent energy rates.

(2) The estimated phases of the horizontal velocity component and
surface elevation are generally consistent with linear theory within the
margin of the sampling variability and the accuracy of the corrections
applied. Corrections were needed due to the time delays caused by the
sensor systems as well as by the distance between wave gauges and ve-
locity meters.

(3) The wave direction results clearly show refraction effects. The
spreading of the waves has a minimum at the peak freqguency and decreases
in onshore direction. Shortcrestedness decreases the magnitude of the
radiation stress. Prediction of the radiation stress by unidirectional
linear theory leads to an overestimation of 45 % at negligible turbulent
energy rates and of 30 % at higher rates. These percentages reduce to
40 ¢ and 20 % after correction for the effects of shortcrestedness.
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CHAPTER SIX

A Model for Breaker Decay on Beaches

William R. Dallyl, Robert G. Deanl, and Robert A. Dalrymple2

ABSTRACT

Based on the observation that a shallow water breaking wave
propagating over a region of uniform depth will reform and stabilize
after some distance, an intuitive expression for the rate of energy
dissipation 1s developed. Using linear wave theory and the energy
balance equation, analytical solutions for monochromatic waves breaking
on a flat shelf, plane slope, and "equilibrium” beach profile are
presented and compared to laboratory data from Horikawa and Kuo (1966)
with favorable results. Set~down/up in the mean water level, bottom
friction losses, and bottom profiles of arbitrary shape are then intro-
duced and the equations solved numerically. The model is calibrated and
verified to laboratory data with very good results for wave decay for a
wide range of beach slopes and incident conditions, but not so favorable
for set-up. A test run on a prototype scale profile containing two bar
and trough systems demonstrates the model's ability to describe the
shoaling, breaking, and wave reformation process commonly observed in
nature. Bottom friction 1s found to play a negligible role in wave
decay in the surf zone when compared to shoaling and breaking.

INTRODUCTION

A major problem encountered in modeling nearshore wave—induced
phenomena is the description of wave parameters subsequent to the
initiation of wave breaking. Specifically, wave height and its spatial
gradients generate or have direct impact on sediment mobilization and
suspension, littoral currents in both the alongshore and on/offshore
directions, wave induced set~down/up in the mean water level, and forces
on coastal structures. While the "0.78" criterion (ratio of breaker
height to water depth = 0.78) appears to provide a reasonable prediction
of incipient breaking on mildly sloping beaches, data show that this
criterion does not hold farther into the surf zone (Horikawa and Kuo
(1966), Nakamura, Shiraishi, and Sasaki (1966), Divoky, LeMéhaute and
Lin (1970)). In fact, this data shows that such a similarity model is
especially inappropriate on mild slopes - just where many coastal
scientists assume it is most valid. Another shortcoming of this and
most other representations developed to date is that they are not
applicable on non-monotonic beach profiles such as those containing
bar/trough formations. Such a model, capable of describing wave

1) Department of Coastal and Oceanographic Engineering, 336 Weil Hall,
University of Florida, Gainesville, Florida 32611 (U.S.A.)

2) Department of Civil Engineering, 355 DuPont Hall, University of
Delaware, Newark, Delaware 19711 (U.S.A.)
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transformation across beaches of irregular profile shape, is essential
to an adequate understanding of nearshore hydrodynamics and sediment
transport.

BACKGROUND AND LITERATURE REVIEW

Aside from the similarity model which assumes that breaker height
is strictly controlled by and directly proportional to water depth,
investigations carried out over the past two decades have been based on
the steady state equation governing energy balance for waves advancing
directly toward shore:

3
R ) W

in which E is the wave energy per unit surface area, Cg is the group
velocity, and § is the energy dissipation rate per unit surface area due
to boundary shear, turbulence due to breaking, etc. The main thrust in
previous studies has been the development of a rational and universally
valid formulation for 8. The most physically appealing approach, first
advanced by LeMéhaute (1962), has been the approximation of a breaking
wave as a propagating bore (hydraulic jump). The energy dissipation
appears to be proportional to wave height cubed in this model. However,
the adaptation of & from a jump to a breaking wave is not as
straightforward as one might expect, and order of magnitude arguments by
Battjes and Janssen (1978) produced a bore model in which & was
proportional to wave height squared, with good results.

Horikawa and Kuo (1966) represent the internal energy dissipation
in terms of turbulent velocity fluctuations which are assumed to decay
exponentially with distance from the wave break point, while Mizuguchi
(1981) applies the analytical solution for internal energy dissipation
due to viscosity (Lamb, 1932) with the molecular kinematic viscosity
replaced by the eddy viscosity. 1In these last two models the energy
dissipation goes like wave height squared as well. All the dissipation
models have coefficients which must be fitted empirically. It appears
that until a precise model for breaking waves is developed, the existing
ones must be judged by their abilities to predict accurately over the
ranges of beach slope/shape, wave height, and wave period found in
nature without changing these coefficients, or at least changing them in
a systematic and easily applied manner. A summary of the studies which
dealt with regular waves is presented in Table 1, including the
dissipation model used in each.

Table 1 - Previous Investigations of Regular Breaking Waves

Author(s) Dissipation Model Used
LeMéhaute (1962) propagating bore
Horikawa & Kuo (1966) turb. vel. fluc.
Divoky, LeMéhauté, & Lin (1970) propagating bore
Hwang and Divoky (1970) propagating bore
Svendsen, Madsen, & Hansen (1978) propagating bore
Peregrine & Svendsen (1978) propagating bore

Mizuguchi (1981) internal energy
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One of the features of breaking waves that is not represented in
most of these models is that of the wave height stabilizing at some
value in a uniform depth following the initiation of wave breaking. The
laboratory data of Horikawa and Kuo (1966), general observations, and
intuition support such a phenomenon, yet none of the dissipation models
based on the moving hydraulic jump predict this effect. Although the
model by Mizuguchi (1981) includes this stabilization, it is only
included when waves are breaking in a surf zome of constant depth and
does not play a role in governing the wave decay on a uniformly sloping
beach — no matter how mild the slope. In fact, on a plane beach this
model reverts to the similarity model, which as previously stated (and
subsequently shown) does not compare well to the data collected on
laboratory beaches of realistic slope.

In the present paper we concentrate on the development and evalu-
ation of a somewhat intuitive model for monochromatic waves originally
proposed in Dally (1980) which includes the wave height “stabilization".
The model is calibrated using laboratory data, verified both qualitat-
ively and quantitatively, and tested at prototype scale. Although one
could question the significance of comparison against laboratory data
when some field data are available, the field data are much more
limited. Also, while the dependence of breaker decay on beach slope and
wave steepness appear only as vague trends in the random wave data, it
is clearly discernible and tractable in the monochromatic data. So it
appears that the evaluation of a model by laboratory data would provide
a useful step toward an understanding of the problem of greater interest
in nature.

MODEL DEVELOPMENT

Consider a beach profile that rises from deep water in a gently
sloping manner and at some point in shallow water becomes horizontal
(see Figure 1). Consider further, a wave propagating onto this profile
with characteristics such that breaking starts at the point where the
bottom becomes horizontal. The wave will not instantaneously stop
breaking because the bottom becomes horizontal (as dictated by the
similarity model), but breaking would continue until some stable wave
height is attained. Breaking would be most intense just shoreward of
line AA and would decrease until the approximate stable wave height is
reached at line BB. The rate of energy dissipation per unit plan area,

A Incident Wave Height B Stoble Wove

z Hej;y
SWL x 1/’/}_“( 1L

v
= __>~<:I__\ ATi =
ECqm:> ? :?Equu,
« Horizontal Bottom
. eo\\o
S\OQ\Y\Q B

Figure 1 — Shelf beach presentation of the surf zone.
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8(x), used in (1) is assumed to be proportional to the difference
between the local energy flux and the stable energy flux, i.e.

9 = .
3 - & [meg - ] @)
ECg 1s now taken to be the depth-integrated time—averaged energy flux as
given by shallow water linear wave theory, K is a dimensionless decay
coefficient, h' is the still water depth, and ECgg is the energy flux
assoclated with the stable wave that the breaking wave is striving to
attain. Horikawa and Kuo (1966) conducted laboratory tests with a
bottom configuration identical to the one described. As shown in

Figure 2, their data indicate a stable wave criterion given by

Hy =T n' (3

where Hg 1s the stable wave height, and I is a dimensionless coefficient
whose value appears to lie somewhere between 0.35 and 0,40, Examination
of another figure in their paper, where wave height was plotted versus
still water depth for a uniform beach slope of 1/65, revealed that the
breaking waves tended to approach asymptotically the line H = 0.5h'. In
any event (3) appears to be a reasonable supposition and (2) can then be
written:

2
3EYRT ) _ _Y—;l'g (825 - 12(nr)%/2) “)

9x
where Cg is taken as Ygh'. It should be noted that (2), (3), and (4)
can be applied to a bottom of varying depth and slope until the stable
wave criterion is reached because shoaling is included implicitly (If
K = 0, the model satisfies conservation of energy, i.e. Green's Law).

ANALYTICAL SOLUTIONS

The problem to ultimately be addressed includes set-up, bottom
friction, and beach profiles of irregular shape and consequently must be
solved numerically. However, closed form solutions which exist for the

s
X 1.0
- * Data from Horikawa and Kuo
= . =) )
é 08— — Analytical Satution(K=02 =025
W .
I . .. s l
W [0
b RN

06
= .
0 i
o 4 % . .
H 04 = L] ’ M - " 'S
g | e
g) Apparent Stoble Wave Height—

N 1 1

g 02g 4 8 2 6 20 24
a

DIMENSIONLESS DISTANCE INSIDE BREAKER LINE X/h

Figure 2 - The stable wave criterion, and comparison of analytical
solution (7) with experimental results of Horikawa and Kuo (1966) for
waves breaking on a shelf as shown in Figure 1.
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simpler case of breaking on beaches of more idealized shapes, without
including set-up, are both enlightening and potentially valuable for
future analytical work with wave-induced currents and sediment
transport. For brevity, the final results of the analytical solutions
will just be stated here, but their full derivation can be found in
Dally, Dean, and Dalrymple (1984).

Shelf Beach - For the idealized beach with a horizontal bottom
described in the previous section given by,

h'(x) = constant = h' (5)

and applying the boundary condition
2 po
G =Gy = Hb hg , x =0 (6)

the decay in wave height on a shelf beach in dimensionless form is

2 1/2
L (), - 2] expl- x X))+ 12) @
where the subscript b denotes conditions at incipient breaking and x has
its origin at the breaker line and is directed onshore. This expression
dictates that the energy flux decays exponentially across the surf zone,
never quite reaching the stable wave state known to exist. However, (7)
may still be valid because internal and bottom friction losses could be
accountable for the last bit of energy dissipation required to reach the
stable condition. Note that if K = 0 (no breaking), the wave height
remains constant as would be expected. Equation (7) is plotted in
Figure 2 with K = 0.2, T = 0.35, and (H/h')b = 0.8.

Plane Beach - The same general solution and boundary condition is
applied to determine the analytical solution for the breaker model on a
plane beach given by

h'(x) = g - mx (8)
where m is the beach slope. The result in dimensionless form is
(K/m - 1/2) 2.1/2

H h' h'
= ) a+ o - aldy) ] )

b b b

2 h' 2
KT b

where o = 20572 = K/m) LHb) (10)

Note that the solution is invalid if K/m = 5/2. For this special case
the solution is

H h' h'y1/2
= Gl -8 ()] an
b b b
h' 2
2
where 8 =2 1°(2) (12)
b
Also note that if K is set equal to zero, (9) becomes Green's Law. If
a= - 1,0, (9) reverts to the common similarity model H ~ h'. Equations

(9) and (11) are plotted in Figure 3a for several values of K/m and
(h{/Hy). Figure 4 compares (9) to the data presented in Horikawa and
Kuo (1966). Here K = 0.17 and T = 0.5 which are the recommended values

for use with the "still water” model on a plane beach of slope less than
approximately 1/20.
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Figure 3a,b - Dependence of analytical solutions for plane beach (9) and
equilibrium beach (14) on incipient conditions, and K/m and ¢
respectively.

“Equilibrium” Beach Profile — The final closed form solution to be
presented is for the profile shape which seems to best represent
"equilibrium” beach profiles as determined by Dean (1977), and is
expressed by

h'(x) = A(L ~ x)z/3

(13)
where A is a parameter dependent on fluid and sediment characteristics,
L is the distance from the still water line to the breaker line, and the
origin of x remains at the breaker line directed onshore. Again with
the same boundary condition as the two previous cases, the breaker decay
on an equilibrium beach profile in dimensionless form is

(A—n) 1/2

;. ({_ rz(l_{h)—zm f [X s T] e 1, X) (14)
" he Lo hy E=5)

- 1/2 1 r¢h?
where X = (F) exp{$ [(F) - 1]} (15)
b b
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Figure 4 - Comparison of analytical solution (9) to wave decay data on a
plane beach as presented in Horikawa and Kuo (1966) for various beach
slopes (K = 0.17, I' = 0.5).

and ¢ is a similarity parameter given by

A

P
& 113

The effects of the incipient conditions and the parameter ¢ on breaker
decay on an equilibrium beach profile given by (14) are shown in
Figure 3b. Note that the curves do not extend to the shoreline. This
is because as the beach slope approaches infinity, shoaling causes the
solution to become unbounded.

SET-UP AND BOTTOM FRICTION

(16)

During initial examination of the complete raw data set collected
by Horikawa and Kuo, it was noticed that in all cases where measurements
were taken in the inner portion of the surf zone, as the still water
depth approached zero the wave height did not. This may also be
apparent to the reader in Figure 4. To better model this phenomenon,
including wave-induced set-up/down of the mean water level is necessary
- the same conclusion reached originally by Hwang and Divoky (1970).
From Longuet-Higgins and Stewart (1963), the slope of the mean water
level, n, is given by
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-3 1w an
9x 16 (h'+7) Ix

and can be used in conjunction with a slightly different form of (4) in
which h', the still water depth, is replaced by the mean water depth, h,
given by h = h'+7.

Although energy dissipation due to bottom friction will be
negligible when compared to breaking in the cases te be examined, it
will be incorporated in an elementary form for completeness. The
average rate of energy dissipation per plan area due to bottom friction
for shallow water (see Putnam and Johnson (1949)) is expressed by

£ H3 g_3/2
Sgp = ° Tax ) (18)

where f 1s a drag coefficient dependent on flow and bottom/sediment
characteristics, and shallow water linear wave theory has been

f
applied. (The bhottom shear stress is defined as T = p E‘u|u]).

NUMERICAL SOLUTION

Closed form solutions for the breaker model with the inclusion of
set-up, beach profiles of more realistic shape, or bottom friction have
not yet been discovered. A numerical scheme was therefore developed,
which is capable of describing the one—dimensional transformation of
wave height over bottoms of arbitrary shape due to shoaling, breaking,
reformation, and bottom friction, including the effects of set-up in
mean water level. Briefly outlining this scheme, (4) (with h replacing
h') and (17) are explicitly finite differenced using a central average
for each of the quantities om their right-hand sides. Before the wave
height at the next spatial step can be calculated, the mean water level
is required, but not known a priori. Using the mean water level at the
present location as an initial guess, the program iterates between the
wave height and set—up equations until the updated value for the mean
water depth is close to the previous value. In the calibration rums, it
usually required only one or two iterations for the difference in
estimates to become less than a millimeter.

Early on in this investigation the decay in wave energy due to
bottom friction was included in the model in an uncoupled fashion. That
is, after utilizing the scheme described above at an individual cell,
additional energy was then extracted using a finite~differenced form of
(18) and energy flux considerations. As will be shown subsequently, for
realistic values of the drag coefficient the energy dissipation due to
bottom friction was found to be negligible for all cases examined, and
this mechanism was therefore dropped from the model.

To apply the model in a given situation, the following information
is required: 1) the wave height and still water depth at a known near-
shore location, 2) the wave height to water depth ratio at incipient
breaking, 3) the bottom friction coefficient, and 4) the bottom profile.
The breaking height to depth ratio is not easily predicted and was not
treated in an extensive manner in this study. Assuming the starting
point is in shallow water and outside the surf zome, the set-down in
mean water level as given by Longuet~Higgins and Stewart (1963) is
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n o= -Hf/le h

1 (25)

1

From these initial conditions and using the method described, the
wave height will increase (with some losses due to bottom friction) as
the wave moves shoreward until the incipient breaking criterion is
reached. The wave then breaks to a location where local stability, as
defined by (3), is achieved (if at all). On barred profiles, the
combination of the wave decay and the increasing water depth as the wave
passes over the trough enable the wave to reach stability, where the
breaking aspect of the model is shut off. The "reformed” wave then
shoals again until the breaking criterion is reached, and the process
repeats until the mean water depth reaches an arbitrarily chosen small
value (0.25 meters 1s a reasonable choice at prototype scale).

CALTBRATION

The model is calibrated by determining the best values for the
stable wave factor (T) and the wave decay factor (K) using a least
squares procedure. The original raw laboratory data of waves breaking
on plane slopes obtained by Horikawa and Kuo and used in their paper
(1966) were examined. Starting at incipient breaking, they measured
wave heights at known distances across the surf zone under monochromatic
wave conditions for plane smooth rubber and concrete slopes of 1/20,
1/30, 1/65, and 1/80. The wave period varied from 1.2 to 2.3 seconds
and the incipient breaker height from 7 to 27 ecm. Although not specif-
ically stated, the breakers must have spanned both the plunging and
spilling types because the ratio of wave height to water depth at incip-
ient breaking ranged from 0.63 to l.67. Over 85 waves from the 1/30,
1/65, and 1/80 slopes containing more than 750 data points were
analyzed. Data from the 1/20 slope were not included in the calibration
because the measurements were taken too far apart for the model to
remain numerically stable. The error function to be minimized is
defined by

| . N 1/2
[a(rx)-u 12/ ) ul (26)
73 I ?j)

i ez

0 = (

j=1

where Hp, is the measured wave height, Hp. is the wave height at that
location” as predicted by the numerical scﬂeme for given incipient
conditions and values of I and K, and N is the number of data points
analyzed. Attempts to best fit T and K using a non-linear least squares
iterative procedure were unsuccessful, apparently because the error
surface is too highly non-linear. However, by calculating the error at
regular intervals of K and T, a discretized error surface can be
generated whose low point occurs near the best-fit values for the
factors. The surfaces for all three slopes were found to have recurved
shapes, with the 1/65 and 1/80 surfaces also containing saddle points.
The best fit values for I and K for the three slopes analyzed are
presented in Table 2.

The best fit values for the two factors do vary with beach slope,
especially as the beach gets very steep. However, it would be
preferable to choose single values for [ and K which give satisfactory
results for all beach slopes, allowing the model to be used on beach
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Table 2 - Best Fit Values for T and K

Slope r K Minimum Error
1/80 0.350 0.100 0.1298
1/65 0.355 0.115 0.1054
1/30 0.475 0.275 0.1165

profiles of more realistic shape. Fortunately, the error surfaces for
the three slopes tested are relatively broad and flat in the vicinity of
their minimums (probably due to the reasonable scatter in the data), so
the factors can be changed somewhat without excessively increasing the
combined error. The procedure followed was to superimpose the contour
plots for each of the three slopes and find the location where the sum
of the three error values is minimized. This point occurs where:

I = 0.40, K = 0.15, and the mean error was 0.1423. It is recommended
that these values be used in situations where the bottom slope varies
over a wide range. If the beach is nearly planar, the values from
Table 2 may be used accordingly.

RESULTS AND DISCUSSION ~ LABORATORY CONDITIONS

Wave Height - Figures 5, and 6 display a representative sample of
model-predicted breaker decay as compared to the aforementioned labora-
tory data for plane beaches of 1/20, 1/30, 1/65 and 1/80 slopes. They
are dimensional plots of wave height versus still water depth. 1In all
cases, the wave decay factor K was set equal to 0.15 and the stable wave
factor T was taken to be 0.40. Bottom friction was considered negli-
gible. Each curve was generated by inputting the wave height and still
water depth at incipient breaking as given in the data, and calculating
stepwise (8% = l/beach slope (cm)) the set—up and decay profiles.

Examination of these results shows that the model developed in this
study appears to provide a good representation of breaking wave decay on
plane beaches of laboratory scale. It is important to note that the
model is in good quantitative agreement over the wide range of slopes
tested (including the 1/20 slope not involved in the calibration), even
with the two factors held constant at values that are not necessarily
the best fit values for each particular slope. Coupled with the fact
that the error surfaces are broad and flat in the vicinity of their
minimums, this indicates the proposed governing equation (2) has the
correct form, and that varying the empirical factors does not signifi-
cantly affect the accuracy when considering the reasonable scatter
already present in the data.

The line H = 0.78 h' is plotted in each of the figures, and appears
to be an acceptable description of breaker decay only for the 1/30 slope
(Figure 5). In fact, the similarity model (H ~ h') so prevalent in the
coastal literature seems to be approximately valid only for beaches of
much greater slope than those commonly found in nature. The dependence
of breaker decay on beach slope is clearly observed in this mono-
chromatic data, with the decay approaching an increasingly steeper
asymptote as the beach slope increases. The model displays the exact
same behavior, which is also explicitly derived in the closed form
solution (9) as was shown in Figure 3a. Those collecting random wave
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data in the laboratory and the

field are also beginning to 80 — T
acknowledge this behavior, Beach Slope = 1/30
which is understandably less F Fi&? 72
tractable when both breaking 60 7 |
and non-breaking waves are - [ Breaker Model Without 7
present. g Bottom Friction Losses // B
Although the range in z At AL LR ) o
wave period in the data is AR //>’ 1
limited (1.2 - 2.26 s), it W B i _
appears that wave period is W ~
not a primary factor in the g 20 ////// W
decay of wave height after -
breaking is initiated. Wave = 7
period does affect the wave e S R T T S N SN MO I B
height to water depth ratio at 85 20 40 80 80 100
incipient breaking (along with STILL WATER DEPTH, hlem)
beach shape/slope and Figure 7 - Comparison of model-
deepwater wave height) and predicted wave decay with and with-
therefore affects the shape of out bottom friction losses.
the decay profile through the
initial condition. Sench Siope-i2iz T 57
Figure 7 demonstrates the 80}~ * Doto from Bowenetal(l968) 7/
—— Model(K=025T=035) /.
negligible effect bottom friction |~——~Model(k=0i5,I-040) / 4
losses have on the wave decay profile ¢
when compared to breaking. The upper £ 7
curve is a test case of the model e B
without bottom friction. The lower 2 b
curve was generated with the same z .
conditions, except greatly exaggerated 3 N
bottom friction losses were included =
using the uncoupled scheme. The 7]
bottom drag coefficient, f, was set 55580
equal to a value (0.1) about two STILL WATER DEPTH,h'(cm
orders of magnitude greater than is
realistic for the smooth rubber and
concrete slopes used by Horikawa T T TBaach Slope=1/12
and Kuo in order for the two curves to € 29 ‘ mgggn el
be distinguishable from each other. e <= Model(K=025=0.35)
Set~down/up. - The Horikawa and % 10
Kuo data set does not include S
measurements of setdown/up in mean %
water level, and so data presented in f; OO
w

Bowen, Inman, and Simmons (1968) was
examined. Wave height and mean water
level measurements were made on a
relatively steep plane beach of 1/12
slope and the results of one test are
presented in Figure 8, along with
decay and set-down/up as predicted by
the model. It was required to set

K = 0.25 and T = 0.35 due to the

-l ! I IR R N | 1 i
%5 00 20 40 60 80
STILL WATER DEPTH,h'cm)

Figure 8 - Model-predicted wave

decay and set—down/up as
compared to laboratory data
from Bowen, et. al. (1968).

unrealistically steep beach slope. With these values, the breaker decay
now compares well, and the maximum set-up values are reasonable if the
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swash zone is neglected; however, the predicted set-down/up curves do
not follow the data. Apparently, linear wave theory does not provide a
good representation of the onshore excess momentum flux for near
breaking and breaking conditions, as might be expected. Higher order
wave theories yield significantly less momentum flux for a given wave
height than linear theory (see Stive and Wind (1982)), and this
difference is the most likely explanation for the discrepancy between
the measured and predicted set—down/up profiles.

RESULTS AND DISCUSSION ~ LARGE SCALE CONDITIONS

In order to demonstrate use of the model for waves breaking on
beach profiles containing bars, and to lend some validity to the model
for prototype situations, computations for large scale conditions were
carried out. Prototype scale beach profiles measured by Saville (1957)
in the Beach Erosion Board large wave tank were utilized and one is
displayed in Figure 9. The profile is characterized by two offshore
bar/trough systems, along with a monotonic section in the nearshore
region. Test conditions, although not completely documented, were taken
from the lab notes to be:

Wave period, T = 3.75 s

Wave height at incipient breaking, Hp = 1.83 to 1.98 m

Location of primary breaker line = 75.6 to 78.0 m from datum

Location of secondary breaker line = 39.6 m from datum

Mean sediment diameter, D = 0.2 mm
In applylng the model, T was set equal to 0.4, but with K = 0.15
conditions would not permit the broken wave to reform and break again as
stated in the lab notes. It was necessary to increase K to a value of
0.2, due to the extremely steep seaward faces of the bars - much steeper
than those found in nature. Following the procedure described by
Kamphius (1975) and assuming the bottom was not rippled, the bottom
friction factor, f, was found to be approximately 0.005. Initial runs
showed that bottom friction caused decay only on the order of
millimeters, and friction was again left out of the model for this
test. The distribution of model predicted set—down/up and wave height
are shown in Figures 9a and b respectively. Note that the wave reaches
the stable criterion in the deepest portion of the outermost trough as
might be expected, shoals on the inner bar until the incipient condition
is again attained (at a location close to that quoted in the lab notes),
and then breaks continuously until the shoreline is reached.

The results of the application of the model under large scale
conditions seem reasonably valid, at least in a qualitative sense. The
example has demonstrated the ability of the model to describe wave
breaking and reformation - a commonly observed process on natural
beaches. The predicted wave decay and set~down/up profiles are con-
tinuous and well-behaved until the mean water depth becomes quite small
(h < 0.25 meters), where a swash zone model would be more appropriate.

SUMMARY AND CONCLUSTIONS

Based on laboratory data collected by Horikawa and Kuo (1966) for
regular wave conditions, the parameters found to most affect the decay
in wave height due to breaking in the surf zone are the ratio of wave
height to water depth at incipient breaking, and the beach slope.
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Figure 9 ~ Test of wave transformation model at prototype scale on large
wave tank profile from Saville (1957).

Wave-induced set-down/up in mean water level plays a smaller but by no
means trivial role in governing the shape of the wave decay profile,
egpecially in the inner region of the surf zone. The similarity model,
H ~ h', commonly used by the coastal profession appears to be reasonable
only on steep beaches (1/20 to 1/30 at laboratory scale), and the “0.78"
criterion predicts with marginal accuracy only for a 1/30 slope.

The model developed herein appears to qualitatively and quantita-
tively describe wave transformation in the surf zone due to shoaling,
breaking, and reformation over a wide range of beach slopes (1/80 to
1/12) and incipient conditions (0.63 < (H/h)y < 1.67). Closed form
solutians neglecting set—up and bottom friction for the idealized
profile shapes of a flat shelf, plane slope, and “equilibrium” beach
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profile provide valuable insight because the apparently correct depend-
ence on beach slope and incipient conditions appears explicity. The
best-fit values of the two assignable parameters in the model, I and K,
were found to be relatively constant for beaches encompassing natural
slope ranges (1/80 to 1/20). The greatest assets of the model are its
simplicity and ease of application. Although it is most successful on
profiles of monotonic shape, it is also employable when multiple
bar/trough systems are present.

The model predicts maximum set—up values with reasonable accuracy
for test cases presented by Bowen, et al. (1968); however, it does not
describe the distribution of set—down/up across the surf zone
satisfactorily.

From calculations based on the work by Kamphuis (1975), it can be
concluded that bottom friction plays a negligible role in wave decay in
the surf zone for most naturally occurring conditions when compared to
the effects of breaking and shoaling. Bottom friction could be
significant in nearshore regions that have very mild slopes or rough
bottoms. This same conclusion was reached by Thornton and Guza (1983).

With the knowledge gained from this regular wave model, the
irregular wave problem found in nature can now be investigated with
greater insight and confidence.
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CHAPTER SEVEN

Modeling Turbulent Bore Propagation in the Surf Zone
David R. Bascol and Ib A. Svendsen?
Abstract

Initial efforts to numerically simulate surf zone waves by using
a modified form of the nonlinear shallow water equations are des-
cribed. Turbulence generated at the front of the moving bore-like
wave spreads vertically downward to significantly alter the velocity
profile and hence the horizontal momentum flux. This influence of
turbulence is incorporated into the momentum balance equation through
a momentum correction coefficient, o which is prescribed based in part
upon the theoretlcal a(x) distribution beneath stationary hydraulic
jumps. The numerical results show that with a suitably chosen a(x)
distribution, the equations not only dissipate energy as the waves
propagate, but also that the wave shape stabilizes as a realistic pro-
file rather than progressively steepening as when the nonlinear shal-
low water equations are employed. Further research is needed to theo-
retically determine the appropriate a(x,t) distribution.

l. Introduction

The transformation of breaking and broken waves in the surf zone
is the dominant factor in the hydrodynamics of nearshore circulation,
runup and sediment transport. Development of rational theories to
describe breaking waves is just beginning.

After the moment the plunging jet strikes the onrushing trough,
the wave undergoes a rapid transition in the region termed the outer
surf zone (Fig. 1). Soon a bore-like shape appears which is main-
tained onto the beach or onto a bar profile as long as the depth de-
creases. This inner surf zone region involves the propagation of un-
steady bores of non-constant form as they shoal, dissipate energy and
create a mean water level setup on the beach.

This paper describes initial efforts to numerically model surf
zone waves by using a modified form of the nonlinear shallow water
equations (SWE) with additional momentum flux induced by the mean
velocity profile through the bore. Numerical integration is by the
fininte~difference method and emphasis is on the many factors in-
fluencing the numerical results when compared with laboratory data.

1Professor, Civil and Ocean Engineering, Texas A&M University, College
Station, TX 77843.

Professor, Institute of Hydrodynamics and Hydraulic Engineering
(ISVA), Technical University of Denmark, Building 115, DK-2800,
Lyngby, Denmark,
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An early approach to this problem idealized the moving bore front
as a sharp discontinuity in the flow and used a "shock-fitting" proce-
dure from classic hydraulic jump theory across the front (Meyer and
Taylor, 1972, give a review). Others (Lax and Wendroff, 1960; Hibberd
and Peregrine, 1979) rely on numerical viscosity induced by the coarse
grid resolution at the front to produce a dissipative effect. Both
methods do not permit details of the front wave shape nor internal
dynamics to be resolved and consequently the wave propagation celerity
is questionable.

As physically demonstrated by Peregrine and Svendsen (1978), tur-
bulence is generated at the "toe"” or front of the moving bore and
spreads vertically to significantly influence the velocity profile in
this high shear flow region. Madsen and Svendsen (1983) quantify this
concept to develop an analytical model for steady flow, classic
hydraulic jumps or moving bores on constant water depth, Turbulence
closure 1s by a one—equation (k—g) theory for transport of turbulent
kinetic energy. The mixing-length is related to the turbulent wedge
(Fig. 2) spreading from the surface at the toe and adjusting the simi-
larity velocity profile in the downstream direction. Four dependent
variables result that require solution of the depth-integrated contin-
uity, total momentum, energy, and potential core-region momentum
(Bernoulli) equations.

These ideas and methods were generalized and extended to un-
steady, non-permanent form, propagating bores by Svendsen and Madsen
(1984, in review). 1In a fixed frame of reference, a hyperbolic system
of four simultaneous partial differential equations result. Addition-
al turbulence closure relations are also required. Specification of
the boundary conditions becomes difficult for the numerical solution
of the four equation system. Without turbulence, the four equations
reduce to the SWE.

In the present paper we only consider the depth-integrated equa-
tions of continuity and total momentum and include the influence of
turbulence on the momentum flux through a momentum correction coeffi-
cient, o which is prescribed. The purpose is to show that with a
suitably chosen o(x) - distribution, the equations will not only dis-—
sipate energy as the waves propagate, but the wave shape will stabi-
lize as a realistic profile instead of progressively steepening as
when the ordinary SWE are employed.

The basic equations of the four equation system are summarized in
Section 2, where the theory for the two equation method is also pre-
sented. Section 3 summarizes the theoretical o{x) - distribution in
steady jumps and what has been postulated for a non-constant form,
periodic bore wave including the model used in this paper. The numer-
ical model is discussed in Section 4. Section 5 gives the results of
some laboratory measurements of inner surface zone waves used as input
boundary conditions and to check the numerical experiments as discus-—
sed in Section 6.
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2. Theory — Basic Equatioms
For non-permanent form propagating bores in a fixed reference
frame, the four equation system employed by Svendsen and Madsen (1984)

is (see Fig. 3) in conservation form:

conservation of mass,

T + Qx =0 2.9
conservation of total momentum,

Qe+ ( [wrdz+£qd®) = gdhy (22)
conservation of mean energy, "

Ey+ (Be)y =D (2.9)

and the
momentum conservation in core region,

(u.o £ + We (uo),( + 9 le =0 (24')
where:

volumetric flowrate per unit width,

QUxt) = § udz (23)
total water depth,

dxt) = h(x)+ n(xt) (20)
energy density per unit surface area,

E(xt) = f':% uzdz +59n* 27)
flux of energy through a vertical slice,

Ee (xt) = SQ:i widz + onQ 29
loss of mean energy to turbulence,

I)(X;t) ".jj:a7ap %E? dz (239

with us(x,t) the velocity in the lower constant-velocity, core region
beneath the turbulent wedge with u'w' the Reynolds shear stresses re-
sulting from the turbulence and correlated by ensemble averaging. The
subscripts y or ¢ means partial differentiation with respect to x or
t.

The primary assumption is that the horizontal length scale of the
motion is much larger than the vertical scale so that the vertical
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momentum balance is omitted and consequently a hydrostatic pressure
distribution is taken. Normal turbulent stresses in (2.2) and bottom
generated turbulence and shear stress are also neglected.

To solve the four equation system (2.1-2.4) requires relating the
turbulent shear stress, u'w' to the mean flow properties. The turbu-
lence closure methods employed permit local nonequilibrium between
turbulence advection and dissipation, but further details are beyond
the scope of this paper.

This system (2.1-2.4) with closure represents one possible exten-—
sion of the nonlinear shallow water equations (SWE) that includes the
effects of turbulence.

Another approach as followed in this paper is to only invoke the
following two, depth-integrated conservation laws:

conservation of mass,

Ny + Qy = 0 (2.10)

and
conservation of total momentum,
%
Qe * (z +-‘Z-gd )x = gd hy (21
where:

momentum flux density,

n
2
I(xt) = X w*dz (2.12)
and the effects of turbulence are now singarilary brought in through
I(x,t) which itself only depends on the mean velocity profile
u(x,z,t)., All the assumptions in the four equation system are retain-
ed. The problem reduces to finding I(x,t).

One possibility is to introduce a momentum flux correction coef-
ficient, a(x,t) so that

&
= 2.13
I(xt) = =3 (2.13)
where d 7
— 2
x(xt) =25 | utd (2.4
Q4
Now the problem is to find w(x,t) for non-permanent form, surf zone
waves. When o(x,t) = 1.0, the SWE are recovered and the front face

continuously steepens with no turbulence effects since the velocity
profile remains uniform. In real propagating bores, water spills down
the front face generating turbulence at the toe and creating a strong-
ly non-uniform velocity profile, so that behind the toe a(x,t)>1.0.
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3. Velocity and o-Distribution Models

It is instructive to review some typical u(z) profiles and re~-
sulting o values as shown in Fig. 4. A log profile in uniform, open
channel flow (Fig. 4b) gives o - 1.05 (Chow, 1955). The roller of a
hydraulic jump causes a flow reversal (Fig. 2 and Fig. 4c) and sig-
nificantly enhances the total momentum flux. The extreme case is a
complete flow reversal (Fig. 4d) which essentially doubles the momen-
tum flux created by each half.

The velocity distribution u(z) employed for this paper is the
similarity profile used by Madsen and Svendsen (1983) for steady
jumps:

W - We
F(o‘) = 0sG@s | (3.1)
where
a ____2__-5_61__ be=d-a (B.2)

with ug(x,t) at the free surface, and b(x,t) the width of the turbu-
lent wedge. The choice of f(c0) depended somewhat on the turbulent
closure and a third order polynomial of the form

flo)=-AT3+ (1+A)T? 3

with A = 1.4 was found to give a good fit to measured mean velocity
profiles for a wide range of inlet Froude numbers, Flz = ulz/gdl, with
uj,dy the entrance jump conditions.

The o-distribution that results from the Madsen and Svendsen
(1983) theory is found by putting (3.1-3.3) into (2.14) to give

() =§[l+m0-¢9] <-4 69

with d(x) part of the solution for the jump profile. Here o, (x) is
the distribution for a steady hydraulic jump or a moving bore on a
horizontal bottom in a relative coordinate system moving with the bore
celerity (Fig. 2). Some typical distributions of or(x) for Flz = 3.0,
3.95 and 8.0 are shown by the solid line in Fig. 6.

For a fixed coordinate system (Fig. 3) and the o (x) required by
(2.11) and (2.13) it can be shown that

ot (x) = (%)4 (o(,--l) + ) G9

For example, when Flz = 3 (a weak jump) and at n/h = 0.3, then 0 =
142 and o = 3.2. The turbulence significantly alters the velocity
profile and enhances the momentumn flux.

For constant form steady jumps and propagating bores, the water
depth gradually increases so that oy gradually rises above 1.0 to a
peak value o, within the jump at some distance xp from the toe then
gradually decreases back to 1.0 downstream. This 1s shown



TURBULENT BORE PROPAGATION 105

-u
. y __;%‘ Uy

u(z) u(z) u(z)

[+] [+] V] [+]

(a) Uu==CONSTANT (b) u(z)=LOGARITHMIC (c) u(z) REVERSES (d) FULL REVERSAL

0=1.0 o = 1.06 a>1.0 0>>1.0

Fig. 4 Some velocity profiles and resulting momentum coefficients.

constant
form

constant

non.; form
constaont
\ torm
)
\\\J
N\ \\ \
toe  Znon hneor
shollow water Terest  Msingte

bore

Fig. 5 Schematic variation of momentum coefficient o with downstream
water surface elevation n. (after Madsen, 1981)

Steady Hydraubc Jump
~- Mode/ No.1
+ Model No.2

Fig. 6 Typical momentum coefficient distributions. The solid line is
for the hydraulic jump. The dashed line (Model Wo. 1) is for
a propagating wave-like bore of nonuniform shape, Model No.
2 is a variation not tested.
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schematically in Fig. 5 (from Madsen, 1981) and for typical values in
Fig. 6. The theory was exercised for a large range of F12 values and
least squares curve fitting employed to find that for constant form
Jumps

Xp (FP) = 0.098 F*+0.902
and %p (F2) 03F*+0.05 |F%s4 (34)
PLTT= ) 00833F%+0.92 JF2o 4 @7

But what is the ar(x) distribution beneath non-permanent form,
surf zone waves? Experimental evidence (Svendsen, et al., 1978) sug-
gests that surf zone waves have similar-shaped fronts but changing
backs as the broken wave shoals and dissipates energy up a slope.
Fig. 5 schematically illustrates that non-constant form waves have an
ap(x) distribution that must return to 1.0 as n(x) also decreases.
This suggests an Op-distribution similar to the steady, constant form
jumps up to ¢, on the front side (from trough to near the crest) but
then rapidly decreasing again on the back side.

The initial, empirical ap-distribution chosen for this study was
a parabolic shape as shown by the dashed line in Fig. 6 and labeled
Model No. 1. The vertex (ap,xp) was found from (3.6) and (3.7) as key
variables in the parabolic distribution with one limb passing through
the toe (x=0, 0=1,0). A procedure to theoretically calculate the
I(x,t) distribution can be developed from the four equation system of
Svendsen and Madsen (1984). Model No. 2 (Fig. 6, dotted) was never
tested.

4. Numerical Model

An explicit, finite-difference code based on the Lax-Wendroff,
2-Step algroithm (LW2S) has been developed for numerical solution of
(2.10) and (2.11) using (2.13) and the parabolic model for the a(x)
distribution. The code uses the method of characteristics and inter-
polation subroutines to provide the needed additional boundary data.
For example, when n(t) is specified on the incoming boundary, the code
calculates Q(t) values at upper level time steps on the boundary as
required by the LW2S algorithm. At the opposite, outgoing boundary a
radiation boundary condition together with excessive numerical dissi-
pation is introduced over a short reach to prevent wave energy reflec—
tions.

A large number of initial and boundary conditions with o(x,t) =
1.0 giving known analytical solutions for simple cases were employed
during development and testing to insure the validity of the code and
given confidence in the results.

The toe location was a key variable in the model since the para-
bolic a-distribution began from this point. For a steady jump or con-
stant form bore the toe is well defined since fixed in space. For the
non—-permanent form bore on a sloping bed, Svendsen and Madsen (1984)
used as initial conditions a permanent bore starting seaward of the



TURBULENT BORE PROPAGATION 107

slope with well defined toe. They then propagated the toe point it~
self at a celerity calculated by

c=08x 4 Qi-Q )
x ;= Ria
as a first order, upwind difference with j as the first grid point be-~
hind the toe.

For surf zone waves the toe position is ill defined since the ap-
proaching trough is a continuously varying curve. The toe position
for these initial tests was heuristically taken midway between the
trough (maximum negative n ) and the maximum front face slope. This
was from observations in the laboratory that showed the toe point
slightly up the curved trough. The toe position was then reesta-
blished by this procedure each time step rather than propagating the
initial toe position. This method proved to be expensive on the com-
puter and caused problems as discussed in Section 7.

To numerically calculate F;2 and hence ap and x, to derive the
a=-distribution, (4.1) was employed to calculate C, but with j at the
point of maximum slope. The relative volumetric flowrate, Qy was
found from

Qm = cd - Q (4.2)

and finally

2
3
Fl = -—?3‘5 (4. 3)

with d and Q taken at the trough position to give an overall, repre-
sentative value of Flz.

5. 1ISVA Experiments

Results of laboratory experiments at the Institute of Hydrodyna-
mics and Hydraulic Engineering (ISVA), Denmark as performed by Hansen
(1980,1982) were adapted for numerical testing. The experiments were
made in a 60 cm wide, 32 m long and 36 cm deep (SWL) wave basin with a
1:34 plane sloping beach. Twelve wave gages spaced throughout the in-
ner surf zone monitored the change in wave height and shape. Of the
twenty test runs available, one test with wave period, T = 2.22 sec
and initial, "deepwater” wave height, Ho = 10 cm was selected for
numerical simulation. Within the surf zone, surface wave measurements
averaged over 20 waves at the first gage (CHANNEL 00, Hi = 5.48 cm)
became the boundary data as input into the numerical model.

The experimentally measured results of this particular test (Run
No. 201) are summarized in Fig. 7 for relative variation of wave
height, H/Hi versus distance up the slope and in Fig. 8 for the wave
shape at four selected locations. The last gage (CHANNEL 1l1) was
located 2.8 m from the first gage (CHANNEL 00). Fig. 8 shows rapidly
changing back side slopes of these waves whereas the front slopes are
relatively unchanged. The wave is clearly of non-constant form.
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Fig. 7 Relative wave height versus position up the beach for run no.
201. (courtesy J.B. Hansen, 1982)

50
CHAN 00
40 |- — — CHAN 04
—~-— CHAN 07
30 |- —— CHAN 11

n from MWS (mm)

-0 | | I L I ] I !
-0.5 —~-0.4 ~0.3 =-0.2 -0.1 0.0 Q.1 0.2 0.3 04 0.5

Fig. 8 Variation of wave shape at four locations for run no. 201.
(courtesy J.B. Hansen, 1982)
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Further details regarding the facilities, instrumentation and

data anlaysis procedures employed can be found in Hansen and Svendsen
(1979).

6. Numerical Experiments

The numerical experiments investigated the initial shape and wave
height changes and celerity of the broken wave (labelled CHAN 00 in
Fig. 8) as it shoaled and¢ dissipated energy further up the beach. The
detailed wave profile used as input boundary conditions is shown in
Fig. 9. An arbitrary, smaller wave was placed in the "numerical"” wave
basin as initial conditions to avoid a completely "cold start” condi~
tion. Mean water depth (MWS) from the laboratory experiments which
included wave induced setup was used as datum.

For an incoming wave length of about 2.5 m, the use of Ax = 0.025
m gave roughly 50 grid intervals per wave for the staggered computa-
tional mesh of the LW2S scheme. This resulted in very low numerical
dissipation. The At =.0.014 sec was determined by using the maximum
expected wave celerity together with the Courant number, Cr<l.0 res-
triction inherent in all explicit numerical schemes. As a result, for
a wave perod, T = 2,22 sec, N = 80 time steps correspond to about one-
half a wave cycle. The shoreline (d = 0) is about 3.3 m from the in-
put boundary or at a grid index j = 133.

Fig. 10 is a baseline test result. It shows a wave propagating
from left to right up the beach for the case when a(x,t) = 1.0 for all
time and space and represents a solution to the SWE. The wave shoals
and a secondary wave forms behind as the front face steepens. No mec-
hanism exists in the numerical model to dissipate energy. The reason
for the formation of the secondary wave is unclear but may be due to
the original input wave shape (Fig. 9); the nonlinear advection term
in the SWE creating harwonic components or, there being no real mec-
hanism in the model to dissipate higher wave number energy. Running
longer caused the scheme to go unstable. Fig. 11 demonstrates the use
of a numerical smoothing filter on these results where

n

S = Y5, +Q-2¥)n + ¥} ()

with vy = 0.125, and using the filter every other time step (NR=2) or
every ten time steps (NR=10). The use of this filter smoothed out the
smaller oscillations and permitted the scheme to run beyond a full
wave cycle. The crest elevation at N=80 is 0.063 m and 0.046 after
filtering. This filter behaves as an energy dissipative mechanism to
remove higher wave energy (like turbulence) and changes the front face
slope but not the phase speed of the wave.

Figures 12 and 13 show analogous plots but now with Model No. 1
used for the parabolic o ~distribution beneath the wave crest so that
a(x,t) varies in space and time. The effect of broken wave generated
turbulence alters the velocity profile to enhance the momentum flux
beneath the wave crest and behind the toe of the bore. Fig. 12 in-
cludes the numerical filter (NR=10) to give a smoothed, clearer pic-
ture of the wave shape changes. The wave is seen to initially shoal
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in crest elevation (while dissipation takes place) and the trough ele-
vation also rises. This is felt to be due to the initial conditions
in the numerical basin. Beyond N=70, the numerical wave has esta-
blished some type of equilibrium within the basin and dissipation
dominates. Fig. 13 shows the wave shape after N=80 time steps (one-
half period) and demonstrates that high wave number oscillations
(solid line) are still present when no numerical filtering is employ-
ed., Clearly, Fig. 13 reveals that the o-distribution model must be
responsible for the wave crest elevation reduction for now TNpay =
0.045 m as compared to Myzx = 0.063 m for the SWE (a=1.0) and the un-
filtered results. It is also evident in Fig. 13 that additional
numerical smoothing actually increases the front face steepness while
smoothing out the higher wave number oscillations. Thus although both
the a-distribution mechanism and the numerical smoothing effectively
result in energy dissipation, the general wave shape changes are pri-
marily controlled by the a(x,t) model.

This is demonstrated further in Fig. 14 for three different
widths of the a-distribution model. The results again show the wave
shape at N=80 with numerical filtering included. The width of the
parabolic o-distribution is arbitrarily doubled (XWF=2) and trebled
(XWF=3) and this results in a significant change in both the crest
elevation and slope of the front face. The o-distributions are also
shown below the wave with the toe located as discused in Section 4.
Widening the «o- distribution is seen to flatten the front shape.
Entirely different results would be expected if the initial toe posi-
tion were itself propagated as part of the solution procedure.

The thick solid line in Fig. 14 is from the measured laboratory
results at a comparable position in space. The wave profile in time
was converted to a space profile using the celerity of a local mea-
sured bore wave as reference. This wave was taken from the CHANNEL 05
position (see Fig., 7) so that the comparison is not exact. The mea-
sured shape in Fig. 14 is only included to give some rough idea of how
the numerically calculated wave compares with that reported from the
laboratory measurements.

7. Summary

This paper summarizes initial efforts to model surf zone wave
shoaling and energy dissipation through the use of a semi-~empirical,
momentum correction coefficient distribution, o(x,t) in the nonlinear
SWE. The qualitative trends are correct in that energy is lost and
the wave shape stabilizes rather than steepening. The numerical model
can be improved by independently propagating the initial toe position
as part of the solution procedure and by the development of a more
rational theory for the «(x)-distribution beneath the wave. In addi-
tion, many more waves need to be propagated through the numerical
basin to reach an equilibrium state as found in the laboratory basin
in order to make a proper comparison., Some additional energy loss
occurs in boundary layer shear that should also be accounted for in
the numerical model.
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Further research is needed to theoretically determine the appro-
priate o(x,t)-distribution.
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CHAPTER EIGHT

EXTREMAL STATISTICS OF STORM SURGES BY TYPHOON

* *k
Yoshito TSUCHIYA, M. ASCE and Yoshiaki KAWATA, M, ASCE

ABSTRACT

The objective of this paper is to propose a new approach based on
the direction of the typhoon track for determing the probability of
occurrence of extremal tides due to storm surges, as well as their
return period. The study includes the effects of periods in tidal data
and of tidal variation stemming from extensive reclamation along coasts
on the fitness of the extremal data to probability density functions.
The method is justified by application to an analysis of the probabili-
ty of occurrence of storm surges in Osaka bay.

INTRODUCTION

Storm surges generated by typhoons have caused extensive damage at
estuaries facing the Pacific Ocean in Japan. Historically, we know
that there have been many storm surge disasters. There are records of
188 such disasters in certain zones between 701 and 1865, and 100 more
have been recorded since 1865, It is, thus, clear that there is a high
probability of occurrence of large storm surges in Japan during the
typhoon season,

Unfortunately, methods available for the estimation of the return
period of an abnormal tide have not as yet been completely established.
This 1is due to not only the limited availability of long-term tidal
data (usually more than 100 years are needed for reliable design pre-~
dictions), but also the inaccuracy of absolute ground elevation mea~
surements coupled with land subsidence in coastal industrial regions.
Moreover, the hydrodynamic behavior of storm surges in the estuaries
may have changed due to large-scale reclamation along the coast during
the last two decades. To overcome these limitations and inaccuracies
in the data, much effort has been expended. Generally, the extreme
tidal data do not conform to any probability density function. There~
fore, the main objective of these investigations is to discover why
systematic divergence from the theoretical probability distribution
curves appears at extreme tidal values. Fiihrboter(1978) tried to
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115



116 COASTAL ENGINEERING — 1984

explain this discrepancy as the nature of time-dependent tidal data
and proposed a hypothetical model for practical use. Graff et
al.(1978), Pugh et al.(1978), DeYong et al,(1975) and Tayfun (1979)
discussed the joint probability of astronomical tides and storm surges
after excluding their trend effects, even those for annual maximum
anomaly which is a highly random occurrence relative to the astronomi-
cal tide. However, no one has successfully shown significant agree-
ment between the data and any probability density function.

REARRANGEMENT OF DATA AND TRADITIONAIL ANALYSIS
[a] Outline of the data

In Osaka and Kobe, tidal observations have been made since 1900
and 1927 respectively. During the Showa Era (since 1925), there have
been three large storm surge disasters, in 1934, 1950 and 1961, A map
of the region is shown in Fig, 1, Firstly, the characteristics of
extreme tidal data in Osaka and Kobe such as the highest tidal level,
the maximum anomaly and the lowest tidal level (not very widely used)
need to be discussed in detail.

1] Highest tidal level: Fig. 2 shows the annual variation in the high-
est tidal levels in kobe and Osaka,including those in Tannowa and
Kushimoto. The data for Osaka covers the longest period, but the data
before 1946 is guestionable for two reasons. One 1is the correction of
ground level due to land subsidence. Local benchmarks, which in most
cases corresponded to the original Osaka Pile, cannot be completely
corrected from records of land subsidence. For Kobe, however, the
correction of ground levels was made by the Kobe Marine Observatory.
The other reason is the malfunction of an old tidal gage. A few slip
between the pulley and the measuring rope connected to the float are
needed to be justified, but attempts have as yet been unsuccessful.

~=*"Kushimoto

Ocean
L 330
134° 135° 136°

Fig. 1 Location map of study area
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Fig. 2 reveals that the highest tidal level has exceeded 2 m T.P.
(Tokyo Pilel four times since 1925. The highest tidal levels in Osaka
and Kobe were recorded in 1934 (Muroto typhoon) and the second highest,
in 1961 (Daini-Muroto typhoon). Third and fourth highest were recorded
in 1950 (Jane typhoon) and for Typhoon 6420. There seems to be a
periodic variation of three to five years and to be characterized by
the group occurrence of storm surges between the end of World War I and
1970, This period will be studied by time series analysis in a later
section. The data from Tannowa show the locality of storm surge genera-
tion and the influence of the typhoon path as in 1964 the rise of the
sea level due to the typhoon was not marked in comparison with those in
Osaka and Kobe. In Kushimoto, meteorological tides due to storm surges
on the open coast affected the records. Therefore, it is valuable to
have a boundary condition when the numerical simulation of a storm

surge is attempted.

2] Maximum anomaly: Data for the annual maximum anomaly generated by
typhoons and cyclones (low pressure) have been recorded since 1928 in
Osaka and since 1931 in Kobe. Both have a few gaps, but from the
historical reports of storm surges during these gaps, it has been
determined that no large storm surges could have hit the area then. An
annual maximum anomaly of over 2m was recorded four times in Osaka due
to the large typhoons mentioned, but in Kobe there was only one re-
corded incidence, in 1934. This is proof that the probability of a
storm surge disaster occurring in Osaka is much higher than in Kobe.

3] Lowest tidal level: The period covered by the time series data for
the lowest tidal level is the same as for the highest tidal level.
There are no extreme peak values, as for the highest tidal level and
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Fig, 2 Annual variation in the highest tidal levels in Kobe
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maximum anomaly. The occurrence of extremely low tides depends on the
northwesterly monsoons in December or January. The low tidal levels due
to the resurgence of a storm surge are not significant in comparison
with those in monsoon season.

[b] Extremal statistics by traditional methods

To obtain the return period of occurrence of a storm surge, tradi-
tional methods of extremal statistics are usually applied to data such
as the highest tidal level and the maximum anomaly. Originally, these
methods were applied for the analysis of the statistical characteris-
tics of other hydrological events, such as precipitation and river
discharge. It has always been held that the fitness of data to any
probability density function depends chiefly on the sampling size. For
the application of extremal statistics, the period of the tidal records
must wusually be much shorter than the return periods. For practical
use, however, the design tidal level or the maximum anomaly has to be
determined in order to take countermeasures against storm surges. In
any analysis, some risks are inevitable, so that slight overestimates
are preferable for engineering application.

A statistical analysis of storm surges in Osaka has already been
carried out by Nachi (1972)., Now, about ten years of new data can be
added to the o0ld ones and improvement in the fitness due to this
increment in the amount of data is studied in this section. A Gumbel
distribution and a log-normal distribution have already been found to
give a relatively reasonable description of the tendencies of the data.
They are used here for the analysis of the new data set with ayx -square
test of fitness.

1] Highest tidal level: Figs.3(a) and(b) show the occurrence of
highest tidal level in Osaka and Kobe on the probability papers of a
Gumbel distribution and a log-normal distribution with Thomas plot. No
distribution could follow the tendency of the data exactly because,
especially for very large tidal levels, the discrepancy is remarkable.
The statistical characteristics of the data from Osaka are very similar
to those from Kobe, Comparison of these results with Nachi's fails to
show. any improvement in the degree of fitness. It is, therefore, con-
cluded that the degree of fitness of the data to a probability density
function does not necessarily depend only on the period of the data
recorded,

For further improvement, rlihrb&dter proposed a new method of treat-
ment for tidal data which had been recorded for over 120 years in West
Germany. In the method, he has not described any physical background
for selecting the annual highest tidal levels every two or three years.
It was, however, shown that the estimated tidal levels corresponding
to the 100 year return period approach a constant value with the incre-
ment in sampling years. Fig. 4 shows the results in Kobe by applying
this method. The same characteristics are recognizable in Osaka. The
method includes the smoothing of annual variations in the highest tidal
level, so that the clearly small sample size leads to a rough predic-
tion of the return period of storm surges.

2] Lowest tidal level: Fig., 5 shows the probability distribution for
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the occurrence of lowest tidal
levels in Osaka and Kobe. The data
fit well into a Gumbel distribu-

tion, This agreement has never been
found in any other extremal statis-
tics for tidal data except for the
lowest tidal level., Annually, the
lowest tidal levels occur in Janua-
ry or in December. During these
months, the northwesterly monsoon
blows continuously for one or two
days after reaching a stable dis-
tribution of atmospheric pressure
(in this situation, an anticyclone
stagnates in western Siberia and a
developing cyclone slowly moves
eastward in the central part of the
Japan Sea ) causing extraordinarily
low tide. Under these circumstances,
the lowest tidal 1level can be
treated as statistically indepen-
dent variables. This will be dis-
cussed later with the time series
for the lowest tidal 1level, The
effect of sampling interval on the
return period is not evident as has
already been shown in Fig. 4.
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3] Maximum anomaly: Fig. 6 shows the probability distribution for the
occurrence of the maximum anomaly. The discrepancies between the data
and theoretical curves are marked, as for as the highest tidal level,
The scattering of the data in Osaka resembles that in Kobe, so that on
the basis of the physical background of storm surges, the occurrence of
the maximum anomaly may be analyzed.

[c) Effect of tidal observation period on degree of fitness

The tides have been recorded for more than ten years since the
last study done by Nachi(1972), However, in spite of this increase in
the available sample size,
the degree of fitness of 41
the data to the probability
distribution did not im- 300
prove as was hoped. Thus,
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course, part of this difference in fitness.,

one of the probable explanations for this discrepancy is the
effect of marked reclamation along the coast in Osaka Bay. Reclamation
was rapid in the 1960's and since Osaka is located at the northeast end
of the bay, as shown in Fig, 1, the effect is easily amplified. If the
characteristics of the data have statistically changed due to this
reclamation, it is necessary to divide them into two groups, for exam-
ple, into the annual extremal values before and after reclamation., At
the same time, the statistical independency of the data has to be
justified. For example, if periodicity is to be found in the number of
typhoons and cyclones which hit or move alongshore, the tide will
consequently include their influences to some degree and careful edi-
ting should show the periodicity.

Attention must also be paid to changes in tidal characteristics
due to differences in the wind fields along the tracks of typhoons.
When a typhoon passes the west side of the bay, it results in a large
storm surge by strong winds blowing over the sea counterclockwise.
Therefore, the effect of wind drift on sea water accumulating in the
semicircle 1s more remarkable than that in a western one. In this
process, the influences of solid boundaries, such as the geographic
shape of reclaimed areas and the general direction of coastlines, are
also significant.

INFLUENCE OF RECLAMATION ON TIDE AND ITS TREND
[al Influence of reclamation

Fig. 7 shows the cumulative curve for reclamation on Osaka Bay.
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Osaka Bay

The survey covers the coast between Akashi and Tannowa, a distance of
about 90km. The acceleration in reclamation in the 1960's was a result
of the rapid economic growth in Japan. According to an environmental
white paper, natural beach, such as Nishikinohama and Suma beaches,
occupies less than two percent of the length of the coastline. In gene-
ral, the coast can be divided into rectangular areas of reclamation
having sides less than several hundred meters in length continuocusly
located along the coast. In small strips, behavior of storm surges may
be amplified. In Kobe, man-made Port Island and Rokko Island are
relatively large in comparison with the reclamated areas in Osaka, so
that the former unevenness in shape is not remarkable enough to make
small rectangular strips of reclaimed areas.
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It is very difficult to estimate quantitatively the effects of the
reclamation on the tide because changes in astronomical tides are a
slowly varying phenomenon. However, every tidal observations are car-
ried out close to coast, and so the geographical boundary conditions
must surely affect the tidal measurements. For this reason, changes in
tidal constituents are first discussed on the basis of a comparison of
predicted and observed tides, and secondly, the annual variation in
high water level in the spring tide during typhoon season (July to
September) is studied.

Fig. 8 shows the annual changes in the amplitude and phase angle
of the tidal constituent M2 in tidal predictions. In Kobe, the changes
are trivial, but in Osaka, an annual increase in the amplitude and a
decrease in the phase angle can be seen, Other tidal constituents such
as S2, K1 and 01 have also been found to have similar clear trends in
Osaka. In order to confirm this phenomenon, further investigation is
required, but at present, it can be surmised that the cumulative influ-
ences due to wide reclamation near Osaka have changed the behavior of
the tide.
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Fig. 9 shows the annual variation in the high water level of the
spring tide during the typhoon season since 1930. A period of three to
four years is evident in Osaka and Kobe with no phase lag between the
two places. This phenomenon has also been detected at other tidal
observation points around Osaka Bay, but the variations in amplitude
are smaller than those in Osaka and Kobe. Probable factors which gene-
rate these variations, that is, the influence of typhoons and the mean-
dering of the Kuroshio along the southwest coast of Japan have been
investigated with field data; however, it appears that they do not
contribute to this periodic variation in the high water level.
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Next, hourly changes of the tide are studied to see if the recla-
mation could be causing the unusually high water levels. Fig, 10 shows
the hourly changes in the tide in Osaka for four days around the spring
tide of august 14 and 27, 1965, The discrepancies between the pre~
dicted and observed tides are clearly greater just before and after the
spring tide. Such systematic discrepancies are usually observed during
the rising stage of a tide. Moreover, flattening of the high tidal
level peaks in the spring tide has been pointed out by the Kobe Marine
Observatory since 1970, which almost coincides with the construction
of Port Island in Kobe. Therefore, the tide may be under the influence
of the reclamation

The above invesgtigation gives the gquantitative effects of the
reclamation on the tide and shows that the tidal level tends to be
amplified by a rapid increment in reclaimed areas.

{bl Time series of tide and its trend

Trends may be included in the time series for extremal values,
such as the highest tidal level and the maximum anomaly. Such trends
are due to long-term natural changes or to artificial impacts, such as
rise of sea level or reclamation along the coast, land subsidence, etc.

The trend index is given with the rank correlation by

7 =«/ﬁt2§3_:m—N(N*1)/zJ/«/NTN"—‘D“(5NT57 (b

in which J is the number of samples,ni the number of events larger than
&, after the occurrence of x.. If IT>1, the time series includes an in-
creasing trend. On the contrary, if IT<-1, there is a decreasing
trend. In the case of the highest tidal level, IT is 2.08 in Osaka and
~0.78 in Kobe. The same tendency can be detected in the lowest tidal
level, but there is no trend in the maximum anomaly for either place.
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Fig. 10 Hourly changes in tide in Osaka
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When the trend is detected, it is usual to eliminate it from the
data by applying a polynomial expression. However, it is also evident
that in the future, the situations affecting the tidal level will
inevitably change. Reclamation, as mentioned affects the characteris-
tics of the tide, but the trend that results will change again with
more reclamation, Moreover, the rising trend of the highest tidal
level in Osaka is due to a group occurrence of storm surges after World
War T. In this paper, therefore, the trend due to natural factors
are also included in the analysis.

Fig. 11 shows the auto~ and serial-correlation <coefficients of
time series of the extreme tidal data in Kobe. From this fiqure, it is
recognized that the maximum anomaly changes in periods of four, twelve
and fourteen years., This situation is almost the same in Osaka. The
reason this clear periodicity exists is mainly due to the characteris-
tics of typhoons as the external force causing storm surges. Fig, 12
shows the auto-correlation coefficients of the number of typhoons
generated and the number of typhoons which struck. The observation
period of the data is the same as in Fig. 1l1. A periodicity of four,
twelve and sixteen years can be found in the number of typhoons which
struck. This result has also been confirmed by analysis with a periodo-
gram, It is clear that the occurrence of the maximum anomaly strongly
depends on characteristics of typhoons approaching Japan.

Another problem is revealed by this analysis. When the maximum
anomaly is not made up of statistically independent variables, as shown
in Fig. 12, it is, in a strict sense, impossible to apply the theory of
extremal statistics, but as Gumbel (1957) said, it is reasonable that
the probabilistic distribution of statistically dependent variables has
some of asymptotic characteristics found in independent variables.
Therefore, practically speaking, extremal statistics is also applicable
to the maximum anomaly.

EXTREMAL STATISTICS OF STORM SURGES
[a] Changes of tide with typhoon track

As already pointed out, acceptable fitness of the highest tidal
level and the maximum anomaly to a Gumbel distribution is not obtain-
able by traditional methods. The investigation shows that the shortness
of the observation period is not always the main reason for the dis-
crepancy between the observed data and theoretical distribution curves.
On the contrary, for the lowest tidal level, the fitness of the data to
a Gumbel distirbution or a log-normal distribution is good.

For improvement in the degree of fitness, the process of tha
occurrence of an extremal tide should be studied. Most extremal data,
except those in recent years, are due to typhoons. In the east area of
the typhoon track, in which the moving speed of a typhoon is superposed
on the gradient wind, strong wind are blown. Therefore, storm surges in
the east semicircle are generally larger than those in the west one.
Thus, the extremal data can be divided into two groups according to the
directional characteristics of the typhoon tracks. Weather charts can
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be used to clarify the position of typhoons.

Fig, 13 shows the auto correlation coefficients of the highest
tidal level in Kobe when the typhoon tracks are considered. The charac-
teristics of variation of the auto-correlation coefficients differ from
those shown in Fig. 12 where the directional characteristics of the
typhoons are not considered, This situation is the same in Osaka.
Furthermore, comparison of the auto-correlation coefficients for west-
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bound and eastbound typhoons
shows that their phases are
different. At the same
time, the auto-correlation
coefficients of the highest
tide due to a cyclone are
quite different from those
due to typhoons, Therefore,
the typhoon tracks and the
source of generation of the
highest tidal level govern
the characteristics of the
time series. In other words,
the highest tidal level data

are usually composed of
three different ensembles,
so that it is difficult to

make a single law of extre-
mal statistics,

From a practical point
of view, the data associated
with a westbound typhoon is
the most important among
them because it corresponds
to the generation of big
storm surges. In the case of
eastbound typhoons, however,
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limit of wind speed in their west side, a scale of storm surges may be
under certain level.

Fig. 14 shows the auto and serial correlation coefficients of the
maximum anomaly for westbound typhoons. In comparison with Fig. 13, the
overall characteristics of the maximum anomaly in Osaka are governed by
the typhoons which pass through its western side. 1In the figure, the
data are divided into two groups, Just before and after 1950. In both
groups, an eleven-year period can be seen, This periodicity coincides
with that of the typhoons striking Japan.

{bl Extremal statistics of storm surges

Fig. 15 shows the probability of occurrence for the maximum anoma-
ly generated by typhoons passing through the western side of the bay.
From this figure, it is clear that the fitness of the data to a Gumbel
distribution or a log-normal distribution improves in comparison with
Fig. 3. In Fiy. 16, data smaller than 50cm are included in order to
obtain a larger sampling period. Every newspapers, weather charts and
meteorological reports show that there was no storm surges at those
years. The fitness of the data in Fig. 16 also improves over that in
Fig. 15. From these figures, it is clear that Osaka is more susceptible
to storm surges than Kobe. In this analysis the distance between the
eye of a typhoon and the tidal measuring points has not been included.
Its consideration would further improve this method.
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The frequency distributions for the highest tidal level in Osaka
analyzed by the method proposed here are shown in Fig. 17. It is found
that the fitness of the data to a Gumbel distribution is fairly good in
comparison with Fig. 3. 1In particular, the scattering of the data is
much improved for portion of relatively large tidal levels generated by
typhoons passing through the western side of the bay. For eastbound
typhoons, a certain upper limitation for the highest tidal level can be
observed. Therefore, this classification of typhoon by track contri-
butes much to the improvement of fitness.

CONCLUSIONS

We have developed a method for estimating the occurrence probabi-
lity of abnormal tides by considering the characteristics of typhoon
tracks. It is clear that the fitness of the data to any probability
density function cannot be improved by lengthening the period of tidal
data or by taking into consideration the effects of extensive reclama-
tion on characteristics of tides. It is concluded that this method has
high applicability for determination of the return periods of abnormal
tides due to storm surges.

The study reported here was supported by Grant-in-Aids for Scien-
tific Research from the Ministry of Education, Science and Culture of
Japan, under Grant No., 302027.
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CHAPTER NINE

BAYWATER RESPONSE TO TSUNAMIS

Tetsuo Abe*

ABSTRACT

To investigate the transient characteristics of the tsunami-induced
oscillations, records of tsunami caused by the Off-Miyagi earthquake in
June, 1978 were analysed on the basis of theories on stationmary and non~
stationary stochastic processes. The stationary spectra show the average
feature of the phenomenon. Discrepancies, however,are recognized between
the first half oscillations and the second half oscillations during the
tsunamis. Besides, the energy densities of non-stationary spectra do not
always indicate stationary value at the periods which correspond to the
predominant ones of the stationary spectra. These suggest that tsunami-
induced oscillations are translative.

1.0 INTRODUCTION

Tsunami waves are basically generated by dislocation of sea-bottom in
earthquakes of magnitudes of over 6.5. Waves which attack the coast give
greater height as the magnitude of an earthquake increases. Such waves
are still in the dispersive process even at the coastline, because the
source regions of tsunamis which attack the Japan Island are usually at
the western slope of the Japan Submarine Trench and the distance to the
coast is nearly the same order of the breadth of the source. Moreover,
these waves are transformed by reflection and refraction superimposed by
shelf resonance and the edge waves to give complicated dynamic phenomena
near-coast offshore region( Iwasaki(4) ).

Dynamic phenomena such as baywater oscillations have been of
considerable interest to coastal engineers in relation to engineering
evaluation of structures against tsunami disaster. Many researchers have
treated them so far, both theoretically and experimentally. Consequently,
the understanding of the response of water bodies to external disterbance
has progressed greatly. However, less attension has been paid on the
investigations based on the actual tide gauge records, because of the
limited amount of the tide gauge stations and tide gauge records avail-
able in ordinary bays. So that the detailed behaviours of actual bay
oscillations were not so well investigated and the verification of
experimental or numerical results by observed data is often hindered.

Then, the transient process of baywater response to tsunamis should
be investigated based on the observation data, which is the object of
this study.

2,0 OUTLINE OF THE OFF-MIYAGI TSUNAMI IN JUNE, 1978

The Sanriku Coast is the name of the coast which is situated in the
northeastern part of the mainland of Japan facing the Pacific Ocean and
stretching from 38°N to 41.5°N in latitude. Although this coast is famous

* Professor of Tohoku Institute of Technology, 35/1 Yagiyama~Kasumicho
Sendai 982, JAPAN.
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by the inundation of tsunamis and a lot of tsunamis attacked there in
the past, there were only three cases for which scientific records were
obtained among those which originated off this coast and severe damage.
They were the Sanriku Tsunami in 1896, the Sanriku Tsunami in 1933 and
the Tokachi-oki Tsunami in 1968. Thus, data acquisition of tsunami waves
is not easy, because earthquakes of magnitude of over 7.0 are very much
seldom.

In 1978, small tsunamis were caused by an earthquake of the magnitude
of 7.4 which originated off the coast of the Miyagi Prefecture, the
southernmost part of the Sanriku Coast, at 17:14 on June 12. Its source
was reported to be at 142°14'E longitude, 38°10'N latitude and about 25
km deep. According to records of the present tsunamis, the initial motion
of tsunamis was in the upward direction at the whole stations in the
Sanriku Coast, suggesting the uplift of the sea-bottom in the tsunami
source area. The tsunami source area which was estimated by using the
adverse refraction diagram was reported by Iwasaki and Mano(5) as shown
in Fig. 1, of which the longer axis of 65 km lies in the E-W direction
and the shorter ome of 50 km lies in the N-S direction, roughly along a
bathymetric line of 600 m deep.

As to the Miyagi district, Hatori(3)reported two historical tsunamis
as shown in Fig.l. These tsunamis caused by the earthquakes of magnitude
of 7.5 and 7.4, respectively, whose seismic intensities were inferred
from old documents. The present area of aftershocks coincided with the
wave source area of the historical tsunami caused by the earthquake on
October 21, 1861. This historical tsunami caused waves of 3 to 4 m high
at Ryori near Ofunato Bay. However, wave heights of the present tsunamis
were small in compare with those in 1861. The maximum height was only
about 1.22 m at Onagawa Bay and about 1.18 m at Kesennuma Bay in the
north of the Miyagi Prefecture. Generally speaking, historical tsunami
were generated at the similar locations to the source regions of recent
tsunamis. Then, the area in the sea near the Miyagi district may still
be considered a region of relatively high tsunami risk, because mno
conspicuous tsunami has been generated in this region since 1861, as
pointed out by Hatori(3).
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Fig. 1 Tsunami heights and tsunami source areas of the 1835 Tenpo and
the 1861 Bunkyu earthquakes inferred from.old documents by Hatori
(3 ), and the tsunami source area caused by the Off-Miyagi
Earthquake in 1978 as defined by Iwasaki and Mano( 4 ).
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3.0 STATIONARY CHARACTERISTICS OF THE BAYWATER RESPONSE TO TSUNAMIS

3.1 Stationary Spectrum of Oscillation by Tsunamis

Onagawa Bay and Kesennuma Bay were selected for the analysis of gauge
records, because the tsunami heights at two bays were relatively high in
compare with those of other stations in the Sanriku Coast. Besides,
Onagawa Bay was just located near the present tsunami source area and
Kesennuma Bay was just opened to that. In Onagawa Bay, there are a tidal
gauge station at the head and a tsunami observatory of the Earthquake
Research Institute, University of Tokyo, at Enoshima Island offshore of
the bay. In paticular, Enoshima data may be used to estimate the spectral
characteristics of wave offshore. In Kesennuma Bay, there is a big island
inside the bay, so that the bay is almost like a long and narrow bay.

Table 1 shows the general discription of wave data and Fig. 2 shows
the time sequence records of water level, namly tsunami waves, which were
deduced from gauge records by subtracting meteorological tides estimated
by the moving average method. Wave data at Onagawa and at Kesennuma were
divided into two parts, ''before the tsunamis'' and "after the tsunamis”
Furthermore, data after the tsunamis were divided into '"first half" and
"second half" for the spectral analysis on the basis of stationary
stochastic process.

Spectrum is a widely used idea for presenting the constitution of a
given time series. Wave oscillations originated in the open sea or
induced within the bay are, in fact, typical time series in nature. There
are several methods which can be used to estimate the spectrum of the
stationary band-limited time series. The " Maximum Entropy Method " as
introduced by Burg(2) is used here. This method is very convenient for
the analysis of tsumani waves, because it can produce a highly resoluted
spectrum with accurate frequencies and power estimates, even for the
observed time series with very few samples.

For a given stationary time series,the maximum entropy power spectrum
is defined by the following power spectrum, S(f), which maximizes the
entropy of the given time series:

2
Loy
S(6)= — . (1)
mzo Ym+1 K+lexp(12ﬂfm t)
Hereafter, S(f) is called MEM-spectrum, where 02 and Y are the

variance of prediction errors and the predictlon error fmi%ér %or the
filter number K+l, respectively. M is the number of the maximum
correlation lag, and f is the frequency. The actual time step, At, was
determined by the chart speed of tide gauge. Since At was selected as 5
min, the maximum frequency available is 1/15(HZ), that is, the minimum
period available is 15 minutes here. The frequency range was, then,

Table 1 Tide gauge stations and analysis data

Bay Onagawa Kegennuma

Tide gauge station Enoshima Onagawa Kesennuma

Time origin {t=0) After Before After the tsunami Before After the tsunamj.

the the First half |Second-half] the First half|Second-half

tsunami, tsunami data data tsunami data data

June, 1978, JST 12th 16:00/11th 18:001 12th 16:00{13th 6:00{11th 14:00[{12th 17:00{13th 6:00

Sampling time (At) 1 5 minutes 5 5 S S S S

Nuwper of data (N ) 169 265 169 289 324 156 145

Number of filters{K ) 15 20 15 20 20 14 14
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divided into 100 unites, which enabled the calculation of MEM-spectrum.
The number of filter terms was tentatively selected by the "Final
Prediction Errors Standard", and the optimal one was decided so that the
spectrum would include the first mode which had been estimated by a
preliminary test with fewer filter terms.

Fig. 3 shows the MEM-spectra of Onagawa Bay, where the broken line
was derived from the first half data after the tsunamis &t Enoshima near
the bay mouth and chain line is the one at Onagawa in the bay head. In
this spectra, ordinate of S(f) is normalized such that 100 and 1 are the
reference maximum and minimum values of spectra. According to the results
of Onagawa, there are four predominant oscillation modes during the
tsunamis. Their periods are 41, 32, 18 and 13 minutes. The oscillation
of 41 min is the basic mode along the bay axis, whose node exists near
bay mouth. The oscillation with the period of 18 min is corresponding to
the first longitudinal mode, whose node exists near the branched bay at
the bay head as reported by Aida(l). The oscillation with the period of
13 min may be corresponding to the second lateral mode between two
branched bays. Spectra of Enoshima show four peaks at the period of 43,
26, 18 and 12 minutes, The predominant oscillation period 43 min shows
that the water oscillation at Enoshima, although the tide gauge station
is considered to be located at the open sea,is affected by the existence
of Onagawa Bay. The oscillation of rather longer period is evidently
reflecting the effect of the continental shelf off Onagawa Bay. Enoshima
is located at the mouth of Onagawa Bay and was just on the edge of the
present tsunami source area. So, the spectra at Enoshima may provide
information on the waves in the tsunami source area. The oscillation of
the period of 26 min seems to be related to the waves in the present
tsunami source area. However, further data and considerations are needed
to specify it. The oscillation energy is developed mainly with respect to
the basic mode. Their magnitudes at the bay head are much higher than
those at the bay mouth.
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Fig. 3 MEM spectrum of Onagawa Bay, where the broken line is
derived from the first half data after the tsunami at
Enoshima, and the chain line at Onagawa.
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Fig.4 shows the MEM-spectra at Onagawa and Kesennuma. The spectra at
Onagawa show the several predominant oscillation periods of 38, 27, 18
and 15 minutes for the wave data before the tsunamis invade; for the
first half data after the tsunamis, those of 41, 32, 18 and 13 minutes;
and for the second half data after the tsunamis, those of 37, 30, 16 and
12 minutes, respectively. The oscillation of 38 min is the basic mode
along the bay axis and the oscillation period of 18 min is corresponding
to the first longitudinal mode.The oscillation with the period of 15 min
is corresponding to the first lateral mode.It represents the interaction
of oscillations in two branched bays, named Onagawa Harbour and Gobaura
Bay, and may be considered a lateral oscillation between these two bays.
By the intrusion of tsunamis,the basic mode with the period of 38 min in
ordinary times before the tsunamis is slightly shifted to the longer
period range, 41 min, in the first half of the tsunamis; and to shorter
period range, 37 min, in the second half of the tsunamis,suggesting that
the position of node moves toward the open sea; and moves back into the
bay during the tsunamis. The oscillation energy is especially amplified
in the basic mode in the first half of tsunamis. One of another tipical
facts is that rather remarkable rise in the spectrum is recognized at
around 71 minutes in the final stage, evidently reflecting the effect of
the continental shelf off Onagawa Bay.

As to Kesennuma Bay, three remarkable peaks were noticed at 52, 33
and 19 minutes in the spectra derived from data before the tsunamis; Two
remarkable peaks were noticed at 50 and 32 min in the first half data
after the tsunamis; and at 59 and 30 minutes in the second half data
after the tsunamis. The largest period is corresponding to the basic
oscillation mode of the bay whose node exists near the bay mouth, and
the others are related to the oscillations near the bay head. However,
the response features are different from the ones of Onagawa Bay. In the
first stage of tsunami times, the mode at the period of 19 min disappears
and the others are slightly shifted to shorter periods of 50 and 32 min.
The energy of the basic oscillation is especially developed in this
stage. It can be said that the location of the node of the basic mode
moves into the bay and moves toward the open sea by the intrusion of the
tsunamis.

3.2 Numerical Analysis

In contrast to the spectral analysis of the observed wave data, a
theoretical investigation on the resonant oscillation in Onagawa Bay
would be done in this study. Through this investigation, a discrete set
of natural oscillation modes of Onagawa Bay and the corresponding
relative wave heights at every point inside the bay are estimated, from
which the system function of the baywater oscillation system can then
easily be found. Furthermore, on the basis of the power spectrum of the
waves observed at Enoshima near the bay mouth, the response power
spectrum at various sites inside the bay can also be estimated.

Records of wave gauge set in bays show very much different behaviour
in each locality where the gauges are set. It is the influence of the
local features, the transient nature of the incident waves and the bay
dynamics. From the foregoing statement, a simple concept is realized that
the occurance of the baywater oscillations, at least, is concerned with
two parameters; one is the natural periods of the bay, the other is the
period range of the incident waves. For the case of a long and narrow bay,
only longitudinal oscillations are importance. Then, the natural period
of the first mode of free oscillation on continental shelves or bays is
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calculated by T=47¢ /60Vgh (min.) ,where h and £ are the average depth and
length. However, tsunami-induced oscillations in bays are different from
the free oscillations. They should be considered as forced oscillations.
In this study, the basic equation used to analyse numerically this
problem is the Helmholtz equation, which describes the spatial variation
of the linear oscillation in a bay; that is,
the long wave equation for periodic waveszis
Lny+ln, L2, (2)
ox 9x oy 3y ot? ‘

where ¢ is the surface elevation, g is the acceleration of gravity. To
obtain a solution of the steady oscillations for the bay, we assume that
the induced wave oscillation is a simple harmonic; that is,

C(x,y,t)=A(x,y)exp(ict) (3)
where ¢ is the angular frequency. Then, the long wave equation is
converted to the well-known Helmholtz equation;

3 9A ) 3A o, _
aX( h 5;—) + 5;( h 5}‘) +‘—g— A =0 C4)

To solve this equation is then equavalent to finding out the unknown
function A(x,y). In this study, one of the numerical methods, that is,
" Finite Element Method " is used to solve that equation. Then, the
solution of the Helmholtz equation is finally converted to the problem
of solving an eigen-value system given by

[ k1{ay-a[u] {A} =0 (5)
at the entrance of the bay and

with the boundary conditions of A=A

0
LLY 0 at the rigid boundary, where a=c? , {A}: unknown node value

on m (k) m (k)
vector, [K] = I [K] : the stiffness matrix, [M] = I [M] : the mass
k=1 k=1

matrix.

The solution domain defined in this study covers not only the
confined water area, but also some area of open sea. In fact,the seaward
boundary of the domain is just located at the edge of the bay mouth and
the width of the extended part is almost the same as that of the confined
part. The domain was divided into 98 triangular elements with 71 nodes.
According to the above definition of the solution domain, the seaward
boundary is assumed to be the entrance and all the otherg are taken as
rigid boundary.

Next, from the Fourier analysis, we know that

- 2
Sy(f) = |H(E)| 5 (D) (6)

where H(f) is the Fourier transform of the impulse response function of
a given system; S _(f) and S (f) are the power spectrum functions of the
input x(t) and thé output y{t), respectively. Then, the output power
spectrum can easily be computed if the input power spectrum and the
system function are given. An example of the system functions of Onagawa
Bay referred to Enoshima has been computed and the power spectrum of the
waves observed at Enoshima has also been estimated as shown before.
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Fig. 5 shows examples of the system function and the power spectrum
estimated in this way. From this figure, it can be seen that the oscilla~
tions of natural mode theoretically obtained for Onagawa Bay are those
with the periods of 38.5, 14.8, 9.0 and 7.9 minutes. Among them, the
oscillations with the periods of 38.5 and 14.8 min are almost the same as
the predominant oscillations of the first half after the tsunami records
of Onagawa. The system functions say that oscillations on the bay and
harbour cause greatly the amplification of oscillation energy at the bay
head. Table 2 is the summary of the results of spectral analyses and
numerical analyses on the stationary characteristics of the tsunami-
induced oscillations, including the results reported by Aida(l).

H S
(“max) (Tmax)
100
100 38.5min. . 38.5min.
7.9 min.
5o |- 50 L
14,8 min.
9.0min
168min, 79min.
o o -9.‘(L)min
[ R W ] 11 Il
65010050 30 20 © T (min) 651005 30 20 10 ¥ {min)
(a) System function (b) Computed power spectra

Fig. 5 System functions and computed power spectra at Onagawa
in Onagawa Bay.

Table 2 Perioda of osclillations in Onagawa and Kegennuma bays

Pexjod(minatea)
Tide gauge Oacillation on Oacillation Y
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WEIENE| E| ESE{ SE{ F Ll Tl L2 ’1‘2
Cbservation (Long-period waves)* 98-120 36, 18.1]14.4]12,8]10.01 9.0[8.0
% NumerIca. 40,7 |18.111400]12.1110.0] 3.0[8.0
Enoshima Thservation|After tsunamla) First half LK) 18 17
(Tsunamis)
|onagawa Obaervation|Before tsunamis 38 P7[18 |15
( is) [After mmis|First half 141 B2J18 13
Second hal k)Y 37 R0 6|17
[Namerical model 30,9 14 9.017.3
seiche: T=4%/60/qh (min.) 97f 76]77] 83] 89| 8
[Kesennuma Opservation[Before tsunamis 52, 35, 19
E { {a) [Aftex S| Firat half] 50, 32
Second half
Selche: T=44/60/gh(min.) 155[ —]72] -] 80
¥; and F: fundamental mode; L)Ly Tongltudinal 1st and 2nd wodes Ty Tyt Iateral lat and 2nd
Remarka modes| after Aida( 1) ).
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3.3 Amplification Factor

Fig. 6 shows the amplification factors at various sites within
Onagawa Bay relative to Enoshima, which are directly estimated through
the computation by using the numerical model based on finite element
method as a set of natural oscillation modes and corresponding relative
wave height vectors. The amplification factor at the period of 38.5 min
is corresponding to the basic mode of the bay and the part at the period
of 7.9 min is respect to the harbour resonance. However, values of the
amplification factors seem to be large.

Then, the amplification factor at Onagawa relative to Enoshima( i.e.
bay head vs. bay mouth) was computed from the MEM-spectrum at Enoshima

,8.(f), and at Onagawa, S (f) with the assumption of no reflection at

the bay mouth; that is,

/CL1+3) 8,(8)
R(f) = ————r (7)

55D

where P=0 (without reflection). The results are shown in Fig.7 and Table3
, from which the amplification factors estimated from the MEM~spectrum
in this way seem to be explained, to a reasonable degree, by the relative
tsunami heights obtained from the tsunami records which are shown in
Table 4. They are very much dependent on the oscillatory periods.

40 Ideshima
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20
/5ast o in)|Sendai ,-
38.54 9.0} T(min)Sendal “A 0 o
38°27'N 14.8 7.9+ / pay
Onagé:va tide gauge »
station (3 —-26'N,l4l°27_'E) ° Tokyo PACIFIC
~, OCEAN
t Takashl. Location Map
N b
i I i / Ogaizaki

_ Enoshima tsunami gauge
Oishihara station(38°24'N,141°36'E

38°23'N - | /

Nonohama -+ 0

o ] v
141°27'E ” cami 141° 34'E
30

Fig. 6 Amplification factor at various sites within Onagawa Bay
relative to Enoshima.
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Pig. 7 Amplification factor at Onagawa(bay head) vs.
Enoghima ( bay mouth), which is derived from
the MEM-spectra for the first half data after

the tsumamis.

Table 3 Amplification factor at Onagawa relative to Enoshima,for
predaminant periods of oscillations derived from MEM-spectra.

Tq 12

Period(min.) |45

32 129 {26 |19

18 |15 |13 |12

Amplification
factor

2.3

8.8111.5/6.2/1.4] 5.2

3.9/ 8.7/8.0/3.0

Table 4 Relative tsunami heights at Onagawa vs. Enoshima

[fram tide gauge records].
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Water bodies on the continental shelf and in a bay usually oscillate
by themselves. Such water oscillations are excited more by tsunami. The
mechanisms of the wave amplification have been mainly considered to be
energy concentration and resonance. The former has been discussed by
Green's law and as to the latter, there are many solutions of the steady
state oscillations for bays with various topography. However, as 1 was
saying just now, the results are still unreliable enough to apply to the
tsunami~induced oscillations, because of their transient characteristics
as pointed out by Mano(7).

4.0 NON~STATIONARY CHARACTERISTICS OF THE BAYWATER RESPONSE TO TSUNAMIL

Through the results of stationary spectrum, discrepancies were
recognized between the first half oscillations and the second half
oscillations. It will suggest that the further advanced considerations
on the characteristics of the baywater oscillations due to tsunamis will
be needed. Then, in order to investigate a non-stationary stochastic
time series, a so called " instantaneous Fourier spectrum " was used,
which represents the constitutions of the given time series at each time
steps. The definition and the estimation scheme of the instantaneous
Fourier spectrum which adopted in this study are as follows:

Let x(t) be a given non-stationary time series, and let y_(t) be
outputs through a series of system functions H (f). In linear systems,
the following relationship is well known( Papoulis(8) ).

Y () = H_(£) X(D) (8)

where X(f) and Y (f) are the Fourier transform of the input x(t) and the
outputs y_(t) of the system, respectively. Taking inverse transforms of
these separated transform functions, Y (f), respectively, the outputs
are then derived as n

y () = JLTK(DR (Hexp(i2nft) df (9)

This set of time functions referred to different frequency indicates the
components of the given time series at every time step. The envelpoe of
these time functions is, then, defined as the instantaneous Fourier
spectrum, F(f,t), in this study( Kamiyama(6) ).

To estimate this instantaneous Fourier spectrum, the system function
with the Gaussian type is assumed here, i.e.,

f—fn 2
H (£) = exp( -0 ) (10)

n

Because the parameter 0 and the band width of the frequency Af_can not
be determined uniquely, values of o and Af_were chosen as 50 Znd 0.15,
respectively, after the several trial tests. Furthermore, the numerical
Fourier integration were carried out based on the well known " fast
Fourier transform method .

Fig. 8 shows the instantaneous Fourier spectra at Enoshima in Onagawa
Bay. According to the results,oscillation in the period range between 43
and 49 min, in which the basic oscillation mode of the bay is included,
are at first excited remarkably. As time was elapsed, the energy was
slightly transferred to shorter spectrum bands. Spectra in the period
bands between 25 and 35 min are also developed, which corresponds to the
waves in the present tsunami source area. The energy densities depend on
the oscillatory periods. However, they do not always keep the constant.
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Fig. 9 shows the instantaneous spectra at Onagawa. It is quite
natural that the energy density before the tsunamis invade is very small.
However, the oscillation energies are excited remarkably by the intrusion
of the tsunamis. In the first half after the tsunamis, two remarkable
oscillations around 39 to 43 minutes and 33 minutes are noticed in which
the natural period of the bay is included. After that, at the 3rd wave,
the above two remarkable oscillation modes become much more clear with
the center periods at 31 and 41 minutes, respectively. And at the 4th
wave, the oscillation becomes simple with the center period of 41 min.
The oscillation energies in the range between 31 and 41 minutes occupy
the major portion of baywater oscillations, and the period of these
oscillation modes changes slightly with the lapse of time, which suggests
the energy transfers among these modes. And the results agree with the
ones of the stationary spectra.

Fig.10 shows the instantaneous Fourier spectra at Kesennuma. Although
the spectral energies in the period range 45 and 51 min are excited by
the intrusion of tsunamis, the oscillatory mode is relatively simple. The
predominant oscillation with the center period at 53 minutes is noticed,
which is corresponding to the basic mode of the bay. However,as time was
elapsed, the energy is gradually transferred to shorter spectrum band
and the oscillations are superimposed to give complicated spectra.
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Fig. 8 (a) is energy densities in contour plotted by elapsed time t
and periods T(min.). Values of energy density function F(f,t)
were normalized O(minimum) to 99(maximum). (b) is the time
history of instantaneous Fourier spectra plotted for the
predominant periods of oscillation in the stationary spectra.
And (c) is the instantaneous spectra at 4 instants selected
from the time sequence records of water level, which
correspond to from the lst wave to the 4th wave.
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5.0 CONCLUSIONS

Stationary and non-stationary characteristics of tsunami-induced
oscillations in bays were mainly investigated on the basis of records of
tsunami caused by the Off-Miyagi earthquake in June, 1978. The estimated
stationary spectra show that the main part of the oscillation energy is
included in the basic mode and the secondary mode of oscillations based
on the locality of bays, including the effect of continental shelf. The
predominant period of these modes shifts to longer and/or shorter period
ranges with the lapse of time, suggesting that the position of node moves
toward the open sea and moves back into the bay during the tsunamis. The
energies of non-stationary spectra do not always indicate stationary
value at the periods which correspond to the predominant ones of
stationary spectra, because of the transient characteristics of tsunami
waves. Then, the results of the steady state oscillations are still not
reliable enough to apply directly to the tsunami-induced oscillations.
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1. INTRODUCTION

A model hurricane is defined by a model pressure profile, which is
the same in all radial directions from the center of the hurricane. The
model describes concentric circles of constant pressure known as isobars
The slope of the pressure profile gives the pressure gradient used in the
gradient wind equation, together with other considerations determines the
time history moving hurricane wind and pressure fields. The appropriate
model hurricane can then be coupled with various other models for the
determination of design criteria such as wind, waves, currents, wave
forces, storm surge, wave run-up, coastal flooding and inundation Timits.
Because of the many requirements for accurate output data, there have
always been concerns of the proper use of and selection of the appropri-
ate hurricane model for a particular task and location.

The primary purpose of the paper is to begin to build a guide for
determining the appropriate model to be used for a particular situation
and criteria. When the data pressure profile is available, there is no
need for a model since the slope of the data pressure profile gives the
pressure gradient, which can be used directly in the gradient wind equa-
tion. The data pressure profile can also be fitted to the most appropri-
ate model by various techniques of correlation.

After a sufficient number of data pressure profiles have been deter-
mined and correlated with various models, to determine the most appro-
priate model, then one should be able to extend the guide for better
selection of model. One can then make better use of the standardproject,
maximum probable and actual tabulated hurricane data (Rg, Pg» Pw, ¢, VF,
etc.) given in the NOAA Report by Schwerdt, Ho and Watkins (1979).

The present guide for selection of a particular model has to do with
the hurricane parameters Rg, Py, PN, and ¢ as related to the cyclostroph-
ic and gradient wind equations. For the convenience, in this paper R is
the radius of maximum cyclostrophic wind as distinguished from Rg, the
radius of maximum wind in the report by Schwerdt, et al. (1979). The

147
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parameters determined by data pressure profile analysis are:

1. R = radius of maximum cyclostrophic wind,

2. PR = pressure from the data pressure profile at R, and

3. MAX [rdP/dr] = related to the maximum cyclostrophic wind and
determine the location of R.

2. DATA PRESSURE PROFILE

The data pressure profile is determined from the cyclone weather
chart, and is an average of eight traverses from the center of the cy-
clone crossing identical isobars to the last closed or nearly closed iso-
bar. The average distance r is plotted versus the corresponding isobar
pressure. This method of analysis eliminates or at least minimizes the
distortions in the isobar pattern due to personal judgement in construc-
tion of the isobars, possible effects due to forward motion to the cy-
clone and blocking effects due to adjacent pressure systems or Tand
effects. The net result is a cyclone having concentric circular isobars,
the definition of a model cyclone.

The step-by-step procedure is simple and straightforward in this
method of analysis. A smooth S-curve is constructed through the data
points, defining the data pressure profile. It is not necessary to have
a complete data pressure profile, including Pg and Py, which can be cal-
culated by theory depending on choice of the model. The pressure gradi-
ent is a smooth profile through points calculated from the slope of the
data pressure profile. The cyclostrophic profile is calculated from the
smooth pressure gradient profile by multiplying corresponding points of
the slope of the pressure profile by the radial distance r. Some fine
tuning may be required to increase the accuracy in the range of radius
of maximum wind, which can easily be estimated at a distance equal to
about twice that of the maximum or peak of the pressure gradient profile,
which occurs at the inflection point of the data pressure profile.

Three important parameters are then determined as follows:

1. R = radius of maximum cyclostrophic wind at max [r dp/dr],
2. max [r dp/dr] at R, and
3. PR the pressure from that data pressure profile at R.

It then follows by theory that Pg and PN can be calculated from the
following relations:

APg = Py -~ Pg = 1/C) max [r dp/dr] (1)
Po = Pr - C2 APy, and (2)
Py = Pg + APg (3)

where C7 and Cp are theoretical constants depending on the choice of the
model.

The theoretical maximum cylostrophic wind speed can be determined
from:

Ve = VT/pg MAX [rdP/dr] = K vMAX rdp/dr (4)

where pg = air density of PR at r = R, radius of maximum wind.
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Eq. 4 is independent of choice of model, and K = 18.7 to 19.3 for all
pressure profiles.

A11 theoretical pressure profiles will be in agreement with the data
pressure profile at PR, R, and max [r dp/dr] by the very nature of the
analysis of the cyclone weather charts. Furthermore all model pressure
profiles will be in very close agreement with the data pressure profile
over the range of 0.5 R<R<1.5 R approximately, but there will be devia-
tions outside this range. A high correlation will always be achieved be-
tween data pressure profile and model pressure profile because of the
above range in agreement, but the choice of the model will be that model
which has the overall best correlation with the data pressure profile,
excluding Py and Py, except when available by measurements. Spot check
data points such as Po, PN, Vmax, etc. if available by measurements
should also be considered.

Six Indian Seas cyclones have been analyzed by the above method. Re-
gression analysis between the original data of the data pressure profile
and the corresponding theoretical pressure points for BRET MODEL-X was
made, and the following regression coefficients were obtained: p=0.9890,
0.9995, 0.9993, 0.9824 and 0.9996. Figure 1 presents the example theo-
retical hurricane relations for BRET MODEL-X, and Figures 2 to 7 are the
Indian Seas cyclones data pressure profile analysis. Because of the very
nature of the method of determination of R, PR and max [r dp/dr], high
regression correlations are expected, and therefore one might reject
those cyclones for which p<0.98 or 0.99.

The choice of the
model can also be based

EXAMPLE BRET MODEL - X PN=IOI2mb Py2 962 mb in part on previous in-

T Y

T
{mb} L xnais  vestigations reported in
21012 0
wg?é*?dpﬂr ——— 100 the Titerature. By theory
{mb) R dp/dr the maximum cyclostrophic
1000 4 40 g N 80 wind speed for model
£ 1om hurricanes is given by:
MAX = —1.623
990 + 30, 9 15+ 60
ey T & MAX:%]WSM\ Ve=Ky /PN-Pp (5)
980120 g 0T 40
Por9745 II & where
970 Hhd ' 0.5% 20 172
Po2962 K1=(C1/pa) (6)
“960' 1 1 1 1 1 1 + 0
20 40 60 80 . .
T where oy is the air
—.yill.::szo RADIUS r IN NAUTICAL MILES denS'ity and gener‘a'l 'Iy

FIG. 1

EXAMPLE THEORETICAL HURRICANE RELATIONS FOR BRET MODEL - X

increases slightly with
latitude. Cy is a theo-
retical constant, depend-
ing on choice of model.

ObviousTy the choice of model depends on V. of Eq. 5 is equal to V¢
of Eq. 4.

It would seem prudent to analyze cyclones, hurricanes and typhoons
by the simple straightforward method introduced in this paper, and de-
termine a Targe number of values for R, PR and max [r dp/dr]. Pg and Py
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can then be determined for choice of model for correlation purposes.

In summary the uniqueness of this paper is the method of analyzing
cyclone weather charts to determine the three parameters R, Pr and max
[r dp/dr], the determination of Pg and PN by theory depending on choice
of model, and the correlation between the data pressure profile and the
theoretical pressure profile over the range of isobaric pressure data.

3. MODEL PRESSURE PROFILES

Besides, the Hydromet model pressure profile, there are a number of
other available model pressure profiles found in the literature. A mod-
ification of the Hydromet model was made by Holland (1980) giving a
family of pressure profiles, of which one of the pressure profiles
reduces to the Rankin Vortex model. This family of pressure profiles
has been in use with some success by Rosendal (1982).

A number of other pressure profile models from various sources are
given in the NOAA Report by Schwerdt, Ho and Watkins (1979). Fujita
(1962) proposed a different model, which Uji (1975) fitted quite well
to Typhoon Vera, 22-27 September 1959, a very large western north
pacific typhoon. Bretschneider (1982) proposed a new general form of
hurricane models, of which Fujita (1962) model is a special case.
Jelenianski (1966) used a non-dimensional surface profile corresponding
to the BRET MODEL-X non-dimensional cyclostrophic wind profile.

In summary there are two general types of hurricane models: (1) the
modified Rankin Vortex model by Holland (1980), of which the Hydromet
model is a special case; and, (2) the BRET-General model of which the
BRET MODEL-X, the Fujita model and Jelenianski model are a1l special
cases. The mathematical form of the pressure profiles for the two
families of models are:

Pr-Po _ A B [R/v]

PP, (7)
and

Pp - P _ 2|

Pm-PO‘1'1+a[ﬁ} (8)
where

Po = central pressure of hurricanes

Py = pressure at radial distance r

Po = pressure at infinite distance r

R = radius of maximum cyclostrophic wind

The constants A = B~1 and a = b'1 must always hold true to satisfy
the mathematics of the cyclostrophic wind equation.

Eq. 7, proposed by Holtland (1980), and when A = B = 1, becomes the
original Rankin Vortex model after Schloemer (1954) or before. Eq. 8 was
proposed by Bretschneider (1981) after pressure profile data analysis.
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When a = b - 1, Eq. 8 is called BRET MODEL-X. When a = b~! = 2, Eq. 8
becomes the same as Fujita model (1962).

Eqs. 7 and 8 above represent families of models that overlap. The
deviations between models have to do with (1) the size of the hurricane
as governed by the radius of maximum cyclostrophic wind, (2) the wind
intensity of the hurricane as governed by the central pressure reduction,
and (3) an assumption that there is a Tatitude affect as governed by the
Coriolis parameter. The above assumptions Tead to the introduction of a
non-dimensional Corjolis or Rankin Vortex number for hurricane classifi-
cation. Table T presents the theoretical constants K7 for four hurricane
models -- Hydromet Model, NOAA Model-I, Fujita Model-J, and BRET MODEL-X.
Table 2 presents the parameters for the six Indian Seas cyclones data
pressure profile analysis.

Table 1: THEORETICAL CONSTANTS FOR FOUR HURRICANE MODELS
HYDROMET NOAA FUJITA BRET
MODEL -HM MODEL-1I MODEL -J MODEL-X
.. rc1)1/2 (1312 1)1/2 (o Jw/z ;172
1= lpa [SIoFY {Wpa 33 Pa [m]
FOR V = KNOTS and P = INCHES Hg
66.0 61.39 67.51 76.74
Kq 68.0 63.25 69.56 79.28
FOR V = KNOTS and P = millibars
11.34 10.55 11.60 13.22
Kq 11.68 10.87 11.95 13.62

4, THE GRADIENT WIND EQUATION

The radius of maximum gradient wind and the maximum gradient wind,
respectively are not identical to the corresponding radius of maximum
cyclostrophic wind and the gradient wind at the radius of maximum cy-
clostrophic wind. The above was shown to be the case by Bretschneider
(1959), using the Hydromet-Rankin Vortex model after Schloemer (1954)
and Myers (1954). This will be true for any wind field developed from
the pressure gradient by the very nature of the gradient wind equation.

The gradient wind equation for a stationary cyclone can be given as
follows:

. . rd
Vgt g = =g (9)
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term fr Eq. 9 becomes the cyclostroph-

density
pressure gradient
follows

gradient wind speed at radial distance r from the
air

center of the cyclone
Coriolis parameter

ion as

f
ca

Vg
dp/dr

In the absence of the Coriolis
d equat

where
ic win
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V? - r.dp (10)

where V, is the cyclostrophic wind speed, resulting from the balance be-
tween the centripetal force directed toward the center of the cyclone
and the force due to the pressure gradient.

Thus Eq. 9 can be written as follows:

Vi o+ frig = V3 ()

The maximum cyclostrophic wind velocity can be obtained from
2 - 1 rdp
Ve P2 MAX [d{J (12)

where V. occurs at R radius of maximum cyclostrophic wind. Rg is the
radius of maximum gradient wind, and is somewhat smaller than R, depend-
ing on the value of fR/V; or fRg/Vc.

The most accurate evaluation of Eq. 12 would be by use of an accu-
rately determined pressure profile from data, but this is seldom possible
because of lack of sufficient data. The procedure is to best fit a pres-
sure profile to the data pressure. Then, an analytical pressure profile
or model pressure profile can be selected which best fits all the data
including the central pressure, if available. Ideally, it would be
excellent to have available the pressure at the radius of maximum
cyclostrophic wind.

Once the maximum cyclostrophic wind V¢ is obtained, then one can
obtain the gradient wind at R as follows:

Vg *+ R Vgp = V¢ (13)

or

Vg = 5 - TR+ JTZTRITFVZ (14)

As can be seen from the works of Bretschneider (1959) Eq. 13 or Eq.
14 does not give the maximum gradient wind Vg and consequently the maxi-
mum 10-meter level wind speed Vg at the radius of maximum wind. The
radius of maximum gradient wind, Rg for Vg is not the same as the radius
of maximum cyclostrophic wind R = R for Ve.

Actually Rg = Re and Vg = V¢ for the Rankin Vortex model only, which
implies that R¢ = Rg as R-0, Vg = V¢ as V-», Otherwise everything can

only be approximate, the approximation depends upon the Rankin or the
Coriolis non-dimensional number, which can be defined as follows:

Ne = fR/V¢ (15)

where
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f = the well known Coriolis parameter
R = radius of maximum cyclostrophic wind
Ve = maximum cyclostrophic wind

When Ne is very small (0.01 to 0.05) the Rankin Vortex model applies.
When Nc > 0.1 the Rankin vortex cannot apply. The problem is when does
some other model or modification of the Rankin Vortex model become
important?

What is required is to establish certain relationships between
cyclostrophic wind, gradient wind, and surface wind, usually defined as
the 1-minute or the 10-minute average at the 10-meter standard anemom-
eter level.

In sequence of maximum cyclostrophic wind V¢, maximum gradient wind
Vg and maximum surface wind Vg we have

Vg > Ve and  Vsp, = Cf Vg (16)
where Cf is the friction reduction factor.

What has not been recognized for hurricane is that the radii of max-
imum of the above types of winds are not the same. [t is very easy to
state that:

Rs = Rg < Rg (7)
In fact one can prove always for a stationary model hurricane that:
RG < RC (]8)
However it is not apparent that Rg is not the same as Rg because of
different relationships for reduction friction factors. Unlike R¢ and Rg
which are quite apparent, it is quite probable that Rg = Rs.
5. AN INVESTIGATION OF MODEL HURRICANE

To begin with, all model hurricane pressure and wind fields are
assumed to be stationary models, after which forward speed of transla-
tions are applied to change only the winds but not the pressures.

What is required here is to establish relationships for the station-
ary hurricane between Rg, radius of maximum gradient wind, VgR and R,
the radius of maximum cyclostrophic wind, V¢.

It is important to note here that Rg and not R, the appropriate
parameters to establish the radial distance at which Vg applies.

Three cases will be-worked out here: (1) the Hydromet-Rankin Vortex
model, (2) the BRET MODEL-X and (3) the Fujita model. Similar approaches
can be worked out for the other models.
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HYDROMET-RANKIN VORTEX MODEL, A=B=1
The pressure profile is given by:

Pr-Po _ _-R/r .
WP ° (19)

The pressure gradient is obtained as follows:

Py - P 2
dp _ N o (R -(R/1)
dr R [r € (20)
and the cyclostronhic wind equation by:
2 - Lrd o 1 ppy [R] GRIY
Vp = pa dr fa (PN - Po) [r] € (21)

The maximum cyclostrophic wind velocity occurs at r = R. Whence

vi = gg MAX [EQE} =

i (Py - Po) ™! (22)

1
Pa
Dividing Eq. 21 by 22 we obtain

VE o= w2 [%} {1 - R/r) (23)

Substituting Eq. 23 into Eq. 11 we obtain

Vg frvg = ve Rell - R/M) (24)

To find the maximum gradient wind Vg at radius of maximum wind RG, we
differentiate Eq. 24 and set the results equal to zero and let r = Rg.

R )

For any particular set of conditions

- const = cyclostrophic Coriolis number
€

R _

when ﬁE' = 1

fRg = fR = 0

)

T

Ve

The simultaneous solution of Eq. 25 and Eq. 14 will give the oroner
relationships between R/R and Vg/V¢ as functions of the Coriolis number
N¢ = fR/Ve.
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FUJITA MODEL, a=b-1=2

The cyclostrophic wind relationship for the Fujita model is given by

VE o= Vg = (26)

Substituting Eq. 26 into Eq. 11, the gradient wind equation becomes

2

33 |L
R (27)

E + 2 (E]T/z

In a similar manner as was done for the Hydromet Rankin Vortex model,
differentiate Eq. 27 and set d Vg/dr = 0 to find the radius, Rg of maxi-
mum gradient wind Vg

Rg|
v wWl? {7?]
6 . oos { c] (28)

VE o+ frig = VZ

e [

and from Eq. 27, let r = Rg it becomes

R, 2
W3 vE |2
Vg + fRg Vg = (29)

[ (T

The simultaneous solution of Eqs. 28 and 29 gives relationships between
fR/Vc and Rg/R.

e r

BRET MODEL-X, a=b=1
The cyclostrophic wind relationship for the BRET MODEL-X is given by:

_ 4(r R)?
v v Ry, (30)

and the gradient wind equation becomes

VEor oy = P RIT (31)
7Yy T ey X |

In a similar manner as was done for the Hydromet Rankin Vortex model
differentiate Eq. 31 and set d Vg/dr = 0 to find the radius, Rg of maxi-
mum gradient wind Vg.
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r? Y [&J -1
E_ = 8 ic_ _R_\ RG (32)
fRg fR Rg {'R 2 3
JEA + ]
(RG]
and from Eq. 31 let r = Ry, we have
wz [R]°
¢ (Rg .
VG + fRVg = (33)

[ 18

The simultaneous solution of Egs. 32 and 33 gives relationships
between fR/Vc and Rg/Rc.

Table 3 presents the relationships between the ratio of radius of
maximum gradient wind versus radius of maximum cyclostrophic wind and
the Rankin Vortex number for Hydromet Rankin Vortex model, Fujita model,
and BRET-X model. Table 3 can be used in two ways.

1. MWhere Rg is given such as for the conditions of previous studies
for the Gulf of Mexico, one can calculate the approximate R for
the maximum cyclostrophic wind, V¢.

2. Where R is obtained by analysis by pressure profiles, then Rg
can be used for the maximum gradient wind Vg.

6. NON-DIMENSIONAL RANKIN VORTEX NUMBER

The non-dimensional Rankin Vortex number, N¢ has been defined in Eq.
15. It presents the ratio between the Coriolis velocity (a fictitious
velocity) and the cyclostrophic wind velocity (a theoretical velocity)
at the radius of the maximum cyclostrophic wind velocity. When APy = PN
- Py (Eg. 1) is given in millibar, R in nautical miles, and Vc in knots,
Eq. 15 becomes

NC = 0.522 R Sin @ (34)
K /APg

where ¢ is the latitude, K = 11.3 to 11.7 depending on the air density
at PR.

Tabulated data from Schwerdt, et al. (1979) for 51 U.S. East Coast
and 71 Gulf of Mexico hurricanes were used to calculate values of NcR
from Eq. 34 using K = 11.7. There was found a wide scatter of the data
with respect to Tatitude. The average values of NcR increased from 0.05
at lat ¢ = 24°, to 0.07 at 30° to 0.165 at 41°, where existing models
probably do not apply any way. Two Towest values for Ngg were 0.01 for
Key West (1909) and 0.018 for Camille (1969), both of which can be
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Table 3: RADIUS OF MAXIMUM GRADIENT WIND VERSUS RADIUS OF MAXIMUM

CYCLOSTROPHIC WIND RELATIONSHIPS FOR HYDROMET RANKIN

VORTEX MODEL, FUJITA MODEL AND BRET-X MODEL
HYDROMET FUJITA BRET-X

R Rg Ry Rg

Ve R R R

0.0 1.0 1.0 1.0
0.01 0.9903 0.9926 0.9951
0.02 0.9809 0.9856 0.9902
0.03 0.9721 0.9787 0.9855
0.04 0.9636 0.9720 0.9809
0.05 0.9554 0.9656 0.9765
0.06 0.9476 0.9594 0.9721
0.07 0.9401 0.9534 0.9678
0.08 0.9329 0.9476 0.9635
0.09 0.9259 0.9419 0.9594
0.1 0.9192 0.9363 0.9554
0.11 0.9127 0.9310 0.9514
0.12 9.9064 0.9258 0.9476
0.13 0.9003 0.9207 0.9438
0.14 0.8945 0.9158 0.9401
0.15 0.8888 0.9109 0.9364
0.16 0.8832 0.9062 0.9328
0.17 0.8779 0.9016 0.9293
0.18 0.8727 0.8971 0.9259
0.19 0.8676 0.8928 0.9225
0.2 0.8625 0.8884 0.9191

considered as classical examples of the Rankin Vortex model. Maximum
values for the Gulf were between 0.12 and 0.15, and for the East Coast
0.15 to 0.30. NcR = 0.15 for Western Pacific Typhoon Vera (1959), and
for Hawaii Hurricane Iwa, NcR = 0.15 to 0.22. Nep = 0.052 to 0.22 for
the Indian Seas cyclones. Data pressure profiles for Vera (1959), Iwa
(1982) and Indian Seas cyclones, and also mean, minimum and maximum
values of Ngp for the U.S. East and Gulf Coast hurricanes were used to
sug?est a guide for selection of model pressure profiles, given in
Table 4.

Table 4: A SUGGESTED GUIDE FOR SELECTION OF MODEL
HYDROMET RANKIN VORTEX MODEL (Eq. 7)

A=B=1 0.0 < Ne < 0.05

A=B=5/4 (approx. est.) 0.03 < Nep < 0.08
BRET MODELS (Eq. 8)

Fujita (b = 1/2) 0.03 < Nep < 0.08

BRET-X (b = 1) 0.06 < Ncp < 0.15

NOTE: The above table is only suggested. Revisions will be in
order after sufficient hurricane analyses.
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7. SUMMARY

The radius of maximum gradient wind and the maximum gradient wind to
the corresponding radius of maximum cyclostrophic wind and the maximum
cyclostrophic wind have been carefully studied with various theoretical
hurricane models. The accuracy of the predicted hurricane wind field
heavily depends on the choice of the hurricane model. In the current
study, it found that the selection of the hurricane model are determined
by the range of the non-dimensional Rankin Vortex number. This number
presents the ratio between the Coriolis velocity and the cyclostrophic
wind velocity at the radius of the maximum cyclostrophic wind velocity.
Table 4 gives a suggested guidance for the selection of the hurricane
model. But it is only a general guide. Additional data pressure pro-
files need to be analyzed for various PR, hurricane intensive VcR, and
for different latitude ¢, as well as regional locations.
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LIST OF SYMBOLS

R = R¢ = Radius of maximum cyclostrophic wind

Rg = Radius of maximum gradient wind (corresponding to radius of

maximum wind of published data on R = Rg)
r = Distance from center of hurricane

Ve = Maximum cyclostrophic wind at R

Vp = Cyclostrophic wind at radial distance r

Vg = Maximum gradient wind at Rg

Vg = Gradient wind at radial distance r

PR = Atmospheric pressure at radius of maximum cyclostrophic wind

Py = Atmospheric pressure at radial distance r
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CHAPTER ELEVEN

Estimating Error of Coastal Stage Frequency Curves
Mark D. Praterl, A.M. ASCE, Thomas A. Hardyl,
H. Lee Butler2 M. ASCE, and Leon E. Borgman3 M. ASCE
Abstract

A computer intensive statistical procedure known as the bootstrap
has been used to estimate the error in coastal stage~frequency relation-
ships due to uncertainties in hurricane meteorological distributions.
These stage~frequency relationships are developed through the use of a
joint probability method, so that the probability of a storm event is
the product of the probabilities of the individual independent compo-
nents which comprise that storm event. The bootstrap technique provides
an estimate of the error of the stage-frequency by determining the vari-
ation possible in each component's probability distribution. This vari-
ability is due to the construction of the distribution from a finite set
of historical events. An example of the bootstrap is given and stage-
frequency results and error estimates typical of a coastal region are
shown.

Introduction

Efficiency in design of coastal protection is becoming more and
more important. Development of coastal regions, costs of damages from
storm induced water levels, and costs of protection from these waters
are all increasing. Adequate protection for coastal regions is desired;
however, due to monetary constraints what amount of water level protec-
tion that can be considered adequate becomes a question for which there
is no easy answer. Therefore, inherent in any coastal protection pro-
ject, there is a need to develop the best possible estimate of the
stage~frequency relationship for the project area, as well as an esti-
mate of the error in this relationship.

The tool in most widespread use for the development of coastal
flood frequency, especially from hurricane induced water levels, is the
joint probability method (4). However, a generally accepted method to
judge the correctness of the produced flood frequency, or to estimate

lResearch Hydraulic Engineer, Research Division, Coastal Engineering
Research Center, U. S. Army Engineer Waterways Experiment Station,

P. 0. Box 631, Vicksburg, MS 39180-0631

2Chief, Coastal Processes Branch, Research Division, Coastal Engineering
Research Center, U. S. Army Engineer Waterways Experiment Station,

P. 0. Box 631, Vicksburg, MS 39180-0631

3Department of Statistics, University of Wyoming, Laramie, Wyoming 82070
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the error of these frequencies, is not available. This paper intro-
duces a method which can be used to develop error estimates from meteo-
rological uncertainty for stage~frequency relationships derived through
the joint probability method.

This paper will first outline the joint probability method as it
is used to develop stage frequency relationships for regions whose
extreme water levels are dominated by hurricane surges. Secondly, a
computer intensive statistical tool known as the "bootstrap" (1,2) will
be introduced and a procedure will be described which uses the bootstrap
to obtain error estimates from meteorological uncertainties. Finally,
an example will be given showing the use of the bootstrap technique for
developing confidence intervals for a coastal stage-frequency curve.

Joint Probability Method

When developing a hurricane stage-frequency relationships, it is
not necessary, or even possible, to model all hurricane windfield con-
figurations that are possible in the region of interest. It is assumed
that a storm's configuration can be completely and uniquely described by
a set of parameters., Therefore, all possible hurricanes are represented
by a large number of synthetic storms, each with its own specified
configuration, defined by the values of its parameters.

Commonly, five parameters are used to describe the configuration of
a hurricane windfield (Figure 1). The central pressure deficit is the
difference between the ambient atmospheric pressure and the extreme low
pressure in the center of the hurricane, and is directly related to the
intensity and magnitude of the storm. The radius of maximum winds is
the distance from the center of the storm to the region of the strongest
winds, and 1s a measure of the size of the hurricane. The forward speed
is the storm's rate of translation. The direction of storm motion and
location of landfall determine the track of the storm.

General relationships can be expressed which relate the movement
and distribution of wind magnitudes and directions with specific values
of the above parameters (6). If these parameters can be shown to act
independently of one another, the probability of a hypothetical storm
occurring is the product of the probabilities of the component parameter
values. If independence of parameters cannot be justified, the joint
probability method and the bootstrap can still be used, but procedures
become more complex. TFor simplicity, independence will be assumed in
the following discussion.

Probability distributions for hurricane parameters are derived by
ranking historical values observed for each parameter. A plotting
position method such as the Weibull formula (3) is then used to relate
rank of parameter value to a probability of exceedance for that value
(Figure 2).

Specific values of each parameter are then chosen to represent the
entire range of parameter values obtainable in the area of interest.
These representative values are chosen through a series of sensitivity
tests by simulating the storm surge at a specified location with the
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use of a parameterized model which produces a windfield from the hurri-
cane parameter values, and a numerical hydrodynamic model. The purpose
of these tests is to determine the variability of the surge level purely
due to the variation in the value of a specific parameter. Often, all
of the other parameters are assigned mean values while the remaining
parameter is varied through the range of possible values. If the result-
ing surge levels vary greatly, more parameter values may be needed to
represent the parameter probability distribution. Fewer values are
needed for representation if little variation in surge is observed or

if the variation in surge can be defined mathematically, i.e., by a
linear function. The amount of probability which a parameter value
receives is proportional to the amount of the probability distribution
that the value is to represent (Figure 3).

The total number of storms simulated is the product of the number
of representative values chosen for each parameter. If three values
are chosen for each parameter, then (3)(3)(3)(3)(3)=243 different syn-
thetic hurricanes will be be modeled, with each simulation resulting in
a surge time history. The total number of storms will vary greatly with
the number of values chosen to represent each parameter. Often, the
outcome of a hurricane simulation is not reported as a surge time
history, but as the maximum surge height obtained. The effect of the
hurricane, in this case the maximum surge height, is assumed to have the
same probability as the hurricane itself. However, this refers to the
probability of the maximum surge height from an individual event occur-
ring, not the probability of the same maximum surge height occurring
from any other event. For example, a hurricane is given a probability
P1l; therefore, its maximum surge height of H 1s given probability Pl.
Another storm can occur with probability P2 which also produces a surge
height of H . The probability of the H-level surge height, however,
is neither P1 or P2, but the accumulative probability of all events
causing a surge height of H .

To include the effect of tidal action on the total water level
experienced at the coast, all of the computed surge records are con-
volved with a tidal record which is representative of the tides that
the hurricane might encounter at the study site. This is possible if
the water depth and other physical features allow the linear addition
of surge and tide level to obtain a total water level. The hurricane
surge and the tide both behave as shallow water waves, and thus their
behavior depends on the water depth. In shallow areas the height of
the surge or tide is a significant portion of the total water depth.

In deep water, the surge and tide heights are a small fraction of the
water depth, so that the behavior of the surge would be the same whether
the tide is present or not. In most cases this linearity condition is
met. The length of record used for the convolution process can vary
from a minimum of a lunar month as long as 18.6 years, which is the
cycle length for tidal activity. The length of tidal record is a
decision which must be made on a case-by-case basis. For the following
example, one lunar month was used.

The process of convolution involves creating all possible combina-
tions of the surge and the tide records. This is achieved by adding
the surge height time history produced through simulation to a
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continuous tidal record of equal length to form a total water level
record. In most cases, convolution is done by sampling the tidal and
surge records at small time intervals, in this case one hour. The tidal
record is then shifted one hour and the process is repeated (Figure 4).
A lunar month is roughly 672 hours, so a convolution of a single syn-—
thetic storm surge record produces 672 different surge-tide combinations.
Since the occurrence of a storm and a tide in nature is a random event,
a storm can occur at any time of the month. Thus the probability of

any hourly tidal height occurring is uniform and equal to 1/672. When
all of the storm surge records have been treated in the above manner,
using the previous example, (243)(672)=163,296 different surge-tide
combinations will have been produced. The maximum water level is then
found for each combination, and the water level's probability is the
product of the probabilities of the producing storm and tide.

The final stage of this process is the construction of a water
level vs. return period relationship, usually expressed as a curve. An
array of intervals is created, each labeled with a unique water level
value and spaced by a specified increment, for example 0.1 ft (0.03 m).
The large number of maximum water levels are sorted and their probabili-
ties are added to the appropriate interval. This process generates a
water level probability distribution (Figure 5). The cumulative summa-
tion of the probabilities at each height produces an exceedance distribu-
tion, thereby providing the probability of a specified water level being
equaled or exceeded.

A major factor not yet mentioned is the average recurrence interval
for hurricanes. This value is found by dividing the number of recorded
hurricanes into the record length. If the occurrence of hurricanes can
be taken to be a Poisson process, then the average return interval, or
return period between occurrences of a specified water level or greater,
is the average recurrence interval divided by the exceedance proba-
bility. This produces a water level vs. return period relationship
which is often the end result of the stage-frequency study (Figure 6).

The magnitude of error needs to be addressed before the above rela-
tionships should be used. The stage-frequency curve would give an exact
reproduction of the behavior of the water level if absolutely no errors
or uncertainties were introduced. This unfortunately is not possible.
The parameterization of the hurricanes by only five parameters may not
completely describe the windfield. The windfield and storm surge model
may be either biased or inaccurate. These are factors which should be
considered but are not the focus of this paper. A remaining problem is
in the selection and assignment of parameter value probabilities. In
the northern latitudes of the Atlantic Ocean for example, adequately
monitored hurricane occurrences are scarce, and developing accurate
parameter distributions with limited data becomes difficult. It is
through the uncertainty of these parameter distributions that the error
estimates on the stage-frequency curve are derived.

Bootstrap Method

The bootstrap (1,2) is a recently developed statistical tool which
utilizes the computational speed of modern computers. This technique
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is used here to develop stage-frequency relationships while accounting
for the uncertainties of the parameter distributions due to a finite
record length of hurricane occurrences. This section of the paper will
give some insight on how the method works.

In the northeast coast of the United States, for example, only
eight values of hurricane central pressure deficit have been recorded.
The central pressure deficit is the most influential of the five hurri-
cane parameters, and is directly responsible for the intensity, and
therefore the surge height produced by the hurricane simulation. A
stage~frequency curve developed on only eight values may be unreliable;
therefore, the uncertainty inherent in such a small sample must be
accounted for. These eight central pressure values can be thought of
as being a random sample from a population whose distribution is unknown.
It is desirable to estimate the unknown distribution as best possible,
as well as calculate the possible difference, or error, between the true
and estimated distributions. It is also advantageous if this can be
done without the constraint of using a theoretical distribution.

The bootstrap method approximates the unknown population distribu-
tion with the historical sample distribution. This is what is done in
most joint probability studies. However, instead of having only one
historical sample from which to develop distributions, the bootstrap
technique proposes to sample from the assumed population many thousands
of synthetic "historical" sets. Each synthetic set generated by the
bootstrap mimics how the parameter values might have occurred histori-
cally, since the synthetic bootstrapped set and the historical set are
assumed to have been sampled from the same population. In this manner,
the variation of the synthetic distributions about the assumed popula-
tion can be quantified. The underlying assumption of the bootstrap is
that all relationships between the assumed population and the synthetic
samples also apply to the actual unknown population and the historical
sample.

The bootstrap is performed in the following manner. For our exam-—
ple, the eight historical values are, in effect, placed in a box. A
value is then randomly selected from the box, recorded, and replaced.
This process continues until eight values, the size of the original
set, have been chosen (Figure 7). This set of values constitutes a
synthesized sample, from which a probability distribution of the sample
can be formed. This new distribution is as likely to exist as the
original historical distribution, since they both were assumed to have
been sampled from the same population. The above process is repeated
over and over, on the order of several thousand times, thus creating
a large number of equally likely distributions. The variation among
the synthesized distributions is caused by creating distributions from
small samples, even though the population distribution is assumed to
be known. This variability is not observed with historical sets since
only one set of each parameter exists. This variability, estimated
through the bootstrap process, indicates that the single historical
parameter set should not be taken as an exact representation of the
population distribution, but does not show the variability of the
sample distributions.
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The bootstrap is then applied to the remaining four parameters,
creating several thousand synthesized probability distributions for each
parameter. The stage~frequency curve discussed earlier was developed
from the distributions of the five historical parameter sets. Other
stage-frequency curves could just as well be generated from the synthe-
tic parameter distributions. No additional hydrodynamic simulations
need to be made in order to create these new curves. The change of a
probability distribution for a parameter only changes the probability
assigned to the parameter values, not the values themselves.

A new bootstrapped stage-frequency curve is generated by choosing
one synthesized probability distribution at random for each parameter.
A new probability assigoment is made for each parameter value, and a
new probability is calculated for each hurricane previously simulated.
The tidal convolution process can be by-passed since only the probabili-
ties of the water levels change, not the heights. Finally, a stage-
frequency curve is created which can be considered as likely a represen—
tation of the true, unknown stage-frequency curve as was the stage-
frequency curve generated from historical sample sets. If this process
is repeated 1000 times, a family of 1000 such stage-frequency curves
will be generated.

It is common for water levels to be determined at return periods of
10, 25, 50, 100, 200, 500 and 1000 years. After the bootstrapping
process, 1000 possible values of water level, one from each of the boot-
strapped stage-frequency curves, is obtained at each return period. TIf
the 1000 values found at each return period are ranked in decreasing or-
der, the 500th value will be by definition the 50th percentile, or
median, value. This value will be the best estimate of the water level
for the given recurrence interval. Estimates of confidence intervals
can be obtained from other percentile levels, The 90th percent confi-
dence interval can be estimated as the interval between the 95th percen-
tile value (rank 950) and the fifth percentile value (rank 50). When
the above process is done at each return period, an estimate of the
uncertainty of a stage-frequency curve is obtained (Figure 8). This
uncertainty is purely due to the small sample size of the hurricane
parameters.

The bootstrap was used to estimate the error in stage-frequency
curves during a project performed at the U. S. Army Engineer Waterways
Experiment Station by the Coastal Engineering Research Center (CERC)
for the U. S. Army Engineer District, New York. The details of the
study are found elsewhere (5) and will not be discussed here.

For the study performed at CERC, it was found that 4000 synthetic
parameter distributions and 1000 synthetic stage-frequency curves gave
very stable results, stability defined as little change in final result
with increased number of bootstrapped samples. The stability also in-
creased as the historical sample size increased. The bootstrap proce-
dure i1s fairly simple to program and implement, and when performed on a
CRAY-1 computer, cost less than a single hurricane simulation.
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Summary and Conclusion

A bootstrap procedure has been introduced which estimates the error
due to meteorological uncertainty in coastal stage-frequency curves pro-
duced by the joint probability method. The procedure consists of assum-
ing that the unknown population distribution for each hurricane para-
meter is the same as the parameter distribution obtained from historical
data. Synthetic parameter distributions are created by repeated sam-—
pling from this assumed population. The variation of the synthetic para-
meter distributions is due to the small sample sizes. Synthetic stage-
frequency curves are then generated by randomly selecting a synthetic
distribution for each parameter. A large number of these stage-
frequency curves are then used to estimate confidence intervals. The
bootstrap method is flexible, simple to program, and inexpensive to
implement.
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CHAPTER TWELVE

Numerical Simulation of Storm Surges by Multi-Level Models

by

Takao Yamashita' and Yoshito Tsuchiya®, M. ASCE

Abstract The numerical simulation of storm surges in shallow bays is
investigated by multi-level models such as the 2-level and FE-FD models
which are used to consider the velocity profiles in wind-induced
currents. These models were applied to hindcast the storm surge caused
by Typhoon 7918 in Osaka Bay with the result that the water surface
elevations and currents induced by the storm surge were successfully
simulated.

1. Introduction

In the recent years, rapid advancement in both the physical
sciences for marine modeling and in the numerical calculation techniques
for the governing differential equations have made new developments in
fields such as storm surges, tides, mixing in the upper ocean and the
air—-sea interactions possible. We investigate here numerical simulation
models of the storm surge which is one of the most complex, large scale
and disastrous natural air-sea interaction phenomena in the ocean and
coastal zones.

Such numerical calculation techniques have advanced greatly,
particularly in the fields of  computer—aided engineering and
mathematics. Until now, the FEM(Finite Element Method), BEM (Boundary
Element Method) as well as the classical FDM(Finite Difference Method)
have prevailed as the techniques most used to solve differential
equations in fluid dynamics. However, a number of types of numerical
schemes have been proposed to carry out such calculations more
accurately and stably, paticularly in the case of the application of the
FDM to a time-evolutional equation.

The physical modeling for storm surges is generally constructed by
combining the wind and pressure fields of an atmospheric low pressure
area with its accompanying tides and progressive waves of long periods.
Assuming incompressive, viscous fluid, the basic equations for storm
surges can be described by the Navier-Stokes equations. The most typical
modeling is the so-called 1-level model based on depth-integrated
equations in which velocity profiles are uniform.

1 Instructor, Disaster Prevention Research Institute, Kyoto University,
Kyoto 611, JAPAN.

2 Professor, Disaster Prevention Research Institute, Kyoto University,
KyOtO 611, JAPAN, 174
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Considering, however, the dynamics of storm surges in partially
enclosed shallow water, the flow structure and patterns of induced
currents should be three dimensional because of the co-existence of wind
driven currents and their return flows. In such regions, not only the
nonlinearity of governing equations and complex geometrical features of
coastlines but the three dimensionality of flow structures must be taken
into consideration, so many types of models have been proposed.

Previous studies of the numerical simulation of storm surges have
been made 1in three directions. The first direction has been to search
for optimal schemes for time discretization in the FDM, which has
resulted in schemes such as the leap-frog scheme (explicit) and the ADI
(Alternating Direction Implicit ) scheme. These are usually adopted for
their time-effeciency scheme. In the second direction, researchers have
made efforts to reproduce coastlines in calculations by using triangular
grid systems. Thacker (1979 proposed the irregular—grid,
finite-difference techniques for curving coastlines by approximating
partial derivatives using the slopes of planar surfaces associated with
the triangular components of the grid. This offers the advantages of
greater flexibility than the coordinate transformation method (Wanstrath
et al(1976,; and greater economy than the finite-element method (Pinder
and Grayi{1977;, Tanaka(1978)), which have been used to include curving
coastlines in calculations. The third direction has been to study
mathematical modeling in order to introduce the three-dimensionalities
of flow featuers into calculations of storm surges in shallow bays and
estuaries. Koutitas and O'Connor (1980), examined the computer modeling
of three-dimensional coastal currents induced by winds by the
application of a composite finite-element/finite—difference procedure
(referred to here as it the FE-FD model). The authorg(1982) have
modified the FE-FD model into a 3-level model which is more economical
and more applicable generally than the previous multi-level models.

In this paper, we discuss the applicabilities and present
limitations of the multi-level models by comparison of the theoretical
results generated and the actual currents and tides observed at the
storm surge caused by Typhoon 73186 in Osaka Bay, Japan.

2. Multi-Level Models
2.1 The 2-level model

The vertical distribution of the horizontal velocity component of
wind-induced current in partially enclosed shallow water have been
investigated theoretically and experimentally. It has been shown that
there is a conversion point of mean velocity in the range from 0.2 to
0.4 in nondimensional depth (Baines and Knapp(1965)). This suggests that
bottom stresses evaluated in the 1-level model are questionable in their
magnitude and direction. To overcome these inconsistencies, the authors
(8 have proposed the 2-level model, in which the upper level represents
the wind-driven current and the lower, the return flow.

Using the definition sketch and notations for the 2-level model
shown in Figure 1, the model equations for both the upper and lower
levels. and for the continuity equation are written as
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Figure 1. Definition sketch and notations for the 2-level
model .

a) for the upper level
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where the discharges per unit width are defined by

¢ e h h
M, = f udz, N, = f wlz M = f udz, N = f wlz
~h, —hy h, by

and H,=¢+h; , Hy=h-h;, (M) and (B) indicate the nonlinear and
horizontal mixing terms respectively, (uw); and (ww); are the mass
fluxes at the interface, and f is the Coriolis parameter. The shearing
stresses at the sea surface and the sea bottom are expressed in
quadratic form, using the drag coefficients ¢ and Ct, as

Ter = paCoWy 4/ WE+ 12, Tsy = PaCoW/ Wa+ 112, ®)
Tor = DIUCfUl '\/U%Jr V?: Thy = Dwavl ’VU?+ V?

The shearing stress at the interface is given in the linear form.
Tix = *Zcipw}-’i (quul )/ha Tiy = 'Zcipw))i (Vukvl )/h (6)
where, 1; is the eddy viscosity. The coefficient C; of Eq.(8) has been

determined as 8/2, assuming a steady, uniform current in the enclosed
domain with uniform water depth.
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The continuity equation is given by
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The model equations mentioned can be integrated numerically by the
finite -difference technique.

2.2 The FE-FD model

Using the Navier-Stokes equation for fluid elements and the
continuity equations for a water column, neglecting the horizontal
diffusion of momentum and using the notations shown in Figure 2, where H
is the total water depth, I the water depth in the M.W.L. and ¢ the
water elevation induced by the storm surge. the fundamental equations
can be described as

Z
T
H

Figure 2. Definition sketch and notations for the FE-FD

model .
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at ax ay dy
The continuity equation is written as
iy a ¢ a <
2y —{l udz) + —— (| wlz; =0 10)
at dx v Ay Jh

As to the three-dimensional problem, the coastal area is first
covered by a regular-grid network in the x-y plane. and the water depth
is divided into the same number of elements in the vertical water
column. Next, the finite-element method is applied to Egs. (8} and (9)
and the finite difference method of fractional step is applied to
Eq.(10: to obtain the components of currents {(upiv,u’,u{x,y;» at the

177
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nodal point k and water surface ¢(x,y). In the case of the three-level
model, the equations of motion are, consequently, written in matrix
form, by

[A.) - (u]l = [BJFINAL-BRACKET, [4,) - (vl = [By) an

in which, for example, the matrices and vectors of the x—components are
respectively expressed as

Lo1ij /344 ly1i;/84¢ 0
(4, = Ly 14;/84 ¢ (e gijtle2i;)/341 le2i; /84t (12)
0 ly21;/841 le2ij/341
it Biy
(u) = | us! (B.) = | Bz (13)
uls) Bz,

where B, is the vector of known variables calculated at the time step of
n-1,2 in the fractional method, whose components include the atmospheric
pressure gradients, and the shearing stresses at the water surface,
interfaces and bhottom.

3. Hindcast of Storm Surge Caused by Typhoon
3.1 The calculation conditions

Using the 2-level and FE-FD models, the storm surges caused by
Typhoon 7916 are hindcasted in the region shown in Figure 3. This
typhoon which passed through Osaka Bay on Novemver 30, 1979 caused
peculiar tidal changes in the inner part of the bay. The tidal records
measured at @9 points along the bay are shown in Figure 4. Resurgences
are remarkable immediately after the peak of storm surge.

The computation was made by the leap—frog staggered system, in
which the horizontal grid spaces were chosen as 4s=1.5km in order to
approximately cover the two channels in computation, and time space 4 t=
20sec. And the depths at two channels were adjusted to cover the same
area of the cross section. Considering that the mean water depth of the
bay 1is 28m, the upper level depth in the Z2-level model is determined as
h; = 8m. The open boundary conditions are given by the surface
elevations which were estimated by interpolation of the observed anomaly
of meteorological tides at the points Nushima, Kainan, Akashi and
Higashi-Futami, and the so—called fixed boundary conditions are used
along the coastlines.

It is important in numerical modeling for storm surges to determine
the unknown physical parameters such as the drag-cefficients at the
water surface Cp, the at the bottom C;, the friction coefficient Cy, and
the eddy viscosity v;, which are expressed practically as..
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(Cep,Copy = 1.50x 103 W0 191,019y for W,,W,=8(m/sec) (14)

]

(€ Cyp) = 2041070707 for I, 1, >8(m/sec) (15)

respectively and

Cj = 0.0028 R v; = 0.01 (m2_/SeC) UG)

where Egs.(14) and (15) for the drag coefficient at the surface are
those proposed by Mitsuyasu(1881 ).

3.2 Computation of tides

The dominant tides in the Seto Inland Sea including Osaka Bay are
the M» semi-diurnal lunar tide which is a semi--diurnal lunar tide coming
in through the Kitan Channel in the south of the bay which flows out
through the Akashi Channel in the west. The duration of the tide is
about 2 hours and its amplitude reduces to 1,3 in the bay. The S» tide
is alsc similar to the M» in these tendencies. We here consider only the
semi--diurnal tides{ M», Sy ) whose amplitudes and phases are listed in
Table 1.

Table 1 Amplitudes and phases of tides

Points Amplitudes Phases

Mz + S2) (deg. )

Nushima 0.629 m ‘ 179.8°
Kainan 0.681 m 188.2°
Higashi-Futami 0.285 m 294 .6
Ei 0.334 m 327.7°

The computation of tides was carried out by the 1-level model for
four periods to obtain the initial flow conditions prior to the
computation for storm surges.
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3.8 Typhoon model

The wind and pressure gradients of a typhoon are expressed
practically by Fujita model as

f_)e _ P,rox ﬂ) _ Poray
ax (rés 12 33/2 oy (7"2+r;§ ')3/2 )
W, = CF, - GGy, Wy, = CiF, + CoGy

In this case, the wind field associated with the moving speed of a

typhoon (V,.V¥,) (m/sec) and the baloclinic wind field are expressed,
respectively as

o _
Iy = Veex Y, = JE_

x p<5>&105)) F_l/ VyeXp<5X105>
G = WBuere/2) (W 4t (0n/Da 0Pt/ o2y —f/2 ), 18)

Gy = W3v/2-u/2) WF /4 ou/pa 0P ore/ (BN /2 |

where r=yx%+y° is the distance from the center of typhoon, P, M) the
pressure head corresponding to the atmospheric pressure drop, and r,, (j
(> are the typhoon parameters for which values for Typhoon 7918 were
B80km), 0.8 and 0.6, respectively.

3.4 Computations for the storm surge

a) The 2-level model

Using the finite-difference method, the computation of storm surge
was performed by the 1- and 2-level models. The calculated anomalies in
meteorological tides at points, Kobe, Osaka and Sumoto are shown in
Figure B with the astronomical tides. Figure 6 shows the flow patterns
calculated by the 2-level model. We conclude that the results obtained
by the 2-level model agree well with the observed tides around the peak
of storm surge, including its forerunners. Disagreement at the
resurgences appearing immediately after the peak can be seen in the
results of both models, which may be caused by the rapid changes in its
pressure fields. This fact has already been suspected by the
authors (1981 ),

The current measurements have been carried out at point A shown in
Figure 3, using magnetic current meters at three points of which the
depths are 3, 9 and 16m. Comparison between the calculated and observed
west-east components of currents at the point 3m deep is shown in Figure
7. In contrast to the agreement for surface elevation, both currents
calculated by the 1- and 2-level models do not agree well with the
observations at point A. The effects of the 2-level model ing are,
however . remarkable in this figure in that changes in current velocities
with time calculated by the 2-level model approach those observed.
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b) The FE-FD model

Koutitas and O'Connor have made reference to the importance of an
accurate estimate of the value for the vertical eddy viscosity v; when
applying the FE-FD model to a wind-induced flow. It is important, of
course, to make clear its value physically and empirically. In this
paper, the FE-FD modeling procedure is employed as a tool of new
approach to establish a 3-level model which has simplicity and
generality, so that the same values for v; used in the 2-level model can
be used, without further discussion. The ratios of thickness of the
upper, middle and lower layers to the water depth at each level
{element ) are set respectively as 3:6:1, and the shearing stresses at
the surface are determined as

Sy = paCpliy W%H’/xz, = Dm]"i%} sur Pace s

az (’ 9)
- dv
S_u = l-)(lCDIV_l[’\/ W.%‘*'Wi; = I)quTl surface
az

In addition the non-slip condition can be used at the bottom
because the bottom shearing stresses can be automatically determined
from the velocity gradient. This simplicity is one of remarkable
features of the model.

The computational results for water surface elevations and currents
in the vertical direction (east-west and north-south components) at
point A are shown in Figures 8 and 9, respectively. Comparison with the
results of the 1~ and 2-level models shows that the water surface
elevations are over-estimated at the inner part of the bay. In Figure 9,
the solid lines show the velocity profiles of the currents due to the
anomalies in the meteorological tides and the dotted lines, those caused
by the storm surge. The flow patterns in the upper and lower levels at
13hr (actually 22:00 Sept. 30) and 15hr (actually 0:00 Oct. 1) are shown
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in Figure 10, in which opposite currents in the upper and lower levels
are recognized clearly, but no opposite ones exist in the results from
the 2-level model as shown in Figure 6. Comparison of the calculated and
observed current vectors is shown in Figure 11, in which the solid lines
are the observed current vectors, the dotted lines calculated ones by
the FE-FD model. 1-L and 2-1. express the vector obtained by the 1- and
2-level models, respectively. The current vectors calculated by the
FE-FD model are in better agreement with the observed ones than those
calculated by the 1- or 2-level models, however the strong current to
the southeast observed at 15hr (actually at 0:00 Oct. 1) is still not
completely simulated.

4, Discussions and Conclusions

Thus far, we have presented the multi-level model numerical
calculation methods and the results of storm surge hindcasting, with
considerations. The multi-level models used in this paper are
fundamentally based on the concept of introducing the effects of
three-dimensionality of currents into the calculations for the storm
surge.

Using the 2-level model, which is a modification of the 1-level
model, water surface elevations and currents caused by storm surges in
shallow bays can be simulated by estimating the shearing stresses at the
interface between the upper and lower levels more reasonably. As the
above formulation, of course, depends on the accuracy of the eddy
viscosity estimate, the optimal coefficients in the model should be
found practically by applying the model proposed to many cases of storm
surges.

The FD-FE model proposed here deals with the modified 3-level model
which has more simplicity and flexibility than previous multi-level
models. This model is so economical in calculation time that the actual
prediction of storm surges including their induced—currents as well as
their associated tides even without using a so—called "super computer”
may be feasible in the near future. But this model as yet requires
practical improvement to determine reasonable formulas for shearing
stresses at the bottom and the water surface.

It is concluded that the multi-level models are applicable to the
numerical prediction of storm surges in shallow bays. As to further
developments in the multi-level models, we think that it is possible and
useful to introduce the BEM (Boundary Element Method) into this model
instead of the finite-element technique to calculate the equations of
motion and the irregular—grid finite-difference method for solving the
continuity equation.

We are grateful to Messrs. T. Oka and T. Hiraishi, former graduate
students for their kindest assistance in the numerical computations.
This study was supported by Grant-in-Aid for Scientific Research from
the Ministry of Education, Science and Culture of Japan, under Grant
No. 302027 .
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CHAPTER THIRTEEN

NUMERICAL: STMULATION OF STORM SURGES INDUCED BY
TROPICAL, STORMS IMPINGING ON THE BANGLADESH COAST

S.K. Dubel, P.C. Sinha?, and G.D. Roy>

ABSTRACT: In the present paper a vertically integrated coastal zone
numerical model has been described for the simulation of the surges
generated by the tropical storms striking the Bangladesh coast. The
model is fully nonlinear and uses a conditionally stable explicit fi-
nite-difference scheme for solving the relevant equations of motion.
In this model the analysis area extends from 87°E to 93°E along the
south coast of Bangladesh and there are three open-sea boundaries sit-
vated along 87°E, 93°E and 19°N. The model utilises a curvilinear
boundary treatment to represent the coastline and uses a non~uniform
off-shore grid spacing adjacent to the coastal boundary. This allows
an increased resolution near the Bangladesh coast.

Using a forcing wind-stress distribution representative of the
1970 Chittagong cyclone, we compare the model predicted surges with
the observed sea-surface elevations along the Bangladesh coast. The
predicted peak surge elevation above mean sea level compares well with
the observed values at Chittagong port. A comparison of the results
has also been made with those obtained from the corresponding model
having uniform off-shore grid spacing.

INTRODUCTTON

The tropical storms and the associated surges are very common
occurrences along the coastal regions of Bangladesh. These systems
directly affect the life and property of the habitants which is a heavy
burden on the country's exchequer. BAbout 500,000 lives were lost in
one of the most severe cyclones that hit Bangladesh (then East Pakistan)
in November, 1970. There can be little doubt that the number of cas-
valities would have been considerably lower if the storm surges could
have been predicted well in advance to allow effective warnings in the
threatened areas.

In an earlier paper, Dube et al.({4) have developed a vertically
integrated coastal zone nurerical model for the simulation of storm
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surges alorg the Bangladesh coast. This model uses a staggered finite-
difference grid on which the sea-surface elevation and components of
velocity are computed at different computational points. The sea-sur—
face elevations are not directly carried out at points along the coast-
line. Thus, the coastal surge elevations are derived by extrapolating
from the computed elevations of those adjacent off-shore grid points at
which they are carried. In this model the grid spacing across the co-
astal zone is wniform and relatively coarse. Consequently, the extra-
polated coastal surge elevations may not be very realistic as these are
dependent on the elevations computed directly at those off-shore points
which are far away from the coast. This deficiency may be overcame by
overall increasing the off-shore resolution in the model which would
lead to a substantial increase in the computational overheads and is,
in any case, unnecessary far away fram the coastline.

Accordingly, in the present paper, the model described by Dube et
al. (4) has been extended to allow for an increased resolution near the
Bangladesh coast. The noteworthy difference in our method from those
earlier used by Jelesnianski (5), Das et al. (1) and Johns and Ali (6)
is that it does not depend on the patching together of computational
regions having different uniform grid spacings. Our approach is analo-
gous to that used by Johns et al.(8) for the simalation of surges along
the east coast of India. The model uses a continucusly contracting non-
uniform off-shore grid spacing adjacent to the coastal boundary which
permits an increased resolution near the Bangladesh coast.

The model covers an analysis area lying between 87°E and 93OE, and
between 19°N and the south coast of Bangladesh. There are three open-
sea boundaries situated along 87°E, 93°E and 19°N. Mumerical experi-
ments performed with this model for simulating the surge generated by
the November 1970 Chittagong cyclone lead to a surge response along the
Bangladesh coast which is in good agreement with the observed values.

FORMULATION OF THE MODEL

The sphericity of the earth's surface is neglected and we use a
system of rectangular Casterian coordinates in which the origin, o, is
in the equilibrium level of the sea-surface. Ox points towards the
south, oy points towards the east and oz is directed vertically upwards.
The displaced position of the sea-surface is given by z =7 (x,y,t) and
the position of the sea-floor by z = -h(x,y). A northern coastal boun-
dary (the south coast of Bangladesh) is situated at x = by (y) and the
southern open-sea boundary is at x = bp(y). The western and the eas-
tern open-sea boundaries are at y = 0 and y = L respectively. This
configuration is shown in Fig.l.

The basic equations of continuity and momentum in the vertically
integrated form may then be given by

He + (Hu), + (Hv)y =0 £1)

-fy = - 1 T _ 2, 2%, (@)
ut+uux+vuy fv g Cx+Hp T, “Ce P u(u” + vy 4}

- - 1 z 2, 2% 3)
vt+uvx+vvy+fu gcy+ﬁ5{Ty ce o ViU + v7) *}
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where f denotes the Coriolis parameter, the pressure is taken as hydro-
static and H is the total depth ¢ +h., ( 1%, 7%) denotes the applied
surface wind-stress and the bottom stress iS parateterised in terms of
a quadratic law. p denotes the water density and the friction coeffi-

cient, cf, is taken as 2.6 X 10-3.

Following Dube et al. (4), the appropriate boundary conditions

are given by

u-~-v (bl)y=0 atx=bl(y)
%
u-~-v (bz)y‘ (g/h)* ¢ =0 atx=Dh,(y)
%
v +(gh =0 aty =0
Y
v~ (gh* ¢ =0 aty=1L

COORDINATE TRANSFORMATION

(4}

(5)

(6)

(7

In order to facilitate the numerical treatment of an irregqular
boundary configuration and to incorporate increased resolution adjacent
to the coastline, we introduce the following ccordinate transformations

(Das et al.(3)).
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€= {x-b ) /by ®

n==E&+ € 1In(l+& /EO) (9)
where b(y) = by(y) - by (y) is the breadth of the basin and, £ and go
are disposable parameters.

Taking 1 , y and t as new independent coordinates, Eqs. (1) =(3)may
be transformed to

(bL) +F(N) (HD), +v, =0 (10)
ﬁt+p(n ) (Uﬁ)n + (vﬁ)y—f\7=—gI-[E‘(n ) Ty +b L
e @2+ ) 2 (11)
v, +EF(N) V), + (vG)y+fJ=—gH {br, - (b + £ b)
F(n) g ) +b 1§/0- ch(u2+v2)%/H (12)
where,
by=u - (bly + & by)v (13)
(@, v) = bH (u,v) (14)
F(n)=1/«£n =1+¢ /(& + EO) (15)

The boundary conditicns (4) and (5) became

Uu=20 atn =0 (16)

bU ~ (g/h);ig =0atn = ™ 17)

where n =1 +€ In (141/ Eo).
Egs. (10)-(12) form the basic set for the numerical solution process.

NUMERICAL PROCEDURE

For the solution of the Egs. (10)-(12) subject to the relevant
boundary conditions, a conditionally stable explicit finite-difference
scheme with a stagdered grid is used. The details of the discretization
procedure and the finite-difference grid selection are completely ana-
logous to those reported in Das et al.(3).

The stability characteristics of this camputational scheme have
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been discussed in detail by Johns et al.{(7). 1In fact, stability is
only conditional upon the time step being limited by the space increm
ment and the gravity wave speed.

NUMERICAL EXPERIMENTS

Numerical experiments are performed by using the analysis area
vhich extends from 87CE to 93CE along the south coast of Bangladesh and -
there are three open sea boundaries situated along 87°E, 93CE and
199N (Fig.l). Thus, on an average, the width of the coastal zone is
about 168 miles (270 km) while the east-west extent, L, of the analysis
area is about 375 miles (600 km). An idealised cyclone moves along the
indicated straight-line track with uniform speed of translation for
about 21 hours before landfall near Chittagong port (Fig.l). The five
hourly positions of the centre of the cyclone is also indicated in the

figure.

The wind field associated with this cyclone is simulated by apply-
ing the following empirically based formula suggested by Jelesnianski
(5)

3/2
v = Vo (r/R) for r £ R
5
Vo (R/T) for r > R

where V_ is the maximum sustained wind, R the radius of maximum wind
and r is§ the distance from the centre of the cyclone. Following Das
et al. (1), we take

v, = 164 ft s 150 ms™l) and R = 25 miles (40 km).

The optimum grid resolution in the computational plane is chosen
withm= 10, n= 21, ¢ = 0.04 and £ = 0.001. Thus, no® 1.27 and 4n
~ 0.14. This is obtained as a resu?t of several experiments performed
with the 1970 Chittagone cyclone for testing the adequacy of the reso-
lution. It may be seen that with the above selection of parameters,
the first off-shore grid point at which the elevation is computed is,
on an average, about 3 miles (5 km) fram the coastline and Ay = 18.5
miles (30 km).

In our nurerical experiments we prescribed an initial state of
rest and integrated the governing equations ahead in time for a period
of 50 hours. A time~-step of 3 min. was found to be consistent with the
carputational stability. We also considered the sea-surface response
during several hours after landfall when the system starts to enter the
resurgence phase.

RESULTS AND DISCUSSIONS

The surges associated with the 1970 Chittagong cyclone have been
camputed by using a number of off-shore grid resolutions. However, the
results are presented only for two resolutions corresponding to m = 10,
n= 21 and m = 20, n = 21 for comparison and for an optimal selection
of the grid size.

In Fig.2 we give the distribution of the predicted meximum sea-
surface elevation (peak surge envelope), its time of occurrence and the
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cbserved surge along the Bangladesh coast. It may be seen fram the
figure that by increasing the nunber of off-shore grid points from 10
to 20 the maximum change in the peak surge values at various coastal
stations is within two percent. Further, the time of occurrence of the
peak surge in the two cases is almost same. A further increase in the
number of off-shore grid points also show similar results.

The adequacy of the alongshore resolution has also been tested by
increasing the value of n, which has not resulted in any significant
change in the elevations and their time of occurrence along the coastal
stations.

These tests on the selection of optimum resolution indicate that
there is insignificant quantitative change in the results for the two
resolutions (10X21 and 20X21). However, the computer overheads in the
later case are much higher. Keeping these facts in view, it is appro-
priate to use a 10X21 grid for the present numerical experimentation.

The Fig.2 provides an idea of the coastal stretch upto which the
significant surge may be expected. It may be seen fram the figure that
the maximum surge height of 21.6 ft (6.6m) is predicted at Maijdi which
is about 25 miles (40vkm) to the left of the landfall. A maximum surge
of about 18.0 ft (5.5m) is predicted at Chittagong port (about 17.5
miles (28 km) to the right of the landfall point) at 0540 hrs BST on
13 November, 1970. A peak elevation of 19.7 - 29.5 ft (6-9 m) was re—
ported at this tidal station on the morning of 13 November while accor-
ding to the Tide-Table the predicted astronomical tide was 5.9 ft(1.8m)
at about the same time. Thus, if we assume that the total sea-surface
elevation is the result of purely linear superposition of surge and
tide, it may be noted that the observed sea-surface elevation at Chitt-
agong was in excess of 13.8 - 23.6 £t(4.2 - 7.2m) over the usual high-
tide (Das et al,(2)). Hence, it may be seen that our predicted surge
of 18.0 £t (5.5m) is in good agreement with the observed range of maxi-
mum surge of 13.8 - 23.6 £t (4.2 - 7.2 m) at Chittagorg.

Further, it is worthwhile to campare the results of the present
study with those cbtained by Dube et al.(4) who have used a uniform off-
shore grid spacing for the simulation of surges along the Bangladesh
coast. It may be seen from Fig.2 that there is significant improvement
in the computed surge heights by using a non-uniform off-shore grid
spacing which allows an increased resolution adjacent to the coast.

Fig.3 depicts the time variation of the storm surge at four sta-
tions along the Bangladesh coast. All the three stages of the surge-
forerunner, the main surge, and the resurgence phase may clearly be
gseen from the temporal variation of the coastal sea-surface elevations.
The maximum surge height of 21.6 ft (6.6m) is predicted at Maijdi. The
peak occured at 0240 hrs BST on the morning of 13 November. This main
surge remains for a very short period (about 30 min.) and is followed
by the resurgence phase. During resurgence phase the sea-surface ele-
vation falls rapidly from its maximm value and becomes negative after
about the next 6 hours period and a sea-surface depression of 10.2 ft
(3.1m) is predicted at 1700 hrs BST on 13 November.

The predicted surge height at Chittagong is about 18.0 ft (5.5m)
which occurs in the morning of 13 Novamber at about 0540 hrs BST. It
may be seen that the time of occurrence of the peak surge is in exce-
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llent agreement with the time of landfall. This main surge persists
for about half an hour before falling rapidly and becoming negative at
1430 hrs BST. At Chittagong, a maximum sea-surface depression at 7.2ft
(550mm) is predicted at about 1800 hrs BST on 13 November with a sub-
sequent increase in the water height leading to a depression of about
15 cm in the early morning of 14 November.
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Fig. 3. Time variation of the predicted sea-surface
elevation at four coastal stations.
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At Bhola Island which is about 68 miles (110 km) to the west of
landfall, the sea-surface elevation rises gradually to attain its peak
value of about 18.0 £t (5.5m) at 0000 hrs BST on 13 November. Here
again the main surge is short-lived (about 40 min.) and the surge be~
comes negative within 6 hours of the occurrence of its peak value. A
sea-surface depression of about 10.8 ft (3.3m) is predicted at 1230 hrs
BST on 13 November.

The predicted time history of the surge at Cox's Bazar which is
about 87 miles (140 km) to the SE of landfall, indicate a maximum sea-
surface elevation of 10.5 ft (3.2m) in the morning of 13 November at
about 0500 hrs BST. This main surge is again very short-lived and it
falls gradually to becare negative in the afternoon of 13 November.
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CHAPTER FOURTEEN

Frequency of occurrence of storm surges
in an estuary : a stochastic approach

Marc Sas*
Abstract

This paper presents the results of a study on the frequency of
occurrence of storm surge levels in the river Scheldt at Antwerp,
related to the design of a storm surge barrier and the evaluation of
the dike safety in the Scheldt basin.

The basic principles of the extreme value distribution methods,
the joint probability methods and simulation models are examined.

A new technique, based upon the simulation of storms by variables
characterizing the resulting surge is proposed.

Results are compared with those of other methods.
1. Introduction

This study concerns a statistical evaluation of extreme waterlevels
on the river Scheldt near Antwerp, for which the highest registrated
level is NKD+8m with an "estimated frequency of 1/100 years, based upon
extrapolation of data along the Dutch North Sea coast.

Due to hydrodynamic and hydraulic actions in the estuary, the
accuracy of such frequencies is poor, and since enough observations are
available for Antwerp (1902 - present), the frequency of occurrence of
storm levels was investigated for this city itself.

At this moment all levels exceeding NKD+6.5m are called "storm

surges" (till 1954 that datum was NKD+6.0m).

This study doesn't analyse tidal characteristics either in a
statistical way, nor in a fundamental, physical and hydroedynamic way.

2, Analysis of storm surge levels

The different components of a surge level on the river Scheldt
are represented in Fig. 1.

*Marc Sas, Research Engineer, Hydraulics Laboratory,
Katholieke Universiteit Leuven, de Croylaan 2/4,
B-3030 Heverlee, Belgium
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Fig.1: Components of storm surge levet

2.1. Mean level

The variation of mean level, dealt with in this paragraph consists
of periodic and secular changes, in which periodic means 'with a period
of at least one year', thus excluding diurnal and shorter-period
oscillations, classified as tidal effects. The variation in mean level,
often substituted for by 'mean tidal level', is caused by mean sea level
variations and by morphological changes of the river, due to the dynamic
physical processes in the river and due to human interventiomns (35, 40).
The most important causes of mean sea level variation are : changes in
the total water balance, movements in the land reference level (bench
mark), time variations in the atmospheric forces (wind stress and air
pressure), time variations in the oceanographic forces (temperature,
salinity, currents) and finally long period astronomical tides. For a
description of these phenomena reference is made to specific geophysical
literature (24, 35, 37, 39). With a view to obtain an homogeneous set
of water level data along an estuary, one has to investigate not only
mean sea level variations, but (depending upon the calculationprocedure
to determine frequencies of occurrence) also trends in annual maxima
and in tidal amplitude must be considered (see § 3.1.).
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2.2, Tidal movements

In the river Scheldt tidal activity is a cooscillating tide in an
estuary, propagated in the basin and caused by tidal movements on the
North Sea. The principal constituents are the M2 lunar semidiurnal
tide, with a period of 12.42 hours and the S2 solar semidiurnal tide
(period = 12h). Furthermore it must be mentioned that both observed
and predicted tidal levels consist of pure "astronomical tides" and
hydrodynamic influences.

2.3. Surge elevation

Surges on the river Scheldt are mainly caused by meteorological
activities, acting on the water mass in the North Sea. For a descrip-
tion of the sources, physical phenomena and mathematical calculation
schemes we refer to literature (32, 42). Waves and oscillations have
neglectable influence on resulting water levels, while seismic surges
didn't occur till now.

2.4. Interaction of surge and tide

The interaction effects between surge and tide are caused by
frictional resistance and variations in the celerity of waves (due to
differences in waterdepth), modifying surges in tidal regions (2, 15,
21, 28, 36, 38, 48).

The main conclusions of several investigators are :
Keers deduced that the interaction increases linearly with the surge
height and that the degree of interaction is quite correlated with
the tidal amplitude and with the ratio of the amplitude and mean
waterdepth (21). Banks stated that the most important interaction is
between the M2 semidiurnal tide and the surge (2). Although Pugh and
Vassie (30) concluded that any interactions were of second order, so
that surge and tide can be treated statistically independent, it seems
important to mention the qualitative investigations of the dutch
'Deltacommissie’ (33) : the increasing levels due to surge cause an
advancement with regard to the predicted tide (in absence of surge),
they cause a enfeeblement of the tide since low levels remain higher
and finally they cause a deformation because geometrical elements, such
as the topography of banks and gullies) which are boundaries for the
tidal movement are oriented in a different way. .Walden, Prescott and
Webber (48) compared two methods to determine the degree of interaction,
based upon hourly surge residuals : a first approach is to examine the
distribution of these residuals at various phases of the tidal eycle
(see also (28)), whilst the second method determines the distribution
of residuals at different tidal levels (see also (29)). They concluded
that the more a port is remote from the open sea, the more the inter-
action is prominent. This implies that the use of the joint probability
method (see § 3.2.) is justified if the degree of interaction is
negligible.

3. Methods to determine the frequency of occurrence of high surge levels

Depending upon the set of available tidal records, two principal
methods can be used to determine the frequency of occurrence of high
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water levels : extreme value distributions and methods based upon the
joint surge-tide probability.

3.1. Extreme value distributions

For a series of M annual maximum water levels an extreme value
distribution is assumed, characterized by a set of parameters, which are
estimated in procedures such as the method of moments, maximum likeli-
hood, etc. (4). Some of these distributions, such as Fisher-Tippet-
distribution (10), Barricelli (3), Gumbel (14) and Jenkinson (19, 20),
have been applied to estimate the frequency of occurrence of extreme
sea—levels. Suthons (44) and Lennon (22) published studies with respect
to the south-east and the west coast of England. Akers e.a. (1),

Webber e.a. (9, 50), Blackman e.a. (6, 12) reviewed these reports to add

more recent information. For the Scheldt estuary frequencies were

calculated by SVKS (43), Janssens e.a. (19), Sas e.a. (40) and Berlamont

e.a. (5). The results are listed in Table 1.

As conclusion, we believe that

1. Although no exact information is available, frequencies depending
upon the extreme value distributions are reliable for design periods
up to 4 times the length of the series of observed data (12).

2, Using the method of extreme value distributions includes the disad-
vantage of neglecting important information about exceptional but
not maximal events : such as the increase of the frequency of
occurrence of high water levels from 1960 on (see Table 2, and (40)).

3. If a persistent trend is apparent, its effect must be estimated and
data must be adjusted accordingly in order to get a homogeneous set
of data (6, 44, 47), using for example Suthon's adjustment method,
based upon 10-year forward or backward accumulation (13, 44) or
19-yearly mean values to eliminate nodal periodic variations of
mean sea level (34, 40).

4, To achieve any reliability, the observed data must cover a period
of a least 30 years (11).

3.2. Joint surge tide probability methods

If the set of observed tidal data is not long enough, extreme value
distributions can't provide reliable information concerning the fre-
quency of occurrence. .In this case several methods based upon the
principal of joint probability can be applied. A recorded level (H)
can be split up into three constituents, after filtering for wave
influences :

H(t) = Z_(£) + G(t) + M(t) [1]

in which Z (t) : mean level (i.e. mean sea level), G(t) : tidal
component, M(t) : meteorological component (i.e. surge).

3.2.1. The convolution method

From a series of observations H the hourly surge component M can
be derived by calculating the mean level Z (t), and the tidal component
G(t) from its harmonic constituents. If surge and tide can be treated
as statistically independent (see § 2.4.); the probability density
function p(h) can be written as the convolution of the individually
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estimated density functions of tide Pg and surge Pg-

o0
p(h) = f pe(b-y) pg(y) dy [2]

-0
with h = H(t) - Z , vy = M(t) and x = h - y = G(t).
Eq. [2] is valid only if h, y and x are deduced from a stationmary
stochastic process, which condition is nearly never completely satis-
fied. The probability of exceedance of a level h_ can be evaluated from
the cumulative distribution function Ph(ho)

P (h) =1~ j p(h) dh = f Po(h-y) pg(y) dy [3]
h —0
o
and the return period of height ho :

T(h) = 1/[ (1 - P (h)) . (average number of hourly values
o . )
in a year§ [4]

Pugh e.a. (30, 31) applied this method to the English south coast
port of Portsmouth over a period of 12 years. TFor return periods of
50, 100 an 250 yr, they estimated sea levels of 2.86, 2.91 and 2.98
whereas application of the extreme value theory using the 12 annual
maxima resulted in 2.69, 2,71 and 2.74 : which is an underestimate of
6, 7 and 8 % respectively.

3.2.2. Duration methods

In the aforementioned methods the duration of the storm is not
considered; the surge is characterized by its magnitude only. Other
methods however account for the transient nature of the surge event by
considering the effective duration of the process.

Tayfun (45) developed an analytical procedure to determine the
probability distribution function of extreme levels, caused by coinci-
dence of a rare event with the astronomic tide. If we consider tide
and surge to be statistically independent and if we characterize a
storm surge by an equivalent magnetidue X and an effective duration T
(Fig. 2) and if

Z = max [G(E) + M(t)]
to€t$to+’1‘

in which M(t) is a positive surge, starting at any time t_ of the tidal
cycle, and if we assume that the water level increase caused by M(t) is
gradual enough that an approximation by a constant height surge X is
allowed over the period (to, £+ T) then

Z = max [e(r) + x]
£ SEt b1

in which 1 and X are random variables. Considering the conditional
probability function of Z for given value of 1 :

203
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Fig.2: Tayfun method

PZ/T(Z/T) = Prob [G(t) + X < z for t & t & to + /7]
z
= ! P[X<z~g/(G=g for t,stSt, /1) ]
—m - P plE/) dg [5]

and assuming that the non-negative X is statitically independent of T
and G ¢

PI[X<z-g/(G=g for t,Stgt + /0] =P (z-g) [6]
and
pG/T(g/T) dg = Prob (g G g + dg for oS eS¢+ /1) [71

in which tide is assumed to be a Gaussian process.
For 1 varying over all possible values :

¢z
P, (z) = J P (z - g) Pg/e (8/7) p, (1) dg dr [8]

~c0
so that the return period for a water leverl z = h_ caused by positive
surges, occuring at a mean rate of o per year :

T(h) =1/ [0 (1 = 2, (b)) ] (9]

Walden, Prescott and Webber (49) developed an adapted Tayfun
method for use in European waters since tide can not be represented by
a Gaussian process because frequency distributions tend to be bimodal
(30). Furthermore, surge duration is longer than one tidal cycle (= 13
hours) and the magnitude is rather moderate compared with the tidal
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amplitude. TFor surges with duration T greater than 13 hours (= T,),
only the largest equivalent magnitude X over a 13-hour interval must be
considered. This X value results from moving the T —interval through
the t-interval (= surge) in steps of one hour, and at each step T
equating the area above (T,, T, + To) to ToX (in general t . 50 hours
(18, 49)). The conditionai density function P (g/1) can be obtained
from the conditional probability distribution Itmction

PG/T(g/T) = Prob {G(t) < g for £, S Bt T/t} f10]

by numerical differentation.

Such probability can be estimated for different values of T for a series
of g values by moving the interval of duration T through the hourly
predicted G(t) series and dividing the number of hours for which the
condition of eq. 10 is satisfied by the total number of G(t) values.
The conditional distribution function of the maximum sea level Z for
given 1 is derived in the following way. If gy i, and gmax are the
lowest and highest hourly predicted tides and if Z is chosen as a sea
level which can occur only by adding a positive surge to gpax, i.e.

Z > guaxs then Prob XLz~ g/t) = 1 for a range of g values between
gmin and gmax. Let us denote this boundary by g}, hence

PZ/T(Z/T) = j

Znin
Further derivation leads to

PZ/T(z/T) =1 - ngax [

&y
The adapted Tayfun method is completed by using eq. [8] and [9]. TFor
return periods of 50, 100 and 250 yr, Walden, Prescott and Webber (49)
estimated water levels of 2.74, 2.78 and 2.83 differing from the
"convolutionestimates" by 4.3, 4.7 and 5.3 Z respectively (see § 3.2.1.)

8.
max PXg z - g/t) pA/T(g/T) dg

1-P(X gz - g/t pg, (e/0) dg [11]

Beside these analytical methods to calculate the frequency of
occurrence of high water levels, several simulation procedures were
developed in which the transient event is reconstructed.

1. Myers (25) pointed out three important aspects in developing a

simulation procedure

- assess the behaviour of .surges from past records, analyze all
factors causing and determining the event, such as atmospheric
pressure, forward speed and direction of the storm

- develop a .hydrodynamic mathematical model to simulate storms
(hurricanes) from a random input of the stochastic parameters,
determined in the first step, and calculate the resultant surge

- calculate density distributions and probability functions for all
parameters and deduce the frequency of occurrence of the rare

event, simulated in step 2.

This method has been .applied several times in the U.S.A. (ref. 16,
17, 25, 26, 27). The major disadvantage is the development of the
hydrodynamic model and the required calculation time for each
simulation.

2, For this reason, the author proposes a simulation technique, based
upon the parameters, characterizing the resulting surge (and not

205
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based upon the event-causing parameters), such as duration and
magnitude of surge and tidal amplitude and phase angle. Application
of the Tayfun method is rejected since hourly water level data had

to be digitized over a period of several years. A4s a list of storm
events, exceeding the storm level of NKD+6.5m was available from

1900 on, this information was used to determine surge characteristics.

4, Determination of surge
4,1. Predicted tide during storm

For all storm periods predicted levels of high and low tide were
available, as well as the time of occurrence. In order to avoid
harmonic calculation of tidal levels, tide is reconstructed using the
typical (mean) tidal cycle of the period 1961-1970 (8). This curve is
transformed both in time and height (so that in the extremes coincide
with the predicted values) by linear interpolation. In this way the
tidal component during the storm is reconstructed similar with the
typical tidal curve.

4,2, Surge

To determine the surge from the observed levels and from the tidal
elevations, several methods were examined. The Dutch Deltacommission
(32) suggests to subtract predicted tide from observations which leads
to inadequate surge levels, since the interaction between storm and
tide causes transformations in the tidal phenomenon. Theuns (46) draws
a smooth curve S through the registered storm water levels R, so that
the area above and below S and limited by R are equal one to the other.
Subtraction of mean water level from curve S gives the surge event.
This is a practical method, producing reliable information in regions
where mean water level doesn't vary with time. Due to the secular and
periodic variations (Fig. 3) on the river Scheldt this method was
rejected. Schalkwijk (42) proposes a method based upon harmonic
analysis and recalculation of tidal levels. Subtraction of these
levels from the observations and application of forward and backward
means over 3 hours each to eliminate the My lunar compenent, produces
a reliable approximation of the surge in the "linear” parts of the
tidal cycle. To improve the surge residue in the neighbourhood of the
extremes a flattening procedure is developed, based upon a trial and
error method to draw a smooth curve through the surge residue. This
method was also rejected for it requires a harmonic tidal calculation
and because of the 'trial and error'-nature of the graphical flattening
procedure. Janssens & Sas (18) propose a numerical technique.
Subtraction of predicted tide, calculated in the aformentioned way
(§ 4.1.), from the observed levels doesn't account for tide-surge
interaction. Since no quantative data are available on this interaction
mechanism, the predicted tide is moved through the observations until
no periodically oscillating surge residue is obtained. In this way the
tidal 'advancement' due to storm is accounted for. The flattening
procedure is realized by an approximation of the surge residue by a
third order polynomial (higher order approximations cause inflexions
and successive maxima), determinded by the least square method and
applying a Lagrangion multiplier so that the area below the resultant
surge equals the one below the first non-oscillating surge approximation
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Fig.3: Variation of tidal variables

(Fig. 4). TFor 33 storm periods the surge elevation was calculated in
this way. It was discovered that there was no tendency at all for the
maximum surge to occur at high tide, nor at any other stage of the
tidal cycle, which is in strong agreement with the statements of Heaps
(15) and Wemelsfelder (32). The resultant duration and magnitude for
each surge was derived : 'Duration’' is determined (with an accurracy of
0.5 hour) by comparing the time between the zero-points of the surge,
the time between the minima of the surge and the time between the points
of coincidence of predicted and observed water level. The 'magnitude'
is assumed to be the maximum of the polynomial. After checking the
dependency of both characteristics, it seems that there is no linear
correlation (coefficient = 0,013). Hence magnitude and duration are
treated as statistically independent stochastic variables. The
probability distribution functions are a normal distribution (i =

42.5 h, 0 = 11.6 h) for the duration and a Gumbel distribution

P(x) = aexp {~a(x-~u) - exp-ax-ull}, u=1.32, ¢ = 3.04
for the magnitude.
4.3, Frequency of occurrence of storms

On the basis of the information concerning the penetration of
storms in the Scheldt estuary (50 arrivals in 77 years) a uniform
distribution of these storms was assumed. The time interval At of this

Poisson process has a distribution function

p (At) = a exp (-aAt)
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a = I/E(At). Since more storms occur during winter (October till

March) : E_jnper(8t) = 10.74 winter months and Egummer (8t) = 66 summer
months (or | storm occurs in summer during 1l years).

4.4,

most
surg

M(t)

Simulation of surge

From the set of surges, determined as explained in § 4.2., the
suitable shape was found to be a polynmial of order 3. For a
e of duration D and magnitude Mp,y, the component reads (Fig. 5)
ts, 2

_ ts\3 _
=6.75 Mnax [(T) (D) 1+ Miax
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5. Determination of tidal variables
As described in § 3.1. and illustrated in Fig. 3 tidal variables

vary with time. Since the simulated tide is characterized by mean water
level and tidal amplitude, the appropriate values of those variables
must be determined. To eliminate secular, i.e. nodal, variations 19~
yearly (forward and backward) mean values are calculated and are used to
estimate actual values of both mean tidal level (= NKD+2,.70m) and tidal
amplitude (= 2.54 m). To account for variations of amplitude between
neap and spring tide (= luni-solar fortnightly M ¢ constituent) with a
period of 14.76 days, the tidal amplitude is assumed to vary in a
sinusoidal way with amplitude = 0.42 m. Variations in tidal amplitude
of periodic nature are determined from annual mean amplitudes so that
relative magnitude of all effects can be analysed :

amplitude (t) = A cos (%£ t) + B sin (%; t) + C + DT [12]

(where T = period of variation, t = time in years, C + DT is the trend
due to secular variation). Using the method of least .squares, the most
important long term period can be determined. For the river Scheldt the
nodal tide (T = 18,67 years, amplitude = 0.06 m) was found to be the
most important). If tide is simulated by a simple sinusoidal variatiom
the tidal constituent during the surge event can be represented by

_ . 27
G(t) = A(t) sin chTZf ts + ¢o)
_ * * . 27
=G Anodal * AMSf) sin (]2.42 s * wo)
G(t) ={% + A sin (2l t) + sin (ot . + 0 )]
nodal T8.67 Ay 1576 % 74 “n * Py
sf sf
. 27
. [sin (mts'*kpo)] [13]
(with t = time in years since the beginning of the simulation, t, = hours
since the surge in started, oy = phase angle of the MSf contituent,
sf
A = annual mean amplitude, Anodal = nodal amplitude, AMsf = luni~solar

fortnightly amplitude).
For Antwerp A = 2.54 m, Anodal = 0,06 m, AMSf = 0,42 m,
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6. The simulation model

In this model tide during the surge is described as observed
during recent years, including periodic variations over amodal period.
Surge and interaction are treated together and their magnitude is based
upon observations of the last century. From the probability distribu-~
tion functions and the frequency distribution, the model parameters to
reconstruct all components are generated by random numbers. These
parameters, treated as stochastic variables are : At, D, MMax and wo.

Superposition of Z , G(t) and M(t) eacht 10 minutes (according to eq{ll)
during a storm (Fig. 6) leads to a series of n maximal storm levels H
over a range of j simulated years. The return period T of a level h max
is calculated as j/m, with m the number of surges exceeding level ho :

simulated years [14]

number of storms with H > h
max (]

T(ho) =

To obtain suitable results :
~ the simulation model must use enough random numbers so that the
results are not influenced by the initial random number
-~ the simulation must cover a span of years of at least 10 times the
largest requested return period
-~ the simulation results must be compared with historical data and if
possible with other calculation methods.
Furthermore it seems obvious that the model can not give more informa-
tion or more accurate data than those included in the set of observations.
Hence one should try to collect as much data as possible to increase the
reliability of the model parameters and their probability distributionms.
For the river Scheldt near Antwerp 10000 years were simulated, in which
5952 storms exceeded the lower limit level of NKD+6m. The results are
given in Table 1 and Fig. 7.

7. Comparison of results - conclusions

The results in Table | indicate that the simulation model gives a
higher water level than the extreme value distributions, for the same
return period. Since the frequency of occurrence of high levels
increases with time (Table 2), one should account for trends in
determining the frequency of occurrence of extreme water levels.
Classical extreme value distributions assume the series of annual
maximal water levels as homogeneous, and .thus underestimate the
frequencies. To avoid inhomogeneity, trends must be corrected for, but
one must be aware of the different possible estimates of these trends
(Table 3) and the influence on the water levels corresponding to
several return periods. The proposed simulation technique avoids these
difficulties by using tidal variables based upon-recent years observa-
tions and by simulating surge events as they happened over the last
century. Examination of Table 1 shows that the extreme value distri-
butions give estimates of water levels which become higher the more
recent years are considered .or the more a homogeneous set of annual
maxima is used, whilst the estimates derived from the simulation model
are greater than .the pure annual maxima results but smaller than the
estimates obtained after correction for trends.
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The simulation technique overcomes the difficulties of applying
extreme value distributions. Compared with the joint probability
methods it avoids the problem of correlated residuals of the convolution
method by considering surge duration and magnitude. It has been
illustrated that in comparison with the Tayfun method, detailed observa-
tions are required in storm periods and not hourly values over 10 or 15
years. In this way laborous work of data collection is avoided. Compared
with the simulation medel the proposed technique has the big advantage
of not using a hydrodynamic model, since surges are simulated depending
on surge-characterizing parameters and not on surge-causing parameters.
Although it remains difficult to draw any firm conclusions this simula-
tion technique seems quite promising, espcially in estuaries where
shallow water components influence surge propogation so that hydro-
dynamic models become complex, and where trends in annual maxima are
apparent. The technique serves to calculate a best estimate for
extreme water level frequencies, which is a problem for which no
definitely correct answer exists.

Table 1 : Water Levels h, (m + NKD) and corresponding return periods

xextrapolation of results calculated till T = 1000 yr.

Return period {years)
1901 - 1978 10 50 100 1000 10000
simulation 7.29 7.82 8.06 8.85 9.58%
Barricelli 7.03 7.48 7.68 8.33 8.99
Jenkinson 7.0t 7.47 7.56 7.87 7.94
Trend Case
(m/year)
0.000 {0)no adaptation 7.11 7.66 7.88 8.64 9.40
0.0029 (1) 7.20 7.72 7.94 8.66 9.38
0.0032 (2) 7.2} 7.73 7.94 B8.66 9.38
0.00304 (3) 7.21 7.72 7.94 8.66 9.38
@ | 0.0025 (4) 7.18 7.71 7.93 8.65 9.38
pt 0.0040 (5) 7.24 7.75 7.97 8.68 9.39
¢ | a.0020 (6) 7.17 7.70 7.92 8.65 9.37
@ | 0.0050 n 7.27 7.78 7.99 8.71 9.42
E 0.0014 (8) 7.15 7.68 7.91 8.64 9.38
21 o0.0046 (9) 7.26 7.77 7.98 8.70 9.41
£ | 0.009/0.0067/0.0020 {10} 7.18 7.70 7.92 8.65 9.39
F | 0.0037/0.009 (11) 7.33 7.83 8.04 8.75 9.45
< | 6.0070 (12) 7.35 7.86 8.07 &.78 9.49
£ ] 0.0096 (13) 7.46 7.98 8.20 8.93 9.65
E 0.0084 (14) 7.41 7.92 8.14 8.86 9.57
~ | 0.0071 (15) 7.35 7.86 8.08 8.79 9.50
E 0.0118 (16) 7.57 8.11 8.33 9.09 9.84
g
» 1941 - 1978
2
21 0.0000 (17)no adaptation | 7.29 7.87 8.12 8.93 9.74
% 0.0046 (18) 7.35 7.92 8.15 8.94 9.72
=3
2 1951~1978
+
] 0.0000 {18)no adaptation 7.36 7.94 8.19 9.01 9.83
g 0.0046 (20) 7.41 7.99 8.23 9.04 9.84
€ 0.0092 (21) 7.47 8.04 8.28 9.08 9.88
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Frequency of occurrence (number of tides exceeding level ho)

Waterlevel 1901 1911 1921 1931 1941 1951 1961
h0 - - - - - - -
m + N.K.D. 1910 1920 1920 1940 1950 1260 1970
5 211 297 319 359 383 399 471
5,5 29 40,7 40 41 75 86 131
6 3,2 3 4,2 4,2 5,1 8,4 14,7
6,5 Q,s 0,5 0,3 0,6 0,8 0,7 1,4
Table 3 : Trends in tidal observations
Trend (cm/century}
Period Mean tidal Mean see High tide Annual Reference
level level max imum
5 1900-1962 (%) +29(1) +32(2) 20
@ | 18901962 +30.4(3) 26
g 1880-1970 +25(4) +40(5) 61
1888-1970 +20(6) +50(7) 61
1910-1969 (x) +14(8) +46(9) 20
1910-1954 (%) +9 +37 20
1955-1961 (%) +67 (10 (11) 20
1961-1969 (x) +20 20
1955-1969 {x) +97 20
1925-1978 70(12) 18
§ Annual maxima
3 Mean values durinag 40 years startina in 1920
é till 1925 taken over
« 5 year 10 year 15 vear 20 year
mean +96(13) +84(14) +71 (15} +71 18
minimum +70 +45 +48 +4R 18
maximum +118(16) +105 +108 +73 18

(%) 19~yearly mean values; data cover a
backward to the indicated period.

( ) case number of adaptation to obtain
Table 1).

period of 9 years forward and

homogeneous data (see also
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CHAPTER FIFTEEN

UPDATE: THE NATIONAL FLOOD INSURANCE PROGRAM AND THE COAST

By: William G. Fry, P.E., and Perry A. Rhodes, P.E.,
Respectively, Principal and Civil Engineer for
Dewberry & Davis, Fairfax, virginia

ABSTRACT

This report will update the coastal zone practitioner on the
National Flood Insurance Program (NFIP) as it affects the implementa-
tion of manmade changes along the coastline.

It is our intent to place in proper perspective this fast-changing
and often difficult to interpret national programe. Readers will
achieve an overall understanding of the NFIP on the coast, and will be
in a position to apply the program's requirements in their efforts.

We will begin with a history of the application of the NFIP to the
coastal zone. The history of the problems encountered will lead into
current regulations, methodologies, and the changes the Federal Emer-
gency Management Agency plans for the future.

INTRODUCTION

The NFIP, operated by the Federal Emergency Management Agency
(FEMA), has been in existence since 1968. This program has been a
major force in directing the course of development in the U.S., not
only on the coast, but throughout all the flood-prone areas of the
country., However, with regard to the coastal areas, the program was
slow to get and to give direction to development, and the application
of the program in coastal areas was an area of major criticism during
its early years.

It is only now, 1984, that we feel the NFIP has achieved a steady
state in the coastal areas. It has established a sound technical
backing for its requirements, gained a national understanding, and
achieved a fairly strong assurance of being accepted by local govern-
ments.

The achievement of this steady state has been made only after a
period of loosely defined rules and regulations for the coastal areas.
This has left considerable confusion to builders and developers, engi-
neers and architects, the insurance industry, and local governments.
The purpose of this paper is to summarize the current rules, regula-~
tions, and technical bases of the NFIP in the coastal area. This paper
will also present what can be expected in the foreseeable future.
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Our presentation will cover the following topics:

o History of the coastal zone and the NFIP

[} Flood insurance zones in the coastal areas

o The flood plain management and construction regulations of the
NFIP

o Representative examples of flood insurance rates

[} A summary of the storm surge models

[} A summary of the wave height and wave runup models

o A brief discussion of the application of the barrier island
regulations

o Current updates to the surge and wave height models now being

completed and contemplated by FEMA
HISTORY OF THE COASTAL ZONE DESIGNATIONS
Itemized below are the key dates for the NFIP in the coastal areas.

1969 - Inundation of the 100-year flood (A zones) was identified in
the coastal zone.

1972 - First V zones (coastal high hazard area1) in areas of
obvious wave action were applied to the coastal area. Zones V1 through
v30, when determined, utilized the popular surge models of the early
1970s.

1975 - The Galveston District Corps of Engineers established the
three-foot wave as that wave which will induce significant damage above
and beyond inundation to structures (Reference 1). From this, using a
convention of maximum wave height egualing 78% of the depth, a four-
foot stillwater storm depth was established to identify V zones. In
other words, areas of stillwater inundation with depths greater than
four feet which had significant exposure to waves were considered V
zones.

1977 - The National Academy of Sciences (NAS) completed its wave
height methodology for V zone identification (Reference 2). It was to
be applied using established stillwater elevations.

1979 - A cost benefit study, undertaken by FEMA, showed a positive
ratio, as high as 8:1 in some instances, for implemention of the wave
height methodology.

September 1979 - Hurricane Frederick occurred, establishing itself
as the most costly natural disaster in U.S. history.

April 1980 - The first wave height study became effective on the
coast of Alabama. The Federal Insurance Administration (FIA) initiated
a major program to study communities on the Gulf and Atlantic coasts.

1"Coastal high hazard area" means the area subject to high velocity
waters including but not limited to hurricane wave wash or tsunamis.
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1981 ~ A storm surge model by Tetra Tech was published by FEMA
(Reference 3), The purpose was to standardize coastal storm elevation
determination for flood insurance applications.

1984 - vVirtually all communities requiring coastal studies have
studies in progress or completed.

1984 -~ Refinements to the NAS wave height model and the Tetra Tech
surge model have been undertaken and evaluated by FEMA.

It should be noted that the coastal studies have been a major area
of criticism for the Program. With the early utilization of only storm
surges to identify the coastal hazards, it was well recognized that the
overall coastal hazards were vastly underrated. As a result, allega-
tions were made that the NFIP was encouraging development along the
coast by providing unrealistically low insurance rates to protect those
who built. Changes in technology and insurance premiums made in the
past few years have done much to nullify this argument.

FLOOD INSURANCE ZONES

The medium by which the flood insurance zones are identified for a
community is the Flood Insurance Rate Map (FIRM). A FIRM is created
for every community participating in the NFIP., The definitions below
are for effective FIRMs with detailed studies.

o Zones V1-V30 - Coastal high hazard areas inundated by the 100~
year flood where a three-foot or greater wave could occur.
Wave crest elevations are shown as the base flood elevation.

o Zone V ~ Areas of estimated inundation by the 100-year flood
with depths greater than four feet and exposed to provide wave
generation. No base flood elevations shown.

o Zones A1-A30 - Special Flood Hazard Areas (SFHAs) inundated by
the 100-year flood with waves less than three feet, The wave
crest elevations are shown as the base flood elevations.

o Zone A ~ Areas of approximate determination of 100-year
inundation. No base flood elevations shown.
o Zone A0 - SFHAs of shallow flooding caused by sheetflow from

the 100~-year flood. Depths are between one and three feet and
are shown,

<] Zone AH - SFHAs of shallow flooding caused by ponding. Depths
are between one and three feet, with the ponding elevations
shown.

o Zone B -~ Areas of moderate flood hazard, usually expected to

be inundated by the 500-year flood. In coastal areas, only
the stillwater elevations are utilized. No base flood eleva-
tions are shown.

o Zone C - Areas of minimal flood hazard.
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FLOOD PLAIN MANAGEMENT REGULATIONS FOR ALL FLOOD-PRONE AREAS

The next two sections summarize briefly the requirements of Part
60.3, Title 44, Code of Federal Regulations (Reference 4)., These are
four very readable pages of the Federal Regulations, which should be
reviewed by anyone practicing engineering in the coastal zone. Com-—
munities are required to adopt and enforce thege minimum standards in
order to be eligible for participation in the NFIP. The regulations
for all flood-prone areas are discussed below and the additional
regulations applicable to the coastal high hazard areas are discussed
in the following section.

REGULATIONS FOR SPECIAL FLOOD HAZARD AREAS

1. Participating communities must require permits for all pro-~
posed construction in SFHAs.

2. Participating communities must review proposed development to
assure approval of all state and Federal regulations including
Section 404 of the Federal Water Pollution Control Act.

3. Participating communities must review all development to
assure safety from flooding with appropriate building stan-
dards.

4. Participating communities must assure that all subdivisions
are designed with flood damage mitigation standards, applying
to both structures and utilities.

5. For subdivisions of 50 lots or five acres or greater, if base
flood elevations have not been established by the NFIP, they
must be developed. This implies that where only Zones V or A
are shown on a map, it is a requirement that studies be under-
taken to establish base flood elevations.

6. Communities must utilize any available base flood elevation
data available to them.

7. Communities must notify all neighboring communities of water-
course alterations and they must ensure the conveyance of all
existing watercourses.

8, Mobile homes in SFHAs must be elevated and anchored using
specific design standards.

9. Communities must maintain evacuation plans for mobile home
parks and subdivisions.

10. New construction of, or substantial improvements to, residen-
tial structures in Zones A1-A30 and AH zones (ponding) must
have the lowest floor, including the basement, elevated to or
above the base flood elevation. For non~residential struc-
tures, certified waterproofing may be utilized.

11 In A0 zones (sheetflow) residential structures must have their
lowest floor elevated above the adjacent grade by the depth of
flooding identified (1-3 feet). Again, floodproofing is
permi tted for non-residential structures if certified by a
registered architect or engineer.

12, There must be adequate drainage paths around all structures in
Zones AH (ponding) and AO (sheetflow).
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13. Floodways (that portion of a reduced flood plain which would
carry the 100-year flood without greater than a one-foot
surcharge to the flood elevation) must not have any construc-
tion in them which will result in any increase in flood eleva-
tions. Mobile homes are prohibited except in existing parks.

SUMMARY OF ADDITIONAL REGULATIONS FOR THE COASTAL HIGH HAZARD AREAS

1e All new construction and substantial improvements must be
lanrdward of mean high tide.

2. All new construction and substantial improvements must be on
piles, secured with the lowest structural member above the
base flood elevation.

3. All new construction and substantial improvements must be
certified by a registered architect or engineer to be designed
to withstand the wave and water forces of the 100-year storm.

4. For all new construction and substantial improvements, the
space below the lowest floor is prohibited for use for habita-
tion. It must be free of obstructions and may utilize only
breakaway walls for enclosure.

5 No fill is allowed for structural support.

[ No new mobile homes may be placed, except in existing parks.

7. There must be no degradation of sand dunes and mangroves.

In summary, for the coastal high hazard area, there are additional
locational requirements, structural certification requirements, struc-
tural design requirements, and environmental requirements. Of particu-
lar note is the unique requirement that the lowest structural member
must be above the base flood elevation as opposed to simply the lowest
habitable floor.

The NFIP is voluntary. If a community chooses not to participate,
flood insurance is not available, and grants, loans, or guarantees made
by Federal agencies such as the Small Business Administration, Federal
Housing Administration, and Veterans' Administration are prohibited for
acquisition or construction in identified areas. Lending institutions
insured or regulated by a Federal agency may make conventional loans at
their own discretion in these areas. By law, if a flood disaster
situation occurs in a nonparticipating flood-prone community, no
Federal assistance for acquisition or construction may be provided in
flood hazard areas. Individual and Family Grant assistance for housing
and personal property is also not available after a flood disaster.

REPRESENTATIVE INSURANCE RATES

For comparison, indicated below are the annual premiums for three
different structures. The premiums are based on the maximum structure
insurance of $185,000, and the maximum contents insurance of $60,000
(References 5 and 6).

[} For a structure in Zones A1-~A30 with the lowest habitable
floor at the base flood elevation, the annual premium is
$287.50.
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o For a structure in Zones V1-V30 with the lowest structural
member at the base flood elevation, the annual premium is
$2,442,00,

o For a structure in Zones V1-V30 with the lowest structural

member at four feet or more above the base flood elevation,
the annual premium is $946.00.

STORM SURGE MODELS

In performing coastal Flood Insurance Studies (FISs), determination
of the stillwater elevations is the initial step. FEMA has used many
different sources for stillwater elevations. These sources include
frequency analyses of tidal gage data and storm surge models. In 1981,
FEMA adopted Tetra Tech's storm surge model for use on the East and
Gulf coasts (Reference 3). This model incorporates two separate
models: a hurricane model to generate hurricane wind and pressure
fields and a finite difference hydrodynamic model to generate storm
surges using the hurricane data. The hurricane model uses an array of
five hurricane parameters to simulate the wind and pressure fields of
selected storms. The storm model uses a variable grid mesh which
incorporates water depth, bottom friction, shoreline configuration,
barrier islands, and inlets. The model results in a time history of
storm surges. These are combined with the predicted astronomical tide
for the same time period to produce the stillwater elevation. A joint
probability analysis is used to assign frequencies to the stillwater
elevations. This model has been applied extensively in the Gulf and
South Atlantic states.

For Virginia, Maryland, and Delaware, FEMA has used a joint proba-
bility analysis by the National Oceanic and Atmospheric Administration
(NOAA), which utilizes the SPLASH model with modifications similar to
those in SLOSH (Reference 7). It should be noted that FEMA is using
SLOSH for hurricane evacuation studies. Because these studies do not
assign a frequency to the storm being modeled, the results from the
SLOSH model cannot be used in FISs.

In the New England states, an additional model is applied for con-
sideration of the effects of northeasters. FEMA has adopted a model
developed by Stone & Webster (S&W) which simulates wind and pressure
fields for northeasters (Reference 8). This data is then used in the
same manner as the hurricane fields to generate storm surges and still-
water elevations.

WAVE HEIGHT AND RUNUP MODELS

To evaluate the wave action effects, FEMA had the NAS prepare a
me thodology applicable to most areas along the Gulf and Atlantic coasts
(Reference 2). This methodology considers the effects of wind fetches,
stillwater depths and all types of stationary obstructions in deter-
mining wave heights and corresponding wave crest elevations. An in-
cident wave height is calculated at the shoreline based on available
fetch and stillwater depth. This wave height is modeled as it propa-
gates inland. Energy losses due to vegetation, buildings, and other
structures are considered, as well as wave generation over unobstructed
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areas. The calculated wave heights are used to determine the wave

crest elevations which become the regulatory base flood elevations.
This methodology has been applied to nearly all of the Gulf and At~
lantic coastal communities.

The NAS methodology does not account for wave runup on steep shore-
lines subject to intense long period waves. 1In the New England states,
many structures above the stillwater elevation were damaged by runup
during the 1978 northeaster. To account for this hazard, FEMA con-
tracted S&W to develop a model to determine the height of wave runup.
S&W's computer model incorporates laboratory runup data from Phillip
Stoa and uses the composite beach slope method developed by Thorndike
Saville (Reference 9). The height of calculated runup is a function of
beach slope and roughness, deepwater wave height and wave period. The
maximum runup elevation is combined with the results of the NAS method-
ology to produce a simple yet realistic wave profile consistent with
existing state-of-the-art technology to describe wave height variation
in the surf and runup zones.

WEST COAST FLOODING

Most of the above-mentioned models and methodologies are not appli-
cable to the West Coast. The West Coast is subject to severe flooding
from tsunamis, winter storms, tropical storms, extratropical storms and
the swells from these types of storms. For a large part of the West
Coast, including Hawaii, the phenomenon that was determined to result
in the worst flooding was modeled and mapped. For southern California,
a joint probability analysis of astronomical tides, tsunami, offshore
storms and landfalling storms is being performed for the coastline
between the Mexican border and Morro Bay. FEMA has also just con-
tracted for a tsunami model of the entire coast of Alaska. These last
two models will complete the study of the areas of the West Coast
subject to coastal flooding.

COASTAL BARRIER RESOQOURCES ACT

Another service provided by FEMA is the placing on the FIRMs of the
"undeveloped barriers" identified under the Coastal Barrier Resources
Act of 1982, by the Department of the Interior. Any development after
October 1, 1983, in these areas is not eligible for any Federal funds,
including flood insurance and disaster assistance. The classification
of areas as "undeveloped barriers" has been challenged in court many
times regarding the definition of "undeveloped" and "barrier." Most
cases have been unsuccessful. Although not involved in the identifica-
tion of the undeveloped barriers, FEMA has mapped these areas on the
FIRMs for all of the affected communities. Thigs was completed by
October 1, 1983,

FUTURE ACTIONS

So far, we have briefly covered the flood hazard zones and regula-
tions for coastal communities, and the methods of determining the flood
hazards. We would now like to discuss FEMA's future involvement with
coastal analyses.
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Due to recent technological advances in the state of the art,
unique situations encountered, and experience gained from application
of their models, FEMA is currently reviewing and/or updating several of
their methodologies. The National Weather Service of NOAA has been
contracted to develop a comprehensive and authoritative set of hurri-
cane climatological statistics to be utilized in future FISs. This
will update a 1975 hurricane climatology study, NWS-15. All previous
storms influencing the Gulf and Atlantic coasts will be analyzed to
provide tabulated data of hurricane frequency parameters for determin-
ation of the wind and pressure fields for storm surge calculations.
This will make variations of storm parameters smooth enough so that
contractors can use the information directly. Decisions on the sta-
tistical representativeness of the sample size and final analysis will
be made by NOAA and not left to individual contractors. It is esti-
mated that this will be completed within 2 years.

In addition, FEMA has contracted a review of the complete Tetra
Tech model for areas that could be potentially updated due to advances
in the state of the art. Upon completion of this review, necessary
updates will be made.

FEMA has just completed two updates to the NAS wave height method-
ology. These updates are really additions to account for unigue situa-
tions. The first concerns the Mississippi Delta. The Mississippi
River has deposited millions of tons of fine sediments into the Gulf of
Mexico to form a soft mud bottom in contrast to the typical sand bottom
of most coastal areas. This plastic, viscous bottom deforms under the
action of a surface wave. This wave-like reaction requires energy from
the surface waves, thus reducing the surface waves. Joseph Suhayda has
just completed a methodology for FEMA to account for the wave energy
losses in the Mississippi Delta. Waves in the of fshore area are
tracked over the muddy bottom resulting in lower wave heights at the
shoreline., This methodology will be applied only to the Louisiana
conmunities affected by this phenomenon.

The other situation FEMA has investigated is the effect of marsh
grass on wave dissipation. The NAS methodology models vegetation as a
rigid cylinder. This does not account for the flexibility of marsh
plants. A FEMA task force is in the process of completing a method-
ology that accounts for different types of marsh plants, flexure of the
plants, and wind energy input.

e Another service provided by FEMA is their "Design and Construction
Manual for Residential Buildings in Coastal High Hazard Areas." FEMA
1s currently negotiating a contract for an updated and more detailed
version.

CONCLUSION

By the end of FY 85, all of the coastal communities in the United
States will have detailed studies completed or in progress. This will
not be the end of FEMA's involvement in the coastal areas. Refinements
will continue to be made with advances in the state of the art. Al-
though FEMA does not plan any massive restudies as a result of upgrades
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to their methodologies, these advances will be incorporated in future
revisions and restudies as they become necessary.

To summarize, we have seen the Coastal Flood Insurance Program go
from being controversial and very subjective to a program utilizing
recent technical developments with well defined criteria and regula-
tions. FEMA has provided a reasonable representation of potential
flood hazards for nearly all of the coastal communities in the U.S.
Along with its regulations, the FIRM becomes a flood plain management
tool available to the coastal areas. While not promoting development,
FEMA has provided this tool so that future development in the coastal
areas will be constructed to minimize potential flood damage. Without
FEMA's involvement in the coastal areas, development could be rampant
and unsafe, with yearly flood losses drastically escalating.
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CHAPTER SIXTEEN
SIMULATION OF TIDES AND STORM SURGES IN THE GREAT BARRIER REEF REGION
1 2 3
K.P. Stark, L. Bode and L.B. Mason

The Great Barrier Reef Region which constitutes the north-—eastern
continental shelf waters of Australia, is an area that is subject to
both large astronomical tides and the passage of tropical cyclones
(hurricanes). One section of this area, centred on Mackay, is
characterised by particularly high tides, with a springs range of order
10 metres. Numerical hydrodynamic modelling is used in the present
study to: (a) simulate the M tide to investigate possible effects of
the reef barrier on tidal ampiification; (b) simulate the pagsage of a
tropical cyclone across the continental shelf; (c¢) investigate the
effect and consequences of non-linear surge/tide interactions. The
recent discovery of a major shipping route through the reef in this area
and the continuing development of natural resources makes a much more
detailed understanding of the region's hydrodynamics essential for
coastal engineering.

INTRODUCTION

The Great Barrier Reef (GBR) extends in an almost unbroken chain along
some 1200 miles of the Queensland coast of Australia. The area between
the coastline and reef (the 'lagoon') is of key importance to engineers,
oceanographers, development consultants and shipping; it is of unique
biological importance and Supports significant fishing and tourism
industries. The area of particular interest to the present study 1is
centred on the city of Mackay, with the model's location and extent
being delineated in Pig. 1. This area's hinterland is rich in natural
resources and this has resulted recently in an upsurge of development,
particularly in the exploitation of massive nearby coal reserves. The
posaibility also exists of large scale development of extensive
shale-oil deposits in the longer term.

Shipping within the GBR Region is therefore very important and coastal
engineering projects range from the development of port and harbour
facilities, and the construction of deep-water ports to consideration of
environmental problems associated with potential shipping disasters.

The newly-discovered shipping channel through the main reef,
Hydrographer's Passage, is also shown in Pig. 1. This provides much
easier and more economical access for international shipping to Mackay.

1. Professor and Head of Dept., 2. Research Pellow, 3. Research Officer,
Department of Civil and Systems Engineering, James Cook University of
North Queensland, Townsville. Q. 4811. AUSTRALIA.
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Fig. 1 Model region with solid rectilinear boundaries of computational
region superimposed on the actual coastline. Dashed curves
depict bathymetry (m); dashed rectilinear elements represent
reef and low barriers. The hatched region is Hydrographer's
Passage. Also shown is the cyclone track through the region,
Latitude and longitude of the region are indicated.
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However, it is also clear that although the initial shipping traffic
through the new passage will be relatively small, it will be necessary
to evaluate the additional risks, environmental and ecological, that
will be superimposed on the region. Such evaluations require a detailed
understanding of the hydrodynamic interactions of the complex tidal and
meteorological forcing mechanisms that apply in this area,

In this southern (Mackay) section of the GBR Region, the pattern of the
astronomical tides is of considerable scientific and applied interest.
Tides are much higher than, and exhibit large phase lags relative to
areas to the north and south. Spring tides can have a range of up to 10
wmetres. Recent numerical studies by the authors have lent weight to the
hypothesis [first proposed, incidentally, by the maritime explorer
Matthew Flinders in 1814], that the reef chain itself plays a key role
in the attainment of such large water levels (1). The area is also
subjected to the influence of strong and persistent longshore winds for
a large part of the year. In addition, the occasional incidence of the
passage of tropical cyclones means that such extreme meteorological
forcing and the associated water levels and currents, must be included
in any coastal engineering assessment of the area.

Aims and Objectives

The work to be discussed in this paper comprises three parts. The first
is an investigation of the factors which lead to the large amplification
of the semi~diurnal astronomical tides. In particular the role played
by the dense reef barrier in the tidal dynamics is considered by means
of numerical modelling. The second part of the work considers the
effect of the passage of a tropical cyclone through this area. In view
of the extremely large water levels that are attainable from each of
these forcing mechanisms, the ultimate effect of surge/tide interactions
on the total water level and currents cCould well be considerable and
should be incorporated in the design of important coastal engineering
works in this area, since variations of fractions of a metre in levels
could have significant economic implications., This aspect of the
coastal hydrodynamics is often neglected and forms the third part of the
study.

METHOD OF SOLUTION

The above cases are treated numerically by the solution of the
two—-dimensional (depth-integrated) long wave equations. Solution
techniques for such models are by now more or less conventional and will
not be referred to in any detail. Purther details of the model can be
found in Refs. (1,7,11,12). The equations of motion to be solved are:

2 P
au . e U 2 uv 2 a, 1
= (= (2ly -~ = = He— 4 — (7 - ,
Frel = S e LA Bxlent 50+ o0 ™ o) 1
av .2 uv. . 2 V' 3 Pa. 1
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37 g

P = 0, (3)
The notation used is:

t time,

X,y local horizontal Cartesian co-ordinates,

wn = nxy,.t) sea-surface elevation, referred to M.S.L. datum,

h = h(x,¥) undisturbed water depth,

H=h+t+yn total water depth,

£ Coriolis parameter, assumed constant

g gravitational acceleration,

Pa atmospheric pressure

fel water density, assumed constant,

T T components of surface stress 7_ due to wind forcing,
sx by s

Tbx,Tby components of bottom stress Y

u,v components of horizontal transport per unit width of

cross section, defined by

where u is the average velocity and u the depth
averaged mean velocity, in the x-direction.

A similar definition holds for Vv (and ;). The equations are solved by
an explicit finite-difference technique on a uniform grid that is
staggered both spatially and temporally (a Richardson lattice).

An additional and complicating factor in this region, however, is the
necessity of formulating a suitable physical model of the GBR chain that
can be incorporated within the numerical model. The reef would appear
to play a number of roles, acting as a possible means for both large-
scale tidal amplification plus considerable smaller-scale dissipation, a
generator of extreme currents locally, and as possible offshore
protection from even more extreme storm surge levels. 1In this and the
works cited above, reefs and other low barriers (such as the extensive
band of sandbanks at the mouth of Broad Sound) are modelled as weirs -
after the approach of Reid and Bodine (11) and Sobey et. . (12,13).

The model region has been shown already in Fig. 1. Both the actual
coastline and its model approximation on the square grid of spatial
resolution, AS = 5 n miles are shown. This value allows considerable,
although not complete resolution of individual reef elements. The
figure alsc shows the region's bathymetry as well as the model's
approximation of the reef structure and submerged barriers, which are
represented by the dashed rectilinear elements. For the purposes of
comparison of the various results that follow, particular attention will
be paid to grid point (5,29) in the mouth of Broad Sound. This is the
location of Flat Isles where, in fact, Flinders was moored for two weeks
in 1814. This point is in the area of maximum tides as well as surge
for the chosen model cyclone.
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TIDAL. MODEL

In the Mackay region, tides are predominantly semi-diurnal. In
particular the M_ constituent accounts for roughly 50% of the total
tidal range, as Seen from Table I. As a result, M can be taken as
representative of a mean tide over the spring-neap cycle. It should
be remembered, however, that total tidal water levels can be up to
double these values. The tidal model is driven by imposing the M_ tide
(amplitude and phase) along the three open boundaries. The tidal”
amplitude ig increased from zero to its full value over a build-up
period of 6 hours in order to reduce the unwanted effects of initial
transients (1,2).

TABLE I

RANGE OF PRINCIPAL TIDAL CONSTITUENTS (METRES) AT SELECTED LOCATIONS IN
THE STUDY AREA, TOGETHER WITH THEIR SUM

3 [24
Location Mz 52 N2 Kl 01 P1 Sum
Bowen 1.50 0.61 0,40 0.64 0.34 0.21 3.70
Hook Island 1.72 0.63 0.45 .71 0.35 0.24 4.10
Mackay 3.36 1.20 0.80 0.76 0.40 0.23 6.75
Broad Sound 4.84 1.42 0.43 0.92 0.42 0.25 9.28
(McEwin Islet)

Pt. Clinton 2.74 1.10 0.63 0.64 0.32 0.21 5.64
Bell Cay 2.26 1.20 0.42 0.46 0.32 0.21 4.87
Gladstone 2.32 0.84 0.53 0.50 0.28 0.16 4.63

[(1,1) on Pig.1]

At present, there remains some uncertainty about this specification of
the open boundary conditions, particularly along the edge of the
continental shelf. Obtaining data along this stretch is made difficult
by the fact that, apart from Hydrographer's Passage, no approach to the
shelf edge can be made from the lagoon. Outside the reef, seas are
generally too large for safe and recoverable deployment of instruments.
Fortunately, this situation is improving and proposed field experiments
should help to remedy some of the inevitable uncertainties.

Tidal Results

Fig. 2 shows the results of a simulation of the M_ tide in thigc region.
The notable feature is the effect of the 'reef': “the relatively large
gradients of surface elevation and the large phase change across the
central (and densest) portion of the reef chain, indicate considerable
flow retardation. The mechanism of tidal amplification can also be seen
from this figure. The phases of the resultant tidal streams from the
north and south are such that they tend to reinforce each other in the
central part of the region. The resulting pattern is essentially a
standing wave, with almost uniform phase over this large central
portion. The tide subsequently progresses up Broad Sound with
congiderable further amplification.
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0
Fig, 2. Co-amplitude (m) and co-phase (g ) contours for M tide. Grid
size is $ n miles; rectilinear elements depict reéfs, etc.

M_ tidal ellipses, shown at every grid point in each coordinate
direction, are presented in Fig. 3. They show the essential pattern of
the tidal streams, while the indicated phase depicts the variation from
an essentially progrsssive wave towards a standigg wave pattern. The
maximum amplitude of the tidal current is 1.8 ms (or roughly 3.5
knots) near grid point (25,32). However, personal observations indicate
that for the area of the outer reef, tidal currents of order 6 knots are
not uncommon between individual reefs.
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The effects of the reef on the propagation of the tides can be further
demonstrated with a numerical model by the complete removal of the reef

elements from the model.
shown in Fig. 4.

The results of this numerical experiment are
The amplification of the tides is now much reduced.

For example, at grid point (5,29), the M_ amplitude is reduced from 2.6€6

m in Fig. 2 to 2.01 m in Fig. 4.

In addition, the tides are nc longer

so retarded at the edge of the shelf and phases and, as a result, are
significantly earlier - by roughly 0.7 h — in the central coastal

portion of the model region,

The results of this simulation lend strong

support teo the original Flinders hypothesis of reef retardation leading
to longshore lagoonal resonance — see also Ref. (9).
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90

0,4

Pig. ¢ As for Fig. 2 but without 'reef’.

STORM SURGE SIMULATION

In 1918 Mackay was hit by a tropical cyclone with an estimated central
pressure of 940 mb, A significant component of the damage was due to
the effects of storm surge (estimated at over 3.6 m at Mackay) and wave
action, with the storm crossing the coast near the time of high tigde.
The combination of extreme winds and very high surge water levels
devastated the town.
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An engineering study of the effects of storm surges without tides at
Mackay has been carried out previously — Ref. (5). In the present
study, a simulated tropical cyclone of similar estimated magnitude to
the 1918 storm is allowed to pass through the model region along the
track indicated in Fig. 1. Altogether, a number of different
simulations were effected, mainly to investigate the effect of the speed
of forward movement and the phase of the storm relative to the tides, on
the strength of the surge/tide interaction. The prototype storm,
however, is identical to that used by Bode and Stark (3), although some
recent modifications to the parameterisation of the wind stress field,
suggested by Bode and Sobey (4) have been incorporated subsequently.

The actual parameters governing the storm are detailed in Table II.

TABLE II

PHYSICAL PARAMETERS GOVERNING THE SIMULATED
TROPICAL CYCLONE OF THIS STUDY

Return Period 500 years
Central Pressure 940 md
Ambient Pressure 1013 mb
Radius of Max. Winds 30 km
Track (Bearing) 255°
Speed of forward movement 30 kph

Simulation Time
Initial Grid Position
Final Grid Position
Build-Up Time

-—10hto+1h
(30.9, 46.1)
(0.2, 28.4)

4 hours

As with the tidal modelling, the storm is built up in magnitude over a
number of hours, in order to minimise the unwanted effects of initial
transients. The landfall position and path (Fig. 1) have been designed
deliberately to cause maximum enhancement of the storm surge in the

region of maximum tides (Fig. 2).

According to Sobey et al. (11), the

maximum surge for Southern Hemisphere cyclones should be situated a
distance of order R, the radius of maximum winds, to the left of the eye
at landfall, looking along the track of the storm. Thus both maximum
tides and surge should occur around the mouth of Broad Sound, and it is
hypothesised that this should result in a very considerable surge/tide
interaction, to be discussed in the following section,

Figs. 5(a) and (b) show storm surge water levels for the standard run,
at times of one hour before and after landfall (t = -1 and +1) respect-
ively. At the chosen point (5,29), the maximum surge is of order 4.3 m,
although larger values are obtained farther up Broad Sound. Longshore
currents are particularly intense and reach a maximum value roughly two
hours prior to landfall (t = -2), as shown in Fig. 6. Maximum currents

at this time are of order 1.7 ms

, or roughly 3.3 knots,
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Pig. S Sea surface elevation {(m) above MSL for surge alone at times
(a) t = =1 h and (b) +1 h with respect to landfall.

Fig. 7 shows the results of the standard gurge simulation, but without
reef elements at t = -1 - c.f. Fig. 4 for the corresponding tidal
result. When compared with Fig., 5, it can be seen that, unlike the
tides, storm surge water levels (and currents) are insensitive to the
presence of even such dense reef structure as in the model region - gee
also Ref. (12). Apart from some minor differences, surge levels are
almost unchanged by the absence of reef and peak levels are identical.
Presumably, the transient nature of the rapidly moving cyclone, together
with the intensely local nature of the forcing dictates such a response.
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Fig. 6 Depth—averaged currents for 'window' region at t = -2,

SURGE/TIDE INTERACTION

The calculations of the previous two sections have shown that both the
storm surge and tidal phenomena have substantial magnitude, that are
roughly of the same order. When this is considered along with the
non—-linearities of Egs. (1)-(3), it would appear essential to consider
the possible effects of surge/tide interactions. In otherx
circumstances, this may not be necessary. FPor example, if the tide is
the dominant effect, then it is possible to linearise the surge equation
by appropriate techniques. Here, however, surge and tide are of the
same order, but this presents no real difficulty with numerical
modelling — boundary conditions and forcing terms from the individual
gimulations are added. The basic question is whether or not surge plus
tide provided a sufficiently accurate estimate of the combined
surge/tide simulation, and, if not, by how much does it under-estimate
or possibly even over—estimate this?
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FPig. 7 As for Fig. S(a) but without reef.

In spite of the above, there has been gcant attention given to hurricane
surge/astronomical tide interactions, although there are some good
reasons for this omission. BHurricanes in the US impact predominantly in
the Gulf of Mexico where the astronomical tide is negligible, and hence
total water loads are basically provided by the storm surge alone. In
the UK and Europe tides are quite significant, particularly in the North
Sea region, which has been subject to a number of devastating storm
surges (10). However storms are of the mid-latitude variety: they are
almost always less intense and slower moving than hurricanes and
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consequently differ considerably in their hydrodynamic response. The
mid-latitude storm surge would appear also to be more amenable to
analytical techniques. In this case, however, numerical modelling has
demonstrated the importance of surge/tide interactions. Flather (5,8)
has shown that surge hindcasts in the North Sea have been improved quite
appreciably by joint consideration of the two effects.

Theoretical Congiderations

The essential non—linearity of the problem has alsc made it difficult to
assess analytically. One approach that has managed some progress is
that of Prandle and Wolf (10), through a combination of statistical,
analytical and numerical techniques, that concentrated mainly on the
(one—-dimensional) response of the Thames Estuary to a North Sea surge.
Here it has been observed that the net surge tends to peak on the rising
tide but not at high tide. In addition, it appears possible in some
circumstances for there to be surge amplification as well as a change in
the phase of the surge (10).

There are two main non—-linear terms in the equations of motion. 1In Eq.
(1), these are the pressure terms (h+n)dn/dx and the quadratic bottom
friction term. The first is affected by changes in the background water
level and can be expected to change the propagation characteristics of a
surface wave (its phase, principally), the second term is dissipative
and is also affected by changes in water level — Eq. (1) — but the
predominant effect is clearly due to the quadratic velocity term.
Overall, the effect of a combined surge/tide might be expected to
provide enhanced dissipation (by up to a factor of two!) if the surge
and tide are of comparable magnitudes. An exception to this in one
dimension is the case of opposing streams where the reduced dissipation
may lead to possible surge amplification. An examination of the present
two-dimensional case indicates that surge magnification would be most
unlikely. 1In the case of a tropical cyclone storm surge, intense
longshore currents (Fig. 6) are associated with the storm's passage
across shallow continental shelf waters are ., These provide a
background against upon the quadratic friction term is applied, and the
overwhelmingly likely result is a much higher dissipation rate with
consequent damping in resultant elevation and current values. Prandle
and Wolf (10) were able to show that the primary mechanism for surge
dissipation was bottom friction; the pressure term had a negligible
effect on surge levels, although, as noted above, the increase in
background water level in the combined surge/tide case can result in
higher wave celerities and consequent phase leads of peak surge levels.
Both of these points are addressed below.

Results

Fig. 8 is a comparison of the sea surface elevations at 1 hour before
landfall for the two cases: the sum of surge alone plus tide alone in
(a) and the combined surge/tide simulation in (b). At the test
position, grid point (5,29) the elevation at t = -1, which corresponds
closely to the time of maximum surge, the elevations are 6.9 m and 6.1 m
respectively. The marked reduction in total water levels for the
combined simulation is apparent and is a most significant result.
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FPiq. 8 Comparison of surface elevations (m) at t = -1 for (a) Surge +
Tide, (b) combined Surge/Tide simulations.

The net surge at t = -1 is depicted in Fig., 9(a). This is obtained by
subtracting the tidal elevation at t = -1 from the combined surge/tide
elevation at the same time. The elevation at (5,29) is 3.5 m. This
result can be compared with the case of surge alone in Fig. 5(a) for
which the corresponding elevation is over 4.3 m. An alternative
representation is shown in Fig. 9(b) which is a 'window' view of the
central portion of the model region -~ reefs are omitted for clarity,
although they were retained in the simulation. This figure gives the
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Fig. o (a) Net surge at t = -1 for combined surge/tide; (b) Excess
elevation (m) of surge plus tide over surge/tide at t = -1.

excess elevation obtained from the addition of surge plus tide at t = -1
over the combined surge/tide elevations at the same time. This is
obtained by subtracting the elevations of Fig. 9(a) from those of Fig.
5(a) and provides a measure of the extent to which the surge + tide
result is conservative. Fig. 10 shows traces or time histories of the
elevation and depth-averaged velocity components at (5,29). The
chipping of the peaks is artificial and is due to the results of the
numerical simulations being sampled much less frequently than the time
step. Again, the reduction due to interaction, of both n and the
velocity, particularly around the time of landfall, is clearly seen.
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Piq., 10 Traces of elevation and velocity components for surge plus
tide and surge/tide simulations.

CONCLUSIONS

A number of important conclusions can be drawn from the present study.
Pirstly, the active role of the GBR chain in tidal amplification has
been demonstrated. This is an unusual result, since elsewhere in the
GBR Region, the reef appears to have a slightly dissipative effect on
the tides, although in no way does it appear to act as a significant
barrier. Here, by acting as a partial barrier to cross—shelf motion,
longshore tidal streams are enhanced leading to an amplification, by the
mechanism outlined. Storm surge levels, particularly for a track
similar to that of the model storm of Pig. 1, would be very high in
Broad Sound while longshore currents between there and Mackay would be
of such magnitude as to cause significant changes to coastal morphology.
The major result, however, is to show the significance of the surge/tide
interaction. A reduction of total water levels of 1 metre is shown to
be quite feasible and the corresponding economic and engineering
implications warrant further attention in major coastal engineering
studies.
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CHAPTER SEVENTEEN

HURRICANE SURGE PROTOTYPE DATA COLLECTION

1 2

Thomas H, Flor®, and Susan C. Scott

INTRODUCTION

Storm surges from hurricanes have even more devastating effects
on human lives and property than the high wind velocities associated
with such storms. Storm surge forecasts are necessary as a guide for
emergency action to prevent disasters due to coastal flooding caused
by tropical storms. The design and evaluation of coastal structures
are also dependent on estimates of storm surge levels. Several
numerical models have been developed that appear to reasonably pre-
dict the surge from storms of given size and intensity, but they
sometimes differ significantly among themselves. A comprehensive
data set is needed fo quantitatively evaluate these models. These
data will also provide a better understanding of coastal processes
during periods of severe wave activity and high water levels, and
will better define coastal and inland water elevation time histories,
high water marks, and water velocity fields caused by tropical storms
and hurricanes,

The U, S. Army Engineer Waterways Experiment Station (WES),
Coastal Engineering Research Center (CERC), under the sponsorship of
the Office Chief of Engineers (OCE), has been involved for several
years in a project entitled Hurricane Surge Prototype Data Collection
Work Unit, the primary objective of which is to collect such a data
set, In addition to the work being performed by CERC personnel, a
cooperative program has been established with the Nuclear Regulatory
Commission (NRC) and the University of Florida to collect surge data
along the coast of Florida. A cooperative program has also been
established with the National Ocean Service (NOS) to "harden" tide
stations in the Gulf of Mexico and along the Atlantic Coast of
Florida to survive hurricane forces and record the full range of
anticipated surge levels.

This paper describes CERC”s long term, ongoing Hurricane Surge
Prototype Data Collection project, as well as the data collected.

1Physical Scientist, Coastal Engineering Research Center, U. S. Army
Engineer Waterways Experiment Station, P. O. Box 631, Vicksburg,
Miss. 39180-0631.

201v11 Engineer, Coastal Engineering Research Center, U. S. Army
Engineer Waterways Experiment Station, P. O. Box 631, Vicksburg,
Miss. 39180-0631.
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SURGE CHARACTERISTICS

The most destructive element of a hurricane is the storm surge.
Simpson and Riehl (3) define it as "a shoal water process generated
by hurricanes resulting in a superelevation due to a combination of
direct wind driven water and an uplift induced by the pressure drop;
together they reach maximum heights as the hurricane center arrives
at an ocean or bay shore". In addition to the wind and pressure
induced rise in water level, astronomical, secular and seasonal
tides, freshwater runoff from heavy rains, and the outfalls from
rivers and streams all have a hand in the creation of a massive still
water platform. This platform can reach far inland to places that
ordinarily would remain quite safe and dry.

The hurricane storm surge height, H; , is a function of three
principal sources of setup (Simpson and Riehl, 3):

Hy = f(Sb, Sygs Sv)
where,

Sb = setup due to the dynamic inverse-barometer
effect, and is concentric to the low pressure

center

S,, = setup due to the stresses from the irrotational
component. of the wind

Sv = setup due to the stresses from the rotational

component of the wind

S, 1s the major component of the surge in more protected areas, such
as basins, bays, or estuaries; whereas, §, is the major component

of storm surge along the open coast.

When a hurricane reaches landfall at an open coast, 1its peak
surge height will be larger with lower central pressures; with an
increase in the radius of maximum winds up to 30 miles (48 km); with
increased speed of coastal approach; and with a decreasing slope of
the bottom surface from the beach seaward for a distance equal to the
diameter of the maximum winds (1,3). Storm surges in bays and
estuaries may be larger than those at an open coast by 50% or more
for slow moving storms.

HURRICANE SURGE DATA COLLECTION

The approach selected to provide a high quality, comprehensive
data set was to develop rapidly deployable instrument packages that
could be installed at preselected sites 24 to 48 hours before pre-
dicted landfall of a hurricane or tropical storm. To provide a
sufficient quantity and quality of data, site surveys were undertaken
approximately every 10 miles (16 km) along the entire Gulf Coast and
the Atlantic Coast of Florida to select onshore locations for instru-
ment deployment., More closely spaced sites were selected to provide
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a better picture of the time histories of hurricane induced water
levels in major bays and estuaries in the project area.

Selection criteria for the onshore sites were as follows:

a. Smooth, flat terrain where possible, fto minimize small scale
effects on the storm surge measurements.

b. Absence, or a minimal number, of man made or natural structures
near the site that could influence propagation of surge, but
would not be represented in numerical surge models.

c. The existence of a structure on which to mount instrument pack-
ages that had a high probability of surviving a major hurricane.

Obviously, not many sites could meet the criteria exactly. The
site selection process required numerous compromises in selecting
locations that would both provide quality data and withstand the
rigors of a severe storm. At this time, 265 sites have been selected
and catalogued in Texas, Louisiana, Mississippi, Alabama, and
Florida. These locations are depicted in Figure 1.
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Figure 1. Preselected sites for onshore surge gages.

When a hurricane or tropical storm threatens the coast and the
area most likely to be inundated is identified, water level instru-
ments and mounting hardware necessary to occupy the preselected sites
are loaded aboard a speclally equipped deployment vehicle and the
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field team proceeds to that area. The final decision on which
preselected sites to occupy 1s made as more specific information on
the expected point of landfall becomes available from the National
Weather Service (NWS).

As soon as possible after landfall, the CERC field team recovers
all instruments and surveys the area to delineate points of maximum
inundation and the areal extent of hurricane induced flooding. The
elevation of each instrument is marked and later tied into the
National Geodetic Vertical Datum (NGVD) during post storm high water
mark surveys.

In coastal areas without substantial structures on which to mount
the instruments (e.g. south Louisiana), instrument packages are
operated continuously throughout each hurricane season on available
offshore structures., Three instruments are currently maintained on
Shell 0il1 Company Platforms. These offshore sites are particularly
useful since they provide surge data with virtually no small scale
local effects from the coastal terrain, so that the data can be used
in establishing boundary conditions in offshore areas. All three
offshore sites are shown in Figure 2 as WES instruments,
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Figure 2, Permanent offshore surge gage sites.

Those instruments shown in Figure 2 as National Ocean Survey/WES
sites are maintained as part of a cooperative effort with NOS. The
sites in Miami, Dauphin Island, Alabama and Corpus Christi, Texas are
NOS primary tide stations that have been "hardened" to survive hurri-
cane conditions and contain a dedicated surge gage in addition to a
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standard float-well type tide gage. The fourth NOS/WES instrument in
Cameron County near the southern end of Padre Island was installed
specifically for hurricane surge measurements. The nine University
of Florida sites on the Atlantic and Gulf coasts of Florida are wave
and surge gages maintained as part of a cooperative effort with the
Nuclear Regulatory Commission and the University of Florida.

INSTRUMENTATION

In order to quickly deploy large numbers of instruments prior to
landfall of a threatening hurricane, the instrument packages needed
to be compact, rugged, and easily deployable by a 2-man team in a
conventional size truck. Other desirable factors were: an indepen-—
dent power supply for continuous data collection throughout the
storm, and digital recording capability to interface with existing
data processing systems.

Twenty internally recording pressure sensors were acquired for
this purpose. These instruments are microprocessor controlled data
loggers which use a strain gage sensor to measure pressure at select-
able time intervals and record data on small, continuous loop tape
wafers. The submersible instruments can be quickly clamped to a
bridge or pier pile,

For the sites at which a water level gage is maintained through-
out each hurricane season, it was necessary to acquire instruments
that could operate unattended for long periods and still collect data
at short time intervals. Digitally recording wave and tide gages were
selected to meet this requirement and to fulfill an additional objec-
tive, collection of wind generated wave data during a hurricane or
tropical storm. These instruments sense pressure with a quartz
crystal transducer and record both instantaneous wave heights and
time integrated tide heights on four frack data cassettes.

The hardened surge gages maintained by WES and NOS employ a gas
purged pressure gage to measure surge due to tropical storms or
hurricanes. Gas purged pressure gages, commonly known as bubbler
gages, use a compressed dry gas, usually nitrogen, to activate a
pressure sensitive diaphragm. Changes in water level are detected
through an open-ended gas filled tube and recorded on a clock driven
strip chart.

CORRECTION OF ABSOLUTE PRESSURE TIDE RECORDERS

Use of uncompensated pressure measuring sensors such as those
employed at the preselected sites requires the data to be compensated
for changes in atmospheric pressure during passage of the storm. A
change of 1 mb in atmospheric pressure is approximately equivalent to
a change of |l em in water 