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ABSTRACT 
 
That simulation game algorithms behave validly is an 
obviously essential property underlying the effectiveness of 
simulations.  While algorithmic validation does have a 
philosophical tradition, relatively few empirical validation 
studies have actually been undertaken.  This study positions a 
mathematical law based in digital analysis as a viable 
criterion for simulation game algorithm validation and, by 
application, establishes the validity of a popular marketing 
management simulation game against that criterion. 
 

INTRODUCTION AND PURPOSE 
 

The use of simulation games for education and training is 
longstanding and widespread.  The introduction of gaming 
dates from military strategy board games of 5,000 years ago 
(Wolfe & Crookall, 1998), though the Top Management 
Decision Simulation game developed in 1956 by the American 
Management Association is generally regarded as the first of 
the modern generation of business simulation games.  It is 
estimated that 97 percent of universities accredited by the 
American Assembly of Collegiate Schools of Business 
(AACSB) use simulation games in their curricula and that 62 
percent of U.S. corporations use business simulation games in 
their training programs (Faria, 1998).  Too, simulation games 
have potential use as platforms for basic research, though this 
use has been limited and sporadic (Babbs, Leslie, & Van 
Slykes, 1966; Dickinson, 2001; Gentry et al., 1984). 

 
Simulation games have been the object of considerable 

research.  Much of that research has examined the 
administration of games and their effectiveness as learning 
vehicles.  Relatively little research, though, has attended the 
algorithms which lie at the heart of computerized simulation 
games and very little research has focused on the validity of 
those algorithms.  The purpose of this study is to adapt a well-
established criterion to the validation of simulation game 
algorithms. 
 

BACKGROUND 
 

Competitive simulation games pit one company against 
competing companies.  This is in contrast to games played 
“against the computer.”  The former incorporate the dynamic 
of the strategies of competing managers in determining a given 

company’s performance in addition to the aspect of a 
company’s strategy effectiveness vis-a-vis the simulated 
structural environment.  In either mode, for marketing 
management simulation games specifically, the basic 
determination made by software algorithms is demand.  
Numerous financial results following from demand or sales are 
presented in the familiar income statement and balance sheet.  
Nonfinancial results such as sales force morale, product 
quality, and consumer attributes such as brand loyalty may 
also be determined.  Total enterprise games that include, for 
example, human resources management and production 
management, generally make a variety of additional 
determinations such as employee turnover and mixes of 
resource requirements and costs. 

 
For marketing management games, the determination of 

demand might employ standard marketing models such as 
those found in Lilien & Kotler (1983).  Additional 
comprehensive demand models within the simulation game 
context have been developed by Carvalho (1995), Goosen & 
Kusel (1993), Teach (1990), Thavikulwat (1989), and Gold & 
Pray (1983, 1984), among others.  Several related algorithms 
for modeling specific aspects of enterprise management or 
operation have also been put forth.  These include modeling 
economic environments (Arellano and Hopkins, 1992), 
consumer environments (Gold & Pray, 1997), cross-elasticities 
(Teach & Schwartz, 2000), product quality (Thavikulwat, 
1992), new product development (Gold & Pray, 1999), total 
quality management (Mergen & Pray, 1992), and costs (Gold, 
1992; Gold & Pray, 1992; Goosen, 1991; Goosen, Foote, & 
Terry, 1994). 

 
Another related genre of algorithms addresses the 

modeling of qualitative events such as innovative product 
design (Summers, 2000), advertising creative strategy 
(Cannon, McGowan, & Yoon, 1994; Cannon, 1993), and 
technological innovation (Pray & Methe, 1991). 

 
Considering this cursory review, much research has 

focused on the development of business simulation gaming 
algorithms.  Relatively little research, however, has evaluated 
the validity of such algorithms.  The validity of all of the 
above types of algorithms is an obvious requirement for the 
effectiveness of simulation games for both pedagogical and 
basic research purposes. 

 
The broad validity of simulations continues to be 
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addressed both philosophically and empirically.  Of the 
former, Feinstein & Cannon (2001),  Peters, Vissers, & Heijne 
(1998), and Stanislaw (1986) have presented general 
frameworks for simulation validation.  Wolfe & Jackson 
(1989) elaborated on the need for investigating algorithmic 
validity specifically.  With respect to simulation algorithms, 
Naylor et al. (1966, p. 40) early on posed the approach of 
historical verification, i.e., “...how well do the simulated 
values of the endogenous variables compare with known 
historical data, if historical data are available?” 

 
Despite considerable developmental research and despite 

validity being an obviously essential property, relatively little 
investigation has been done of algorithmic validity.  Following 
the historical verification approach, Napier & House (1990) 
presented a framework for examining relationships among key 
financial ratios for simulated and actual companies.  House, 
Parks, & Lindstrom (1994) compared the relationship between 
research and development and profitability in two simulation 
games with that relationship in 50 companies (and found the 
simulations wanting).  In the same mode, House & Taylor 
(1992, p. 213) loosely compared financial performance 
measures of two simulation games with unspecified “real 
world studies” and “real world experience.”  In contrast, 
Thavikulwat (2000, p. 132) validated his currency valuation 
algorithm against a normative model, rather than against 
“everyday-world reality.” 

 
The present study adapts digital analysis to provide a 

generally applicable criterion for evaluating the validity of 
simulation game outcomes.  Note that with this criterion it is 
not specific algorithms per se that are evaluated, but the results 
generated by those algorithms. 
 

DIGITAL ANALYSIS 
 

“Digital analysis...[is]...the analysis of digit and number 
patterns with the objective of detecting abnormal recurrences 
of digits, digit combinations and specific numbers.” (Nigrini & 
Mittermaier, 1997, p. 52)  One form of digital analysis is based 
on Benford’s Law of Anomalous Numbers (Benford, 1938).  
Benford’s beguiling Law asserts that the first digits of numbers 
generated by no known systematic process do not occur with 
equal probability.  Rather, such first digits follow a logarithmic 
pattern with 1s appearing most frequently through to 9s 
appearing least frequently.  Specifically, Benford’s Law is: 

 
Probability (1st digit =n) = log (1+1/n) 

 
The Law is popularly attributed to Frank Benford.  In his 

position as physicist with the General Electric Research 
Laboratories, Benford noticed that the early pages of 
logarithmic tables were more worn than later pages, indicating 
that logs for numbers beginning with 1 were sought more 
frequently than were logs for numbers beginning with 9.  This 
led Benford to develop formulae not only for the expected 
frequencies of first digits, but also second and subsequent 

digits and digit combinations.  Raimi (1976) compiled a 
comprehensive review of “the first digit problem,” including 
the observation (p. 522) that Newcomb (1881) had identified 
the phenomenon 57 years prior to Benford.  Benford himself 
demonstrated that the Law holds for data from a wide variety 
of sources, though not all sources.  Most recently, Huxley 
(1999) demonstrated that the first digits of 19,608 checks 
followed Benford’s Law “almost perfectly.” 

 
Benford’s Law has been applied to demonstrate that 

company reports of income inordinately just exceed key 
targets of 10k where k is a positive integer (Carslaw, 1988) and 
that net income and earnings per share figures tend to be 
rounded up (Thomas, 1989).  A different type of “key target” 
is common in income tax tables, where income categories are 
defined and tax rates assigned to respective categories.  
Taxpayers have an incentive for their reported taxable income 
to fall below a defined category boundary.  Christian & Gupta 
(1993) found such a bias toward incomes falling in the upper 
ranges of the categories and invoked Benford’s Law for third, 
fourth, and fifth digits to establish expected, i.e., non-tax-
evasive, digit distributions.  Nigrini & Mittermaier (1997) 
proposed using several extensions of Benford’s Law (second 
digits and first-two digits, among others) to select audit 
samples, i.e., samples of possibly fraudulent tax filings.  In a 
production context, Becker (1982) described the use of 
Benford’s Law to identify systematic errors in mean-time-to-
failure data. 

 
The numerous successful applications of Benford’s Law 

provide empirical support for the validity of the Law itself.  
Discussions attending these and other researches invariably 
consider why Benford’s Law is true, not if it is true.  Regarding 
the distribution of the first digit, Benford’s Law can be 
mathematically derived (Feller, 1971, pp. 63-64; Pinkham, 
1961).  That is, at least regarding the first digit, Benford’s Law 
has been proven to be true.  In sum, considerable evidence has 
accumulated that Benford’s Law is tenable for financial and 
related data.  Benford’s Law thus seems appropriate as a 
criterion for the validity of the outcomes of business 
simulation game algorithms.  More broadly, Benford’s Law 
should be applicable to simulation game algorithms generally. 
 Benford’s original study (1938) found the Law to apply to 
data sets as diverse as numbers throughout articles appearing 
in periodicals such as newspapers and the Reader’s Digest, 
street addresses, and drainage areas of rivers.  Thus, Benford’s 
Law is potentially a validation criterion for the gamut of 
simulation game algorithms. 
 

METHODOLOGY 
 

To illustrate the application of Benford’s Law to 
simulation game validity, financial performance data were 
gathered from a simulation competition using The Marketing 
Management Experience (MME) (Dickinson, 2000).  In the 
MME, participants assume the role of marketing manager for a 
manufacturer of both still and video digital cameras.  The 
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cameras may be marketed in one or both of two regions, the 
regions exhibiting different economic, demographic, and 
lifestyle profiles.  The two regions and two products yield four 
region-product segments.  Demand in each segment is 
fundamentally determined by 16 elements of a company’s 
marketing mix as formulated by simulation participants.  
Algorithms incorporate not only the “main effect” of each mix 
element on demand, but also lagged and cumulative effects 
and interactions.  Too, the effectiveness of each company’s 
strategy is partly determined by the strategies of competing 
companies, e.g., a camera price of $600 has a different effect 
on demand where competitors’ prices are generally lower than 
$600 than when their prices are generally higher than $600. 

 
Participants in the research were 48 Masters of Business 

Administration students enrolled in an introductory marketing 
management course with each student managing his or her 
own simulation company.  The 48 companies were grouped 
into eight industries of five companies each plus two industries 
of four companies each.  Simulation managers formulated their 
marketing mixes for a total of nine periods plus an initial trial 
period. 

 
The MME algorithms, among other outcomes, yield a 

standard income statement.  Two analyses are performed in 
this study.  The first analysis, in keeping with published 
financial analysis applications (Carslaw, 1988; Nigrini & 
Mittemaier, 1997; Thomas, 1989), examines seven key income 
statement summary lines: gross sales, cost of goods sold, gross 
margin, total operating expenses, operating income, taxable 
income, and after tax earnings.  The second analysis is more 
comprehensive.  The MME income statement contains 24 
lines.  With the following exceptions, 19 lines (including the 

seven in the first analysis) were included in the second 
analysis.  Three lines are fixed costs.  A fourth item, sales 
promotion, has a menu of set costs and a fifth item, consulting 
fee, is levied at the discretion of the competition administrator. 
 These items are “assigned” numbers not subject to Benford’s 
Law (Nigrini & Mittermaier, 1997, p. 55) and are excluded 
from the analyses. 

The MME actually produces five income statements: one 
for each of the four region-product segments and a fifth for the 
total company.  Where required, common costs are allocated to 
segments on the basis of unit sales.  It is the entries in these 
four segment income statements plus the aggregated total 
company income statement that comprise the data for this 
application of Benford’s Law.  Analyses compare the 
percentages of first digits and the percentages of second digits 
with the respective percentages expected under Benford’s 
Law. 
 

RESULTS 
 

Results for the first digits of selected income statement 
summary lines are presented in Table 1.  Across the 48 
companies, nine periods of competition, five income 
statements per company, and four items per income statement, 
14,791 nonzero first digits were available.  (Benford’s seminal 
empirical tests were based on sample sizes of 2,968 to 20,229 
observations.)  For all observations the mean absolute 
deviation (MAD) totaled across all nine digits is 6.50 
percentage points, or 0.72 percentage points per digit.  
However, for only four digits does the MAD exceed 0.50: 1s 
and 9s are under-represented, while 3s and 4s are over-
represented. 

 

TABLE 1: First Digit, Seven Summary Lines from Income Statement 

First 
Digit 

Benford’s 
Law (%) 

Periods 
1-9 a 

Periods 
1-3 a 

Periods 
4-6 a 

Periods 
7-9 a 

1 30.10 1.96 3.19 2.52 0.16 
2 17.61 0.12 0.99 0.01 0.63 
3 12.49 1.95 2.70 2.34 0.81 
4 9.69 0.86 0.59 0.69 1.31 
5 7.92 0.32 1.15 0.18 0.02 
6 6.69 0.04 0.22 0.42 0.31 
7 5.80 0.40 0.44 0.12 0.64 
8 5.12 0.22 0.60 0.20 0.15 
9 4.58 0.63 0.97 0.41 0.51 

Total Deviation  6.50 10.85 6.90 4.54 
Mean Devia- 
tion Per Digit 

  
0.72 

 
1.21 

 
0.77 

 
0.50 

Observations  14,791 4,942 4,949 4,900 
 

a Entries are mean absolute deviation across gross revenue, cost of goods sold, gross margin, total operating 
expenses, operating income, taxable income, and after tax earnings. 
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Results for each third of the nine-period competition are 

also presented in Table 1.  Mean absolute deviations per digit 
are somewhat larger, ranging from 0.77 to 1.21 percentage 
points.  Deviations aggregated across all digits decrease as the 
competition progresses.  However, for individual digits there 
are several exceptions and no pattern at the that level is 
apparent across the different phases of the competition. 

 
Results for the first digits of the more comprehensive set 

of 19 income statement items are presented in Table 2.  With 
the larger set of income statement items, 34,568 nonzero first 

digits were available.  For all observations the mean absolute 
deviation totaled across all nine digits was 2.86 percentage 
points, or 0.32 percentage points per digit.  Across the nine 
digits, only a single deviation exceeded half a percentage point 
(3s deviated from the Law by 1.01 percentage points) and only 
two exceeded four-tenths of a percentage point.  For each of 
the three three-period phases, mean absolute deviations per 
digit are only slightly larger, ranging from .40 to .53 
percentage points.  Again, no pattern is apparent across the 
different phases of the competition

.
 

 
TABLE 2: First Digit, Nineteen Itemized Lines from Income Statement  

 
 

 
First 
Digit 

Benford’s 
Law (%) 

 
Periods 

1-9 a 

 
Periods 

1-3 a 

 
Periods 

4-6 a 

 
Periods 

7-9 a 
 

1
 

30.10 0.08 1.02 0.19
 

1.08 
2

 
17.61 0.42 0.41 0.85

 
0.81 

3
 

12.49 1.01 1.74 1.02
 

0.25 
4

 
9.69 0.36 0.50 0.58

 
0.00 

5
 

7.92 0.24 0.14 0.23
 

0.36 
6

 
6.69 0.08 0.28 0.26

 
0.24 

7
 

5.80 0.02 0.05 0.10
 

0.14 
8

 
5.12 0.34 0.25 0.24

 
0.55 

9
 

4.58 0.30 0.41 0.16
 

0.33 
 

  

Total Deviation
 

2.86 4.79 3.63
 

3.75 
Mean Devia- 
tion Per Digit 

 
 

 
 

0.32 

 
 

0.53 

 
 

0.40 

 
 

0.42 
 
Observations

 
34,568 11,546 11,807

 
11,215

 
a Entries are mean absolute deviation across 19 income statement lines, e.g., advertising expense. 

 
The mean absolute deviations per digit of 0.72 and 0.32 

for the respective analyses compare with Nigrini & 
Mittermaier’s MAD of 0.44 (1997, p. 59) and lead to the same 
conclusion that the first digits conform to Benford’s Law.  The 
MME MADs are well within the 0.96 and 1.04 deviations that 
Carslaw (1988) found for companies’ reported incomes and 
which he deemed to “not deviate widely” and to conform to 
expectations (p. 323). 

 
Distributions of the second digits of the same sets of data, 

i.e., seven summary lines and 19 itemized lines from the 
income statement, respectively, were also compared with 
Benford’s Law.  The distributions of second digits follow 
Benford’s Law even more closely than those of the first digits. 
 Across the seven summary lines and all 10 digits, the mean 
absolute deviation per digit was .27 percentage points (Table 
3).  Only one of the 10 MADs exceeds .40 of a percentage 
point.  The respective MADs for each third of the nine-period 

competition are .35, .37, and .49 of a percentage point, again, 
very close fits with Benford’s Law. 
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TABLE 3: Second Digit, Seven Summary Lines from Income Statement 

Second 
Digit 

Benford’s 
Law (%) 

Periods 
1-9 a 

Periods 
1-3 a 

Periods 
4-6 a 

Periods 
7-9 a 

0 11.97 0.09 0.27 0.09
 

0.07
1 11.39 0.24 0.23 0.13

 
1.08

2 10.88 0.09 0.46 0.60
 

0.14
3 10.43 0.89 0.78 0.75

 
1.15

4 10.03 0.38 0.37 0.35
 

0.42
5 9.67 0.38 0.49 0.11

 
0.76

6 9.34 0.25 0.21 0.71
 

0.25
7 9.04 0.07 0.01 0.39

 
0.58

8 8.76 0.20 0.32 0.53
 

0.24
9 8.50 0.09 0.40 0.09

 
0.23 

Total Deviation  2.68 3.54 3.74
 

4.93
Mean Devia- 
tion Per Digit 

  
0.27 

 
0.35 

 
 

0.37 

 
 

0.49 

Observations  14,791 4,942 4,949
 

4,900
 

a Entries are mean absolute deviation across gross revenue, cost of goods sold, gross margin, total operating 
expenses, operating income, taxable income, and after tax earnings. 

 
DIAGNOSTIC PURPOSE 

 
Results for the larger set of second digits of 19 income 

statement items illustrate the diagnostic purpose to which 
Benford’s Law may be applied in addition to its algorithmic 
validation purpose.  The mean absolute deviation per digit is 
.54 (Table 4).  That in itself suggests that the MME 
algorithms yield valid distributions of second digits.  
However, zeros are over-represented by 1.66 percentage 
points, a figure approaching twice the next highest absolute 
deviation (5s being over-represented by .89 percentage 
points).  Several MME strategy decisions are restricted to 
thousand or hundred dollar units, for example, research and 
development expenditures.  Thus, expenditures of less than 
$11,000 must necessarily have a zero as the second digit.  
Costs of adding, discontinuing, and maintaining discount 
stores are $4,000, $2,000, and $500 per store, respectively, 
again leading to numerous income statement entries having 
zero as the second digit. 

 
Each of the 34,561 second-digit observations was 

examined to determine the percent of values having zeros for 
all digits but the first.  The income statement items having the 

highest incidences were, indeed, research and development 
(11.8%) and discount stores (11.6%), confirming the above 
explanation for the relatively greater deviation from 
Benford’s Law of zeros compared to other values.  Had such 
explanations not been available, then attention might be 
directed to the algorithms determining these values as 
possibly being unrealistic. 

 
Reasons why the preponderance of zeros is not even 

greater are ready.  Where total research and development 
expenditure is greater than $10,000 then the second digit is 
not constrained to be zero, with a similar rationale applying 
to discount store expenditures and other income statement 
items.  Also, as described earlier, individual segment income 
statements are analyzed in this study in addition to the total 
company income statement.  Several items in the segment 
income statements are prorations of the total company items, 
again removing the imposition of a zero as the second digit.  
Benford’s Law may serve a useful diagnostic purpose in 
identifying exceptional results which, in turn, must be 
explainable for the validity of the simulation algorithms to 
remain in tact. 
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TABLE 4: Second Digit, Nineteen Itemized Lines from Income Statement 

Second 
Digit 

Benford=s 
Law (%) 

Periods 
1-9 a 

Periods 
1-3 a 

Periods 
-6 a 

Periods 
7-9 a 

0 11.97 1.66 1.63 1.58 1.77 
1 11.39 0.67 0.60 0.39 1.03 
2 10.88 0.16 0.07 0.17 0.38 
3 10.43 0.68 0.66 0.89 0.48 
4 10.03 0.20 0.02 0.19 0.81 
5 9.67 0.89 0.66 0.87 1.15 
6 9.34 0.17 0.21 0.19 0.12 
7 9.04 0.20 0.41 0.36 0.18 
8 8.76 0.33 0.24 0.45 0.29 
9 8.50 0.45 0.09 0.54 0.74 

Total Deviation  5.42 4.59 5.64 6.97 
Mean Devia- 
tion Per Digit 

  
0.54 

 
0.46 

 
0.56 

 
0.70 

Observations  34,561 11,542 11,806 11,213 
 

a Entries are mean absolute deviation across 19 income statement lines, e.g., advertising expense. 
 

CONCLUSION 
 

The validity of simulation gaming is sine qua non for the 
genre, with concern for validity attending many aspects of 
gaming.  The numeric results of games is one of those 
aspects.  Benford’s Law is a well-established mathematical 
law and is an ideally and seemingly universally suited 
criterion for the validity of simulation game numeric 
outcomes.  This study has introduced Benford’s Law for this 
purpose and has provided an example of a successful 
application. 

 
Employing Benford’s Law to validate simulation game 

outcomes has several implications.  First, validated games 
enhance the credibility of simulation gaming as a 
pedagogical and basic research medium.  Second, software 
developers might use Benford’s Law toward ensuring that 
their products are valid.  Identifying specific outcomes that 
should be expected to follow Benford’s Law but do not can 
serve a diagnostic purpose.  Third, prospective users of a 
simulation game might expect assurance that the outcomes of 
the game comply with Benford’s Law, i.e., they comprise a 
Benford Set. 
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