ABSTRACT

A limited number of variables assumed to be of concern to Chief Executives in a manufacturing environment were chosen for analysis in simulated (The Executive Simulation) and actual companies. Return on Investment (ROI) was chosen as the dependent variable. Using multiple regression, four of six variables in simulated companies and three of four variables in the actual companies were found to be correlated with ROI. Comparisons and implications were discussed.

INTRODUCTION

In both real world and simulated business environments, hundreds of factors are present which exert influence on operating unit performance. Limitations on human time, effort, and attention that can be devoted to factor analysis make it unlikely that all of these factors can be examined in depth to determine what actions can be taken to improve performance. However, it may not be necessary to exhaustively examine all possible factors in countless combinations to determine which ones influence end results the most. In accordance with Pareto’s Principle (i.e., a relatively few factors exert a disproportionate influence on final results), it seems quite likely that only a few factors will influence performance to a significant enough extent to warrant exhaustive evaluation.

Rockart has identified for several selected representative industries, critical success factors covering a limited number of areas which if satisfactory will ensure successful competitive performance for the organization. From these critical success factors or performance measures, it is possible to determine significant information items needed to monitor performance in these areas, furthermore, it should be possible to determine which influencing factors exert more influence on key performance measures than others and hence deserve more attention, especially if the time and attention of the decision maker is limited.

NATURE OF STUDY ENVIRONMENT

This study of the effects of human and operational variables on organizational performance was focused initially on how performance by student teams in simulated business game environments was affected by selected critical performance factors. These factors were drawn from a list including factors which had been shown to exert some influence on organizational performance in past studies of business simulation results. The Executive Simulation, by Keys and Leftwich, was used to provide a suitable and representative simulated business environment for the study. In the Executive Simulation, up to six teams in each industry make pricing, advertising, research and development, product mix, production scheduling, salesmen compensation, and financing decisions which influence sales, profit, and asset performance along with external economic conditions.

The simulated business environment is designed to represent the operations of a group of consumer goods manufacturing companies. Seven variables were chosen by analysis and examination in the study and included marketing, finance, operations, and personnel factors. These variables represent items of concern to chief executives in a changing manufacturing environment.

Return on investment was chosen as the dependent variable since it is widely accepted as a performance measure and is easy to calculate and understand. Each company in the study was compared to its next listed competitor. For example, company one was compared to company two, company two to company three, and so on for the twelve companies considered in the two industries represented. A value of one was assigned if the selected company had a larger return on investment value than its competitor and 0 if the value was the same or less. In this way, the relationship of the values assumed by selected variables to higher or lower return on investment figures can be explored. In an approximate manner. In order to allow for the lagged influence of the independent variables upon the dependent variable, return on investment for the eighth quarter was used as the dependent variable and all of the independent variables were measured at the end of the fourth quarter.

The independent variables included those relating to the personnel, marketing, innovation, and finance areas. High morale was selected as a measure of the importance attached by top management to the human resource. If high morale was chosen as an important goal for managers, a one was assigned; if not, a zero value was included. Market share was selected as a measure of marketing effectiveness. Thus, a one or a zero was assigned to this value depending on whether the firm had a larger share of the market for product A, the standard consumer product offered by all companies. Advertising expenditures divided by past years sales revenues was used as a second measure of marketing effectiveness, again receiving a one or zero value depending on whether the advertising/sales ratio was higher than that of its competitor.

In a similar fashion, research and development outlays divided by sales revenues was used as an indication of efforts to generate new products and to improve production processes. One was assigned if R&D/Sales$ was higher for a given company than the same ratio for its competitor and zero if not. Two financial factors were also included: Cash on hand at the end of quarter four and fixed asset values at the end of quarter four. If the variable value was greater than the previous period (quarter three), a value of one was assigned and if the same or lower, a value of zero was recorded.

In summary, all variables were assigned values of zero or one and variables included were selected from a list of variables believed to be important in their effects on total company performance. The dependent variable, Return on Investment, was measured at the end of two years of play while the Independent variables were measured at the end of the first year of play. The investigation was made to determine if company performance in the form of return on investment could be predicted accurately one year in advance and to indicate which ties from among a selected group of performance factors.
The use of a stepwise regression program allowed determination of which independent variables when combined showed the highest correlation with return on investment. Plant value showed less correlation with the criterion variable than any of the other independent variables, so it was dropped from consideration. Advertising/sales dollars also did not exhibit a high degree of correlation with the selected performance measure and it was dropped out during the second round of correlation with the selected performance measure and it was dropped out during the second round of correlation calculations.

The four remaining variables--market share (Product A), R&D Outlays/Sales Revenues, High Morale, and Cash Position--turned out to be significantly correlated to return on investment. The multiple correlation coefficient was .87, with .75 percent of the variation in ROI being explained by changes in the four selected variables. From the computations, the following multiple regression equation was developed:

\[ Y_c = .38 + .61X_7 - .29X_5 - .31x_3 + .28X_6 \]

The standard error of estimate was .32 and the computed F value was 5.35 compared to a table value of 4.12, indicating the results are significant at the .05 level.

For the twelve companies considered in the study, the multiple regression equation predicted accurately in twelve of twelve cases whether the return on investment of a given company will be higher or lower than that of its next listed competitor. The study also suggests that higher rates of return on investment are likely to result if preceding periods Market Share, R&D Outlays/Sales Revenues and Cash positions are higher than comparable values for competitors. The fourth factor, high morale, also suggests that teams which place less importance on human resources than other factors are likely to achieve higher financial performance than their competitors. In other words, they are more production oriented than personnel oriented in their decisions.

THREE OF FOUR VARIABLES HIGHLY CORRELATED TO RETURN ON INVESTMENT IN STUDY OF ACTUAL COMPANIES FROM SELECTED INDUSTRIES

If business simulation environments are reasonably representative of real world situations, there should be some degree of congruence between critical performance factors found to be important to higher levels of performance in simulated environments on a logically consistent and intuitive basis with those attained in actual company and industry situations. However, few studies have been conducted thus far which confirm or deny this hypothesis.

In an earlier study, House and Napier showed that for twenty-two companies in eleven industry groups which were paired according to high and low innovation ratings received in a FOR-TUNE Corporate Reputation Study, a three variable analysis resulted in predicting whether a company would have a higher innovation rating than its competitor in 20 of 22 cases. Using R&D expenses, Sales revenues (This Year versus Last Year), R&D expenses (Company versus its Competitor), and Return on Assets (Company versus Competitor), a multiple correlation coefficient of .89 results which is significant at an .05 level.

To provide a basis for comparison with critical performance factors identified and evaluated in the simulated business environment, sixteen companies in eight industry groups were selected, for which data were available in The Value Line Investment Survey analysis, as to the importance of critical performance factors in influencing operating results. Return on total capital for 1983 was used as the dependent variable and independent variables selected included 1982 Cash levels, R&D Outlays/Sales Revenues for 1982 and Attracting/Holding Talented personnel (1983 Corporate Reputation Survey--Fortune) as a measure of human factors.

Two companies were selected from each of eight industry groups, including food processing, paper, oil, electronics, electrical equipment, aerospace, pharmaceutical, and computing equipment. A one or zero entry was made for each of the companies, depending on whether it had higher (=1) or lower (=0) Cash levels, R&D Expenses/Sales Revenues, Sales Revenues and Attracting/Holding Talented Personnel than its next listed competitor. The variable value for Return on Total Capital was also entered as a one or zero, depending on whether value was higher or lower than that of its selected competitor.

When a stepwise regression program was utilized to correlate the dependent and independent variables, three of the four variables--Attracting/Holding Talented Personnel, R&D Expenses/Sales Revenue, and Sales for Selected Company (versus its nearest competitor) produced a multiple correlation coefficient of .80 with a standard error of estimate of .34. The computed F value was 7.50 versus 3.49 which is significant at the .05 level. The fourth variable, Cash level versus competitor did not add significantly to the multiple correlation results. Approximately sixty-five percent of the change in the dependent variable was explained by changes in three of the four dependent variables. From the regression computations, the following multiple regression equation was developed:

\[ Y_c = .18 + .72X_4 - .22X_2 + .11X_3 \]

For the sixteen actual companies considered in this study, the multiple regression equation correctly predicted whether the Return on Total Capital will be higher than that of its competitors in fourteen of sixteen cases. As Table II indicates, only in the case of the two pharmaceutical companies does the multiple regression equation fail to predict correctly a higher or lower Return on Total Capital for a given company than for its competitor. The results also indicate that higher rates of return on Total Capital are likely to result if preceding periods Market Share (i.e., sales revenues versus competitors), R&D Outlays as a percent of Sales Revenues, and Ability to Attract and Hold Talented Personnel are higher than comparative values for their competitors.

IMPLICATIONS FOR FURTHER RESEARCH AND INVESTIGATION

In the simulated environment, four of the six selected variables, including Market Share, R&D Outlays/Sales revenues, High Morale, and Cash Levels (Year One)
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appeared to be related to Return on Investment. Advertising Expense/Sales Revenue and Plant Value did not add significantly to the explained variance. In the case of the actual companies from selected industries, three of four variables examined—Market Share, R&D Outlays/Sales Revenues, and Ability to Attract/Hold Talented Personnel—appeared to relate to the Return on Total Capital for the next period. Unlike in the simulated environment, Cash levels was not included as a significant variable in the actual company multiple regression equation. This result may be partially explained by the fact that large Fortune 500 companies are not normally subjected to the same cash constraints as companies in smaller annual sales categories.

The study suffers from several significant limitations. Only a few companies in selected industries were considered in both the simulated and actual environments. Likewise, only a few of the many possible important variables affecting return on investment could be considered. Not all the variables considered in both studies are strictly comparable although there is a rough coincidence. A stronger correlation occurs in the simulated environment with four of six variables than in the actual environment with three of four variables.

Despite these limitations, there is considerable evidence that a selected few variables significantly influence key performance measures and if these can be identified and analyzed for a cross section of actual industries, it may be possible to achieve greater congruence between key performance indicators in actual and simulated business environments. Collection of additional data on a larger number of variables over longer time periods for more companies in both simulated and actual business environments should provide a more accurate assessment of which performance variables are most significant in influencing total company performance.

In addition, in the simulated environment the personnel variable turned out to be negatively related to return on investment, suggesting some incongruency in importance attached to this factor in the two environments.

With additional, expanded studies over longer periods of time, it should be possible to identify performance variables most significantly affect overall company performance in actual business environments and to determine to what extent these factors may vary with the size of the company and nature of the industry. Comparisons of performance factors in simulated and actual environments should help to determine how well simulated should be made to business simulations to make them more realistic. In actual company situations, identification of key performance variables could assist managers in achieving better performance while minimizing expenditures of time and effort and indicating factors which information systems should report on a regular basis.
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