NON-HYDROSTATIC MODELLING OF INFRAGRAVITY WAVES USING SWASH

D.P. Rijnsdorfy P.B. Smit, M. Zijlema

This paper presents numerical modelling of the steme transformation of infragravity waves indudey
bichromatic wave groups over a horizontal and pisgpbottom. The non-hydrostatic model SWASH iseased by
comparing model predictions with analytical solo8oover a horizontal bottom and with detailed labany
observations for a sloping bottom. Good agreemetiéen model predictions and data is found througlice
domain for bound infragravity waves. Furthermore tiodel predicts greater outgoing free infragrawigywe-heights
for steeper slope regimes which is consistent #ithmeasurements. The model however tends to t¢iveats the
magnitude of the outgoing infragravity waves.
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INTRODUCTION

Infragravity (ig) waves are surface gravity wavathwperiods ranging from 20s to 250s which are
generated by the group structure of the short waVe® main generation mechanisms have been
identified: (i) Longuet-Higgins and Stewart (19&Howed the generation of bound ig-waves by short-
wave groups through spatial gradients in the raiastress and (i) Symonds et al. (1982)
demonstrated that oscillations of the breakpoiduaed by short-wave groups at the beach generates
free ig-waves.

IG-waves are significant for harbour resonancg. (Bowers 1977), moored vessel motions (e.g.
Naciri et al., 2004), collapse of ice shelves (Bmpmirski et al., 2010) and dune erosion (e.g.Rok
et al., 2009), which makes ig-waves an importabjestt for coastal engineers. An accurate prediction
of ig-wave conditions in a coastal region requiagsroper description of the generation and neaeshor
transformation of ig-waves. In case of complex patétries there are no analytical relations to make
such predictions and one has to rely on numericalets.

Several types of numerical models are availabkudy ig-waves. ‘Surf-beat models’ simulate ig-
waves by combining a wave driver model, which pdeegi the forcing of the wave groups, with a
shallow water model that accounts for the nearesh@nsformation of the ig-waves (e.g. Roelvink et
al., 2009). Alternatively, ig-waves can be modeligdphase-resolving models based on a Boussinesg-
type formulation (e.g. Madsen et al., 1991), a Ré&ym Averaged Navier Stokes (RANS) type
formulation (e.g. Lin and Liu, 1998) or a non-hystatic approach (e.g. Stelling and Zijlema, 2003).
These phase-resolving models account for all refemaar-shore processes (e.g. shoaling, refraction,
reflection, and non-linearity) and thereby providepotentially more accurate, but computationally
more expensive approach.

Non-hydrostatic models differ from classical Nav&okes models in that the free surface is
described by a single valued function that, compdaoeNavier-Stokes models, allows non-hydrostatic
models to efficiently compute free-surface flowsirthermore their implementation is less complex
compared to Boussinesq models thereby improvinqugtmess and maintenance. However, the
capability of the non-hydrostatic approach to aately simulate the generation and transformation of
ig-waves has not yet been fully demonstrated, aljhoit has been verified for the nearshore
transformation of short-waves (e.g. Ma et al., 90Y¥2e therefore investigated the capabilities & th
SWASH non-hydrostatic model (Zijlema et al., 201&) simulate ig-waves by comparing model
predictions with the analytical finite depth eqoilum solution of Longuet-Higgins and Stewart (1960
and with the laboratory observations of Van Noasld@003) who investigated the cross-shore
transformation of ig-waves over a sloping bottom.

This paper is structured as follows: first the basjuations of the SWASH model are introduced,
the relevant details of its numerical implementatame briefly addressed and the boundary condition
which was employed in this study is presented. Thi®llowed by the description and results of the
two cases considered in this study, (i) bichromatwes propagating over a horizontal bottom and (ii
bichromatic waves propagating over a sloping bottdhe paper finishes with conclusions.

NUMERICAL MODEL
SWASH (Simulating WAves till SHore) is a hydrodynanmodel for simulating non-hydrostatic
free-surface flows. It is based on the nonlineaallslv water equations including non-hydrostatic
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pressure, which are derived from the incompressihiavier-Stokes equations that describe
conservation of mass and momentum. In this studgamsider unidirectional waves and the equations
are therefore presented in a two-dimensional \@rfitane. This plane is bounded by the free surface
z={(xt) and the bottora = —d(x) , wheret is time andx andz are the Cartesian coordinates with
defined upwards and = 0 located in the still water level. In this framewkdhe equations are given by
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where u(x, z ) and w(x, z t) are the horizontal and vertical velocities respety; p,(x z t) and
pnh(x, zZ t) are the hydrostatic and non-hydrostatic pressespectively;r,,,7,,,7,,and r,, are the
turbulent stresses ang is the density of water. An expression for theefmurface is obtained by
considering the mass balance for the entire watieinan, which for an incompressible flow results in

0(0

- j udz=0. (4)

A bottom friction term is added as it is importdot ig-waves and during wave run-up. This term
prescribes a stress at the bottom boundary whibhsed on a simple quadratic friction law

juju
=c,——,
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where ¢, is a constant friction coefficient) is the depth averaged current ahe d +{ is the total
water depth. To allow the influence of the bottometfon to extent over the vertical some vertical
mixing is introduced by means of a simple turbuldstosity approximation for the vertical turbulent
stresses (e.gr,, =v,0 u, with v, the vertical eddy viscosity). In this study we éoypa constant
vertical eddy viscosity o/, =1[10*m?/s.

The numerical implementation is based on an expkeicond-order accurate (in space and time)
finite difference method that conserves both massraomentum at the numerical level. A structured
grid is employed to discretize the physical doméirk-direction the grid has a constant widx and
in the vertical direction the physical domain ivided into a fixed number of layers between the
bottom and the free surface. The thickness ofajerk is defined in a relative way as a constarttgia
the water depth, which is similar te-coordinates. A more detailed overview of the gairg
equations and the numerical implementation is givea.g. Zijlema et al. (2011). With the numerical
implementation used in the SWASH model, good disiper properties were found even for low
vertical resolutions. For only two layers the eriorthe phase velocity is roughly 1% up k=3
where k is a representative wave number (Zijlema et l1,13}.

The above equations can be directly applied to asigsteady breaking bore to estimate overall
characteristics such as its energy dissipation. élew this requires a high resolution in both
horizontal and vertical direction. To accuratelpitaie wave breaking with a limited amount of veatic
layers, we adopt the breaking formulation of Sniitike (2012). With this formulation the dispersive
effects are suppressed in the vicinity of a bregkirave by neglecting the contribution of the non-
hydrostatic pressure. A wave is considered to biiéa& ¢ >a\/ﬁ, whereg is the gravitational
acceleration andr is the maximum wave steepness before a wave sdened to break. The absence
of dispersive effects ensures that the wave fravebbps a vertical face and, based on the analogy
between a hydraulic jump and a turbulent bore, tfealel accounts for the energy dissipation by
ensuring conservation of mass and momentum.

The resulting numerical model, in combination withnditions at the inflow and outlet of the
domain, is capable of describing the effects oh{imear) shoaling, refraction, diffraction, breadiof
waves, wave run-up and nonlinear interactions.
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Boundary conditions

Waves are generated at the inflow boundary of twain where the horizontal velocities are
prescribed. In order to include incident bound iaves, the velocity signal must be based on higher
order wave theory. In case the boundary conditomaised on linear wave theory, spurious free waves
are generated at the frequency of the bound hamwoi this study we employ the second-order
solution presented by Longuet-Higgins and Stewe®60), who performed an evaluation of nonlinear
wave-wave interactions in finite water depths f@o tharmonics and proposed an explicit second-order
solution for the surface elevatiofi and the velocity potentiafp. For bichromatic waves the solution
of the surface elevation and velocity potentialiien by

{=0+¢,+ 4, (6)
P=q+tG+4a, (7)

where subscript 1 and 2 denotes the first-ordertiswi of the individual primary waves, which follew
from linear wave theory, and subscript 1,2 dendtessecond-order solution due to the non-linear
interaction between the two primary waves. The sdawrder solution is a combination of a sub (i.e.
bound ig-wave) and a super harmonic wave, whichf@eed by the difference and sum interactions,
respectively. In this study we focus on the transftion of ig-waves, therefore, we only consider th
difference interactions of which the second ord#ution can be found in the appendix. The incident
velocity signal follows from the velocity potential=0,¢.

Short-waves are assumed to fully dissipate at atbeeereas infragravity waves can (partly)
reflect, therefore, outgoing ig-waves must be absdrto prevent re-reflections at the boundary.
Outgoing ig-waves are detected as the differendevdmn the target surface elevation (6) and the
instantaneous surface elevation computed by SWASt. velocity signal of outgoing ig-wavas,
follows from mass conservation in combination witfte assumption that outgoing ig-waves are
progressive and of constant form

— C _
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where c=,/gd is the shallow water phase velocity ag( is the instantaneous surface elevation.
Outgoing ig-waves are absorbed by adding the uglahie to this motion to the incident velocity
signal

Usut+u+uy,+u,. )

We employed a radiation condition at the outlettef domain for simulations with a horizontal
bottom. For simulations with a sloping bottom theubdary at the shore is formed by a moving
shoreline the (e.g. Zijlema et al., 2011).

BICHROMATIC WAVES OVER A HORIZONTAL BOTTOM

We considered two unidirectional harmonic wavegpgating through a domain with a constant
bottom depth, where the non-linear interaction leefvthe two primary waves generate a bound wave
which is in equilibrium with the short wave forcingn this manner SWASH is assessed for the
generation of bound ig-waves at the boundary angggation of bound ig-waves through the domain.

Several simulations were performed with constartono depths ranging 1-5m. The amplitude of
the two primary waves follows from the amplitudeptieratio which is equal for both components and
all simulations @/d=0.001). The frequency of the primary waves waf =0.281Hz and
f, =0.308Hz for the first and second component, respectivEhe range of constant bottom depths
results in representative normalized water dektlsranging 0.6<kd < 2, where the representative
wave numberk corresponds to the second primary wave component.

The velocities at the boundary were prescribed wiie second-order boundary condition
described before, excluding the absorption of ounigéy-waves. A radiation condition in combination
with a sponge layer was employed at the outlethef domain to minimize the influence of wave
reflection. For all simulations the grid size wAx<A/80, where the wave lengtil corresponds to
the smallest primary wave length, which resultediimange of0.12m<Ax< 0.33n. The time step
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was At =0.0125¢ which corresponds to approximately 250 points pemary wave period. Three
vertical layers were employed to obtain good disperproperties for thkd values encountered.

Method of analysis

The surface elevation signals(x,t) were divided into primary-wave and ig-wave compusge
which are denoted by, and {,,, respectively. The primary-wave signal and ig-waignal were
obtained from a band-pass filter with a frequenegofution Af =0.0033Hz. The frequency bands
were 0.9f, < f , <1.1f, and 0.9f, < f, <1.1f, for the primary wave and ig-waves, respectively,
where f, is the frequency of the bound wave. These frequdrands contain the energy of the
respective components.

To gain insight in the performance of the boundeoyndition we distinct between bound and
spurious free ig-waves. To estimate the energyheftiound and free ig-wave component, the Fast
Fourier Transform (FFT) was employed in the spati@inain for 0< x < 2000m. This analysis is
based on the difference in wave length betweetbdumd and free component: the length of the bound
wave k, is the difference wave numbég = |k1 —k2| whereas the free wave numbler follows from
the difference frequency, :| f, - f2| and the linear dispersion relationship= k\/ﬁ . The energy of
an ig-wave componerig, . was estimated from the wave number spectEJ("k) with

Kni
E,. = [ E(K) dk (10)
ko

where k,, and k, are the higher and lower limit of the wave numband. The wave number limits
were chosen based on visual inspection (illustratedFigure 1) and werek, =k, —Ak and

k., =k, +2k for the bound ig-wave anll, =k, —Ak and k,, =k, +Ak for the spurious free ig-wave,
where Ak is the wave number bandwidth which depends ordtmeain lengthD : Ak =277/D . This
method is applied to estimate the bound and fregaige energies for the analytical solution and the
numerical results.

kp=Ify — fo] —» « ky =k — k|
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Figure 1. The estimation of the bound and spurious free ig-wave energies from the wave number spectrum.
The vertical dashed lines indicate the theoretical bound and spurious free wave number, the vertical lines
indicate the lower and upper limits of the wave number bands.

Results

The model predictions are in good agreement with ghalytical solution for both the surface-
elevation and ig-wave surface-elevation (FigureH)wever, there are some discrepancies between the
predictions and the analytical solution. A smalapé difference between the predicted and analytical
primary-wave and ig-wave surface elevation occuteraa distance of approximately three wave
groups, as the predicted primary waves propagagbtlsi faster through the domain. Furthermore, the
predicted ig-wave surface elevation shows an @dwl on a larger length scale than the bound ig-
wave, which is associated with the presence olisi@ps free wave in SWASH.
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Figure 2. Spatial variation of the primary-wave surface elevation (upper panel) and ig-wave surface elevation
(lower panel) for the simulation with a bottom depth of 3m. Analytical solution (black line); predictions (red
markers).

In Figure 3 a comparison is made for all simulagitetween (i) the predicted free and predicted
bound energy levels and (ii) the predicted andydital bound energy levels. The results are presknt
as a function okd, where the representative wave numkeorresponds to the second primary-wave
component. Results for an inflow boundary conditi@sed on linear wave theory are included in the
graph. The predicted bound energy levels agree tiétanalytical bound energy levels for a lineat an
second order inflow condition. Predicted spurioreefenergies are small for a second order inflow
condition compared to the predicted bound energiesontrast to an inflow condition based on linear
wave theory. The second order inflow condition geppes the generation of spurious free waves.
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Figure 3. Ratio of the predicted free and predicted bound energy E;p/Eyp (circles) and ratio of the predicted

and analytical bound energy E,p/Epa (triangles) for a inflow condition based on linear (light red) and second

order (black) wave theory.
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BICHROMATIC WAVES OVER A PLANE SLOPE

In this section SWASH is assessed for simulatingvayes induced by bichromatic waves
propagating over a plane slope, by comparing théaingredictions with the laboratory data set of Van
Noorloos (2003). These laboratory experiments weréormed in a 40m long wave flume of the Fluid
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Mechanics Laboratory at Delft University of Techmgy. The flume is equipped with a piston-type
wave board with second-order wave generation ameflaction compensation system to minimize
reflections from the wave maker. The bathymetrysisted of an impermeable smooth concrete beach
with a constant slope of 1:35. A horizontal bottpart with a still water depth of 0.7m was located
between the wave maketOm and the toe of the concrete beaeB.5m (Figure 4).
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Figure 4. Bathymetry of the experimental set-up. The horizontal line indicates the still water depth and the
vertical lines indicate the locations of the wave gauges.

For the experiments the total simulated time wamihQincluding 5min spin-up time. Surface
elevation time series were obtained using 11 waxsgs with a sample rate of 25Hz. Each experiment
was run eight times for different wave gauge lanati The measurements were merged into one data
set to obtain a high spatial resolution of 0.5nthi@ shoaling region and 0.3m in the surf zone.

Two sets of experiments were conducted, labelled &' and ‘B’, of which an overview is given
in Table 1. In the first set of experiments theniy wave frequencie$; (andf,) were varied and this
subsequently resulted in a variation of the bouagteMrequencyfg). In the experiments labelled with
‘B’ the amplitude of the second primary componem} énd consequently the magnitude of the bound
harmonic was varied.

The variation of the bound frequency is associagld varying ig-wave conditions: Battjes et al.
(2004) found a frequency dependent ig-wave behawnd related this to the normalized bed slope

_hj9
ﬁ_w\/;v (ll)

where h, is the bed slopew is the ig-wave radial frequency art is a representative depth. Here,
similar to Van Dongeren et al. (2007), the repnéstive depth is chosen at the breakpoint. Fotivela
mild slope regimes £ <0.1) Battjes et al. (2004) found a dominance obming bound ig-waves over
breakpoint generated ig-waves, observed a largadaave amplitude growth in the shoaling zone
and found low ig-wave shoreline reflection. In gaust, for relative steep slope regimes3 %0.45)
breakpoint generated ig-waves dominated, incomiogntd waves showed a weak amplitude growth
and significant ig-wave shoreline reflection oceadrr In the present data set the relative bed slope
varies between 0.14-0.29 (Table 1).

Table 1. Nominal bichromatic wave conditions in the flume
experiment

f1 (Hz) f, (Hz) fp (H2) a; (m) a, (m) B (-)

Al 0.6714 | 0.4761 0.1953 0.06 0.012 0.14
A2 0.6470 0.5005 0.1465 0.06 0.012 0.19
A3 0.6348 0.5127 0.1221 0.06 0.012 0.23
A4 | 0.6226 0.5249 0.0977 0.06 0.012 0.29
B1 | 0.6470 0.5005 0.1465 0.06 0.018 0.19
B2 | 0.6470 0.5005 0.1465 0.06 0.024 0.19
B3 | 0.6470 0.5005 0.1465 0.06 0.030 0.19
B4 | 0.6470 0.5005 0.1465 0.06 0.036 0.19
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To reproduce the experiments with SWASH, the inflobeundary in the numerical model was
located at x=6m which corresponds to the location of the first wagauge. The second-order
accurate weakly-reflective boundary condition wagpkyed to generate incident bound waves and
absorb outgoing free ig-waves. The wave forcing besed on the wave conditions presented in Table
1, however, for all flume experiments a differetsgween the measured and target amplitude of the
first primary wave was observed and therefore #implitude was set at the measured instead of the
target value, which resulted & =0.065m for all simulations.

SWASH is employed with a time step &t =0.001< and a grid size ofAx = 0.01m, for which a
sensitivity analysis for experiment Al showed suéfnt convergence. We employed two vertical
layers which is sufficient for the wave dispersias the representative normalized water depths
encountered in the experiments akel = Q10"). Two remaining parameters, wave breaking
parametera and constant friction coefficierd, , were calibrated for experiment Al. This resulited
¢, =0.01 anda =0.5, which is lower than the value of 0.6 found fondam waves by Smit et al.
(2012).

Method of analysis

Detrended surface elevation signal¢x,t) were divided into a primary-wave and ig-wave part
with a high-pass filter and low-pass filter, respesly, with a cut-off frequency aff, = (f, + f,)/ 4.
The root-mean-square (rms) wave height was estinfitam the variance of the surface elevation
signal

H rms = 85—()2 ' (12)

where the overbar indicates time averaging &pdefers to either the primary-wave or ig-wave scefa
elevation.

To gain insight in the incident (bound) and outgp{free) ig-waves we decomposed the ig-wave
signal with the array method, first presented bytjBa et al. (2004) and later improved by Van
Dongeren et al. (2007). We used the same numbsertfors as Van Dongeren et al. (2007) used for
the same data set. The rms ig-wave height of tbeniing and outgoing ig-wave component follows

from
T
Hioy = /sj E:(f)df, (13)
f\o

where Eg (f) is the frequency spectrum of the incoming (+) atgoing (-) ig-wave component,
obtained follow from the array method. The frequelmits are f, =0 and f,, =(f, + f,)/4.

Results

First, we present the results of the cross-shagsformation of the rms wave-height for the
primary and ig-waves for experiment A1 and A4. Tehegperiments represent the most ‘extreme’ ig-
wave conditions considered in this study: Al cqroesls to the mildest relative bed slope and A4
corresponds to the steepest relative bed slope.

The cross-shore variation of the primary wave heigpredicted accurately for A1 and A4 (Figure
5). Based on these results we distinct betweeralisig region, where minor wave dissipation occurs,
and a surf zone, where significant wave dissipatioaurs due to the breaking of primary waves. A
significant decay in the wave height is observadkf#&5m and this is chosen as the transition between
the shoaling region and the surf zone.

For the ig-wave height there is a distinct diffexenbetween the cross-shore variation of
experiment A1 and A4. For Al the ig-wave heightvgsdowards the shore, with a small oscillation in
the magnitude fork<25m. In experiment A4 the ig-wave height has aahatfucture and the overall
magnitude increases towards the shore. This nodaltsre is associated with occurrence of a standin
ig-wave due to the presence of an outgoing ig-wkee experiment Al the predicted magnitudes agree
with the measurements, although the oscillatiothi ig-wave surface elevation is less pronounced.
For A4 the predicted nodal structure agrees withrtteasurements whereas the magnitude of the ig-
wave height is overestimated.
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Figure 5. Cross-shore variation of root-mean-square wave height of the primary waves (upper panel) and ig

waves (lower panel) for experiment Al (left panels) and A4 (right panels). Measurements (circles); Model

results (red line).

Figure 6 shows the cross-shore variation of the-wave heights of the incoming and outgoing ig-
waves for experiment A1 and A4. In both experimehts incoming ig-wave height increases as the
bound wave propagates towards the shore whereasutigeing ig-wave height remains relatively
constant throughout the shoaling region as theadggig-wave deshoals towards deeper water. The
growth rate of the incident bound wave is greatezxperiment Al than in A4. For Al the outgoing ig-
wave height is small compared to the incoming igrevdneight, which indicates small shoreline
reflection and significant dissipation of ig-waveeegy. In contrast, the outgoing ig-wave heightfis
similar magnitude as the incoming ig-wave height Agdl. This is associated with greater shoreline
reflection and an increased contribution of bredakipgenerated ig-waves for experiment A4. SWASH
captures the patterns of the incoming and refledtedaves for both experiments. For Al the
magnitudes of the predicted incoming ig-wave heigate in agreement with the measurements
throughout the domain whereas the outgoing ig-waaight is overestimated in the surf zone. For A4
the predicted incoming ig-wave height compares wih the measurements whereas the outgoing ig-
wave height is overestimated in the shoaling region
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Figure 6. Predicted (lines) and measured (markers) root-mean-square wave height of incoming and outgoing
ig-waves for experiment Al (left panel) and A4 (right panel). Measurements: incoming ig-wave height
(triangles), outgoing-ig wave height (circles); Predictions: incoming ig-wave height (red line), outgoing ig-
wave height (red dashed line).

The comparison of the primary-wave and ig-wave Hisigfor all gauge locations and all
experiments is summarized in Figure 7, where thediptions versus the measurements are plotted. In
the shoaling region most results of the primary @gare located within the 10% error bands whereas
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inside the surf zone greater discrepancies areredd@s the primary wave energies are typicallyr ove
predicted. The results for the ig-waves show grestatter than the primary waves and a significant
amount of the results are located outside the 1% éands (both in the shoaling region and in the
surf zone). These observations are confirmed byrtban relative error (Table 2), which is computed
with

_ | Pred|<:t|on-Measure|c§I<1OQ (14)
Measurel |

error( %)

Furthermore, a comparison is made between the qieediand measured significant ig-wave
heights for the incoming and outgoing componengfé 8). In the shoaling region and the surf zone
most results of the incoming ig-wave heights areated within the 10% error bands. The largest
discrepancies occur for greater wave heights foichvithe incoming ig-wave height is generally
underestimated. For the outgoing ig-waves, theltseshow greater scatter compared to the incoming
ig-waves and the outgoing ig-wave height is gehemlerestimated.

Table 2. Mean relative error in the root mean square wave height of the
various wave components

shoaling region surf zone
primary waves 2% 8%
ig-waves 22% 15%
oncoming ig-wave 9% 9%
outgoing ig-wave 37% 27%

To further investigate the discrepancy between pheddicted and measured outgoing ig-wave
height we make a distinction between the resultsetheon the relative bed slope. The discrepancies
between the predictions and measurements in thgoimgt ig-wave heights are mainly due to
experiment A2,A4 and B1-4. For these experimentsASW tends to overestimate the outgoing ig-
wave height. The discrepancies observed for exmetim2 and B1-4, which have the same relative
bed slope (Table 1), are of similar order of magiét Despite of the discrepancies, the results show
that the outgoing ig-wave height increases for pteeslope regimes, which is consistent with the
frequency dependent behaviour observed in the memsts and reported in literature (e.g. Battjes et
al. 2004; Van Dongeren et al.,2007).
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Figure 7. Predicted (subscript S) versus measured (subcript M) root-mean-square wave height of the
primary waves (left panel) and ig-waves (right panel). Results inside the shoaling region are colored black
and results inside the surf zone grey. Solid line, perfect agreement; dashed line, 10% error bands.
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10% error bands.
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CONCLUSIONS

In this study we demonstrated the capabilities\WWASH, a non-hydrostatic phase-resolving wave
model, in simulating the transformation of infragta waves induced by a bichromatic wave-group
propagating over a horizontal bottom and over ag@klope.

For bichromatic waves over a horizontal bottom, thedel results were compared with the
analytical solution presented by Longuet-Higging &tewart (1960) for a range of normalized water
depths Q0.6<kd < 2). The results showed that SWASH correctly gensrataund infragravity waves
at the inflow boundary and simulates bound infragyavaves throughout the domain.

Model predictions were compared with a laboratatadset presented by Van Noorloos (2003) for
bichromatic waves propagating over a plane slopesuRs showed that SWASH is capable of
predicting the cross-shore transformation of bounftagravity waves. For the outgoing free
infragravity waves, discrepancies between measurtmend predictions were observed as SWASH
tends to overestimate the magnitude of the outganfigagravity waves. However, the predicted
outgoing infragravity wave heights increased faegier slopes regimes, which is consistent with the
frequency dependent behaviour observed in the measunts and reported in literature.
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APPENDIX
The second order solution of the difference intéoas is given by (Longuet-Higgins and Stewart,
1960)

G2 =55 (Aoos(wi=y)). (A1)

Beosh((k —k,)( z+ d) sir{y, -w,) ’
(@2 - @,)" cost{n(k ~k;))+ o k- k) sinf { k- k)

where a is the primary-wave amplitudey is the primary-wave radial frequencl, is the primary-
wave number,g is the gravitational acceleratiod and B are interaction coefficients ang is the
phase angle which follows fromy =—at+6 where 8 is the phase of the primary-wave. The
interaction coefficients are defined as

B (Za)la)2 (@ -w,)(1+ag,)+ afi(a'zl —1) - a)32(a'22—1))
B wf(af—1)—2a)1w2(a1a2—1)+a122(a22—1) : (A.3)

(@ -w)(aa,-1)+(af + o) - wp(a g +1),

=-Laa (b (0-w) (1 aq ) rai(ai-)-wfai-1), aa

@ (A-2)

where a, = coth(k,d) and a, = coth(k,d).
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