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CHAPTER 1 

Distribution Function Fitting for Storm Wave Data 

Yoshimi Goda1 and Koji Kobune2 

Abstract 

New objective criteria are established for rejecting 
unfitting distribution functions to a sample of extreme wave 
data. Another criterion is also introduced to select the best 
fitting function among the eligible ones. Application of these 
criteria to storm wave data around Japan indicates a possibi- 
lity of identifying the parent distributions for the regional 
population of storm wave data. 

Introduction 

Selection of design wave height is generally made on he 
basis of storm wave data fitting to some model distribution 
function. Methodology of distribution fitting has been dis- 
cussed by many people including Goda [1988], and various tech- 
niques are used in design processes. However, selection of 
the distribution function for a given set of wave data among 
several candidates is still left to subjective judgment of a 
wave analyst or design engineer. Although the correlation co- 
efficient between the extremal wave height and its reduced 
variate provides a measure of the degree of fitting, there is 
no guarantee that the best fitting distribution represents the 
true distribution of storm waves. The bootstrap technique as 
applied for storm wave data by Rossouw [1988] and Andrew and 
Hemsley [1990] provides an alternative means for distribution 
function selection, but it is not effective enough for distin- 
guishing the true distribution from other candidate functions. 

The first step to find the true distribution is to estab- 
lish sound criteria by which inappropriate candidate functions 
can be rejected from distribution fitting to a given set of 
wave data.  Application of such rejection criteria to a number 
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of storm wave data sets within a particular region would yield 
an indication of the parent distribution pertinent to that 
region. The present paper describes the derivation of such 
rejection criteria based on the Monte Carlo simulation as well 
as a best-fitting criterion for the case of the least square 
method application. Examination of storm wave data around 
Japan with the newly derived rejection criteria indicates 
existence of regional parent distributions as discussed in the 
last part of this paper. 

Candidate Distribution Functions and Plotting Position 
Formulas 

The distribution functions examined herein are the Fisher- 
Tippett type I and H~ (hereafter denoted as FT-I and FT-II ) 
and the Weibull distribution of the following form: 

FT-I: F (x  ) = exp{-exp[-U -B )/A  ]} (1) 

FT-n : F (x  ) = exp{-[l+ (x  - B )/kA]^k) 

: Jt = 2.5, 3.33, 5.0, and 10.0   (2) 

Weibull : F (x  ) = 1 - exp{-[(x - B )/A  ]4 } 

: k  = 0.75, 1.0, 1.4, and 2.0    (3) 

where F (x ) denotes the distribution function of extreme data 
x, and A, B, and k are the scale, location, and shape parame- 
ters, respectively. The fixing of the shape parameter k of the 
Weibull distribution at the four values above is due to Goda 
[1988]. The functional form of the FT-n distribution is so 
selected to make it asymptotically approach to FT-I as k 
->oo. It is essentially same as the generalized extremal 
distribution by Jenkinson [1955]. The shape parameter k for 
FT-II is so set that 1/k would linearly increase from 0.1 to 
0.4. In addition to the above distributions, the two-parameter 
log-normal distribution is also examined. 

The present paper employs the least square method for pa- 
rameter estimation for a sample of storm wave data, because of 
its simple algorithms, adaptability to censored data, and 
well-established information on confidence intervals of return 
wave heights based on a Monte Carlo simulation study (Goda 
1988). The choice of the plotting position then becomes 
crucial to yield unbiased estimates of return wave heights. 
The unbiased plotting position formulas for the FT-I, Weibull, 
and log-normal distributions have been recommended by Goda 
[1988]. Another Monte Carlo simulation was carried out by Goda 
and Onozawa [1990] for the FT-n distribution with the sample 
size ranging from 10 to 200. For each condition, 10,000 
samples were simulated and analyzed. Based on this simulation, 
the following plotting position formula has been derived: 
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f-   _   i m -0.11-0.52/4 Us 
*m ~  l MT +0.12-0.11/1 w 

where Fm is an estimate of the non-exceedance probability for 
the m-th largest variate, and NT denotes the total number of 
storm wave events occurring during the period of data analysis. 

The extremal analysis of storm wave data is usually made 
for the peak values of individual storms which exceed a cer- 
tain threshold value. The number of storm wave data thus col- 
lected, N,   is less than Nr.     The  ratio  of If  to NT  is called 
the censoring parameter (Goda 1988) and denoted by v . 

Equation (4) becomes same as the Gringorten formula for 
the FT-I distribution as k~>oo. According to the simulation 
study with the above plotting position formula, the mean value 
of return wave height (averaged over 10,000 samples) estimated 
at the return period 10 times the sample duration showed a 
difference of -2.7% ~+0.3% from the true value, depending on 
the sample size and shape parameter. For the shape parameter k 
=  5 and 10, the difference was -0. 6ft~+0.3L 

Confidence Interval of FT-E  Distribution 

Another simulation study was carried out to examine the 
sample variation of the return value of the FT-II distribu- 
tion. Two sets of 10,000 sample runs were analyzed and their 
results were averaged. An empirical formula for the standard 
deviation of the estimated return value x~K at the return 
period R has been given as (Goda and Onozawa 1990) 

o (Z )   =   [1  + a(yR -   c+alnv)2]l/2ffl/r
/2     (5) 

where v is the censoring parameter defined as N INT, o » is 
the unbiased standard deviation of sample data, a, c, and a 
are empirical coefficients given by Eq. (6) and Table 1, and yH 

is the reduced variate for the return period R expressed by 
Eq.(7) below: 

exp{a2[ln(# v °- r7#o)]2 ~ K  [ln(v/v 0)]
: 

(6) 

yR =   k {-ln[l-l/Utf )]-1/i-D (7) 

in which X   denotes the mean rate, or the average number of 
storm events per year. 

The senior author (Goda 1988) proposed empirical formulas 
for the correction of possible bias in the estimate of return 
wave height when the true distribution is unknown. He also 
presented other formulas  to esimate standard errors under the 
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Table 1  Empirical Coefficients for The Standard Deviation of 
The FT-E Return Value 

Shape Par. &\ a2 Mo K V o c a 

k = 2.5 1.27 0.12 23 0.24 1.34 0.3 2.3 
k = 3.33 1.23 0.09 25 0.36 0.66 0.2 1.9 
k = 5.0 1.34 0.07 35 0.41 0.45 0.1 1.6 
k =10.0 1.48 0.06 60 0.47 0.34 0 1.4 

same situation. In the present paper no proposal is made how- 
ever, because it is hoped that the use of new rejection crite- 
ria to be discussed below will diminish the possibility of 
choosing a distribution other than the true one. 

Rejection Criterion Based on Outlier  (D0L Criterion) 

Another series of Monte Carlo simulations were carried out 
to explore the possibilities of establishing new criteria for 
distribution fitting. The sample size was from 10 to 400, the 
censoring parameter was set at 0.25, 0.50, and 1.0, and 10,000 
sets of simulated data were produeced and analyzed for each 
combination of the distribution function, sample size, and 
censoring parameter. 

In the extremal analysis of wave data, presence of an out- 
lier or an abnormally large data often causes a trouble for 
analysts in data interpretation and distribution fitting. 
However, the outlier can provide a good measure of sample 
deviation from its population. Let Xi be the value of largest 
data among a sample. Then its magnitude is measured with the 
following dimensionless deviation C : 

(xt    ~ X  )/i (8) 

where x  and 
pie data. 

s  are the mean and the standard deviation of sam- 

In the statistical test of the normality of a sample, 
Thompson's test is sometimes used against its mean value in 
comparison with the overall means of many samples. By divid- 
ing the data set into a sample composed of the largest data on- 
ly and that of remaining data, Thompson's test can be applied 
to the dimensionless deviation f . Then, the C value having 
the non-exceedance probability P  is approximately given by 

- r U -1)# (l.#-2: a ) n 
" L N~1  +   Fjl.Jf -2: a)J (9) 
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where F(l,N—2:a) denotes the /distribution with the 
(1,# — 2) degrees of freedom at the exceedance probability a. 
For the largest data Xi in a sample with the size N, a is 
given as 2(1- P i/N  ). 

Analysis of simulated samples from the Normal distribution 
has yielded the cumulative distribution of f as shown in 
Fig. 1. Simulated data are in agreement with the theory by 
Eq. (9)  except for the range of  low f value.  Difference is 

NORMAL DISTRIBUTION 

E 
o 

0.5 

0.5      1.0      1.5     2.0     2.5     3.0      3.5     4.0 
Dimensionless Deviation of  Largest Data,  £ = (x,-x)/s 

Fig.l  Cumulative distribution of § value. 

Examples of f s% value 
20   50  100 200 400 

Sample Size, N 

Fig.3 Examples of f 95% value. 
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attributed to the fact that use of Thompson's test for a sin- 
gle sample with the constraint of the largest data among the 
whole sample is beyond its range of applicability. Thus, the 
simulation data rather than theory were used in the following 
analysis of cumulative distribution of C value. 

If  the C    value 
the    upper or     lower 
distribution    functi 
that  the sample  bel 
fitting  of that  dist 
cumulative £    value 
values     for  rejectio 
from  the  simulation 
and    3    sh DWS     examp 
uncensored samples. 
following sxpress ion 

of a sample occupies a location at either 
tail of the cumulative f - curve of the 

on being tested for fitting, the chance 
ongs to that population is slim and the 
ribution could be rejected. The 5% and 95% 
s were tentatively chosen as the threshold 
n. These threshold values were obtained 
data for various sample sizes. Figures 2 
les of such £ values for the case of 
These results were formulated into the 

§ 5, =   a  + b InN + c (InN  ): (10) 

The coefficients a, b, and c have been expressed as the func- 
tions of the censoring parameter v for each distribution 
function as listed in Tables 2 and 3. The difference between 
the estimates of f s* and § 95% by Eq.(10) and the simulation 
data was less than 2%. 

Fitting of a distribution function to a given sample could 
be rejected, if the ? value of the sample is either greater 
than the § 9S% value or less than the S, 5% value of that dis- 
tribution. This rejection criterion is hereby called the DOL 
(Deviation of OutLier) criterion. Note that the DOL criterion 
is applicable to any sample regardless of data fitting methods. 

Table 2  Empirical Coefficients for The Lower DOL Criterion f 5* 

Distribution Coefficient    a Coefficient    b Coef.   c 

FT-E   (k = 2.5) 
FT-n   (k = 3.3) 
FT-n   (k = 5.0) 
FT-n   (k =10.0) 

1.481-0.126 V1"1 

1.025 
0.700+0. 060 v2 

0.424+0. 088v2 

-0.331-0.031v2 

-0.077-0.050v2 

0.139-0.076v2 

0.329-0.094v2 

0.192 
0.143 
0.100 
0.061 

FT-I 0.257 + 0.133v2 0.452-0.118 v2 0.032 

WeibuU  00. 75) 
WeibuU  (k =1.0) 
WeibuU  (k =1.4) 
WeibuU  (k =2.0) 

0.534-0.162 v 
0.308 
0.192+0.126v3/2 

0.050 + 0.182 v3/2 

0.277+0. 095 v 
0.423 
0. 501-0.081v3y2 

0.592-0.139 v3/2 

0.065 
0.037 
0.018 
0 

Log-normal 0.042 + 0.270V 0. 581-0. 217v3''2 0 
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Table 3  Empirical Coefficients for The Upper DOL Criterion § 95| 

Distribution Coefficient    a Coefficient    b Coef.   c 

FT-H   (k = 2.5) 
FT-n   (A = 3.3) 
FT-n   (A = 5.0) 
FT-n   (k =10.0) 

4.653-1.076v l/2 

3.217-1.216v'/4 

0.599-0. 038 v2 

-0.371 + 0.171v2 

-2. 047+0.307v'/2 

-0. 903 + 0. 294 v'/4 

0.518-0.045V2 

1.283-0.133 v2 

0.635 
0.427 
0.210 
0.045 

FT-I -0.579 + 0.468v 1.496-0.227v2 -0.038 

Weibull  (A=0.75) 
Weibull  (k =1.0) 
Weibull   (k =1.4) 
Weibull  (k =2.0) 

-0. 256-0. 632v2 

-0.682 
-0.548 + 0.452v'/2 

-0.322 + 0. 641v,/2 

1. 269 + 0. 254v2 

1.600 
1. 521-0.184v 
1.414-0.326v 

0.037 
-0.045 
-0.065 
-0.069 

Log-normal 0.178 + 0. 740 v 1.148-0.480v3/2 -0.035 

Rejection Criterion Based on Correlation Coefficient 
(REC Criterion) 

Rejection of distribution fitting 
using the absolute value of the corre 
between the extremal wave height xm an 
y,„. Figure 4 shows examples of the cumu 
the residue of r from 1, i.e., A r = 1 - 
uncensored Weibull distribution with k = 
fitted to this distribution and the resi 
efficient shows a value located at the 
tive curve corresponding to the size of 
fitting of this distribution to that sam 
For quantitative analysis, the 95% exce 
as the threshold value and analyzed fro 
Figure 5 shows examples of the variatio 
pect to the sample size N. An empirical 
made for A r95%  as 

A r95% =- exp[a + b  ln# + c  (ln# )2] 

can a 
lation 
d its 
lative 
r  for 
1.0. 

due of 
upper 
the 

pie sh 
edance 
m the 
n of 
f ormu 

Iso be 
coef 

reduc 
distr 
the c 
If a 

corre 
tai 1 

sample 
ould b 
value 

Simula 
A /*9 5 % 

lation 

made by 
ficient r 
ed variate 
ibution of 
ase of the 
sample is 
lation co- 
of cumula- 
, then the 
e rejected, 
was taken 
tion data, 
with res- 
has been 

(11) 

The coefficients a, b, and c are expressed as the func- 
tions of censoring parameter for each distribution as listed 
in Table 4. The difference between the estimates of Ar95% by 
Eq. (11) and the simulation data was mostly within ±3%. 

The 95% exceedance value of the residue of correlation co- 
efficient can be utilized as a reference for the rejection of 
distribution fitting. This is hereby called the REC (REsidue 
of Correlation coefficient) criterion. This rejection crite- 
rion is introduced primarily for the case of parameter esti- 
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Fig. 5 Examples of Ar9r,% versus N. 

Table 4  Empirical Coefficients for A r95%  in The REC Criterion 

Distribution Coefficient    a Coefficient    b Coef.   c 

FT-H   (A = 2.5) 
FT-H   (A = 3.3) 
FT-I   (A = 5.0) 
FT-H   (A =10.0) 

-1.122-0.037v 
-1.306-0.105v3/2 

-1. 463-0.107v3/2 

-1. 490-0. 073v 

-0. 3298 + 0. 0105v ""' 
-0.3001 + 0.0404v "2 

-0.2716 + 0. 0517v l'" 
-0.2299-0. 0099v 5'2 

0.016 
0 

-0.018 
-0.034 

FT-I -1.444 -0.2733-0. 0414V6'2 -0.045 

Weibull  (£=0.75) 
Weibull  (A =1.0) 
Weibull  (A =1.4) 
Weibull  (A =2.0) 

-1. 473-0. 049v2 

-1.433 
-1.312 
-1.188 + 0. 073v1/2 

-0.2181 + 0.0505v2 

-0.2679 
-0.3356-0. 0449v 
-0.4401-0. 0846 v3'2 

-0.041 
-0.044 
-0.045 
-0.039 

Log-normal -1.362 + 0.360v1/2 -0.3439-0. 2185v i/z -0.035 

mation by the least square method, but it can also be applied 
to the case of other distribution fitting method after the pa- 
rameters have been estimated. 

Best Fitting Criterion Based on Correlation Coefficient 
(MIR Criterion) 

After rejection of unfitting distribution functions, there 
arises the question of choosing the distribution closest to 
the true one. However, the parent distribution of the popula- 
tion of storm wave heights is unknown at present.  When one 
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set of extremal wave data at a particular location is ana- 
lyzed for design purposes, a distribution function which seems 
best fitting to the sample is chosen as representative of the 
unknown true distribution. The senior author (Goda 1988) pro- 
posed to use the absolute value of the correlation coefficient 
between the extremal height xm and its reduced variate ym as 
the measure of best fitting: i.e., to choose the distribution 
exhibiting the largest value of correlation coefficient. 
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The MIR criterion requires the formulation of A rm „ „ „ for 
various distribution functions, sample sizes and the value of 
censoring parameter.  An empirical expression same as Eq. (11) 
has been applied to the simulation data, i.e., 

Arm« exp[a + b \nN  + c  (ln# )2 ] (12) 

and the coefficients a, b, and c have been formulated as list- 
ed in Table 5. The difference between the estimate of Armea„ 
by Eq. (12) and the simulation data was mostly within ± 3S&. 

Table 5  Empirical Coefficients for A r„ in The MIR Criterion 

Distribution Coefficient a Coefficient b Coef. c 

FT-n (k = 2.5) 
FT-n (k = 3.3) 
FT-n (k = 5.0) 
FT-n (k =10.0) 

-2.470 + 0.015v3/2 

-2.462-0.009v2 

-2.463 
-2.437 + 0.028v5/z 

-0.1530-0. 0052v 5'2 

-0.1933-0. 0037 v5/2 

-0. 2110-0. 0131 v5/2 

-0.2280-0. 0300v5/2 

0 
-0.007 
-0.019 
-0.033 

FT-I -2.364 + 0. 054v6/2 -0. 2665-0. 0457 v5/2 -0.044 

Weibull (k =0.75) 
Weibull U =1.0) 
Weibull (k =1.4) 
Weibull (k =2.0) 

-2.435-0.168 vI/2 

-2.355 
-2.277 + 0.056v1/2 

-2.160 + 0.113v 

-0. 2083 + 0.1074v1/2 

-0.2612 
-0.3169-0.0499v 
-0.3788-0. 0979v 

-0.047 
-0.043 
-0.044 
-0.041 

Log-normal -2.153 + 0. 059v2 -0.2627-0.1716v1/4 -0.045 

Application of New Criteria   to Have Data around Japan 
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Table 6 Distribution Fitting to Storm Wave Data around Japan 

(1) (2) (3) (4) Rejection Test  of Dist. 
No. Location 

K N V £ I E miv V vivuvmix 
A Monbetsu 7.4 75 0.42 3.62 XOOO O OOOO 
B Rumoi 13.1 284 0.44 3.70 TTTT V TVOO 
C Setana 4.3 153 0.73 3.07 TTTT V TTOO 
D Fukaura 4.2 156 0.78 3.58 TTTO O TOOO 
E Sakata 10.1 361 0.72 3.19 TTTT T TTTO 
F Hajiki-zaki 5.7 173 0.62 2.69 TTTT T TTTO 
G Wajima 5.9 196 0.68 3.13 TTTT V TTVO 
H Kanazawa 12.0 263 0.44 3.02 TTTT T TTTV 
I Fukui 3.6 94 0.52 3.18 TTVO O VOOO 

J Tottori 4.9 143 0.60 4.75 XOOO O OOOA 
K Hamada 8.0 194 0.49 4.22 TTTO o XOOO 
L Genkai-nada 3.0 78 0.52 3.00 TTVO o VOOO 
M Naze 7.6 166 0.44 3.16 TTTT T TTOO 
N Naha 9.9 283 0.59 5.11 TXXO o XOOA 

a Tomakoraai 13.9 213 0.47 4.78 TOOO o OOOX 
b Mutsu-Ogawara 10.4 250 0.50 3.07 TTTT T TTVV 
c Hachinohe 10.6 368 0.61 4.14 TTTV 0 TOOX 
d Miyako 3.0 138 0.77 4.05 TOOO X OOx x 
e Karaaishi 3.3 81 0.43 2.91 TT VV O VOOO 
f Sendai 5.3 176 0.57 3.94 TWO O OOOX 
g Onahama 3.7 102 0.49 3.48 TTOO o OOOX 
h Hitachi-Naka 4.8 121 0.43 3.22 TTVV o voox 
i Kashima 9.4 407 0.73 4.71 TTVO o TOOX 

j Habu   (Ohshima) 9.9 401 0.60 5.37 TTOO o OOx A 
k Shiono-misaki 11.8 365 0.56 4.94 TTOO o OOOX 
1 Kochi-offshore 3.6 149 0.75 5.08 OOOO X Ox x A 
m Aburatsu 7.5 71 0.18 4.94 OOOO o OX AA 
n Shibushi 4.5 91 0.41 5.22 OOOO X OX AA 
P Nakagusuku 8.9 270 0.68 4.74 TVOO X OOX A 

REMARKS: 
Column (1) 

(2) 
(3) 
(4) 

Effective duration of observation in years. 
Number of storm wave events above a threshold value. 
Censoring parameter { = N/NT). 
C value of storm wave data. 

Distribution Functions 
I 
H 
m 
IV 
V 

= FT-H 
= FT-II 
= FT-H 
= FT-H 
= FT-I 

(k = 2.5), 
U = 3.3), 
U = 5.0), 
(k  =10.0), 

VI = Weibull (k  = 0.75), 
VI = Weibull (k =  1.0), 
VI = Weibull (k =  1.4), 
LX = Weibull (k =  2.0). 

Distribution Fitting : 
O = Fitting acceptable, 
A = Rejected by the upper D0L but not by the REC criteria, 
A = Rejected by both the upper D0L and the REC criteria, 
V = Rejected by the lower DOL but not by the REC criteria, 
T = Rejected by both the lower DOL and the REC criteria, 
X = Rejected by the REC but not by DOL criteria. 
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Table 6 lists the location names of wave stations, the ef- 
fective durations of wave observations in years excluding the 
periods of downtime, the number of storm wave data analyzed, 
and so on. The locations of these stations are shown in Fig. 8 
with the alphabet. The average number of storm wave events at 
these stations was about 50 to 60 per year, and the threshold 
wave height for censoring varied from station to station; thus 
the censoring parameter ranged from 0.18 to 0.78. In total, 
wave data at 29 stations were analyzed, and- the duration of 
wave observation ranged from 3.0 to 13.9 years. 

I20°£ I40°E, 
\50°E 

50°N 

40°N 

30° N 

Fig. 8 Location map of wave stations used in the analysis. 
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The dimensionless deviation ? of the largest data at each 
station is listed in the column (4) of Table 6, and the rejec- 
tion test of the distribution functions of Eqs. (1) to (3) has 
been made with this C value and the residue of correlation 
coefficient A r. The result of rejection test is marked with 
various symbols for each distribution. The upper DOL criterion 
is applied when the sample £ value exceeds the i g5% value 
of the distribution being fitted, while the lower DOL criteri- 
on is for the case of f < ? 5*. The marks except for the open 
circle indicate that the distribution fitting should be re- 
jected with the probability of mis judgment being less than 5%. 
In other words, one sample out of 20 samples would be rejected 
even if all the 20 samples are drawn from the same population. 

Although the rejection test for the storm wave data of in- 
dividual stations yields versatile answers, the results point 
out the presence of a characteristic distribution which is un• 
rejectable in a group of stations located in the same region. 
For example, the stations 'A' to 'I' along the Sea of Okhotsk 
and the upper part of Japan Sea seems to support the Weibull 
distribution with k = 2.0 as the common distribution. For the 
stations 'J' to 'N', the Weibull with k = 1.4 seems more ap- 
propriate, probably because of occasional high waves generated 
by typhoons. In the region covering the stations from 'a' to 
'i', the Weibull distribution with k = 1.0 has the least 
frequency of rejection. This area is exposed, to swell from 
typhoons, but direct attack of typhoon waves is infrequent. 
The region for the station 'j' to 'p' where typhoon-generated 
waves dominate extreme wave climate seems to accept three dis- 
tributions of the Weibull with k = 0.75 and the FT-H with k = 
5.0 and 10.0 as the candidates for the population distribu- 
tions. 

The analysis of Table 6 will require further examination 
with additional data after 1985, especially from the viewpoint 
of the data homogenuity. Analysis of seasonal or monthly ex- 
tremal wave data will be the easiest way to separate storm 
waves generated by different types of meteorological disturb- 
ances. Nevertheless, the result of Table 6 indicates the 
possibility of identifying the parent distribution for the 
regional population of storm wave data by filtering out vari- 
ous candidate functions with the new rejection criteria. 

Concluding Remarks 

Choosing a distribution function for a sample of extremal 
data sample is always a troublesome task, because no steadfast 
guidelines exist. It will be very difficult and almost impos- 
sible to establish such guidelines for affirmative recommenda- 
tion. The present paper is intended to enable to issue nega- 
tive recommendations for distribution fitting by establishing 
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objective rejection criteria for extreme statistics. Two empi- 
rical criteria introduced herein well function in identifying 
possible regional population distributions of storm waves 
around Japan. 

A question often asked is the minimum size of extremal 
sample at which an analyst can answer with confidence which 
one of candidate distributions is the true distribution of the 
population for that sample. An answer can be obtained by ex- 
amining the sample size at which the lower DOL criterion f 5% 
of a longer-tailed distribution becomes equal to or greater 
than the upper DOL criterion C 95% of a shorter-tailed distri- 
bution. Beyond that sample size, the two distributions could 
be safely discerned. However, this sample size turns out to 
be quite large. For example, the FT-I and FT-II with k = 3.3 
are only discernible at the sample size greater that 900 for 
an uncensored sample and greater than 1900 for a censored sam- 
ple with v = 0.25. The FT-I and the Weibull with k = 1.4 are 
very difficult to distinguish each other by means of the DOL 
criterion alone. 

In the extremal analysis of storm wave data, emphasis 
should be placed on the effort of collecting as many data as 
possible over a period as long as feasible, so that the danger 
of choosing a distribution not belonging to the population 
will be minimized and the range of confidence interval of the 
return wave height will be lowered. 
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