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SOME COMMENTS ON COASTAL ENGINEERING 

M. P. O'BRIEN 

Dean Emeritus, College of Engineering 
University of California 

Berkeley 

The Canadian Organizing Committee, the Vancouver Executive Committee 
and the National Research Council of Canada have done a superb job in 
planning this conference and in carrying out the enormous amount of detail 
necessary for its realization.  On behalf of the Coastal Engineering 
Research Council, the other participating organizations, and all of the 
attendees I thank most heartily all who participated in this work. 

I am personally most grateful to those representatives of the Canadian 
Committee who made the final selection of papers.  I should explain at this 
point that a small papers Committee is appointed for each of these confer- 
ences to review the summaries submitted by the authors - but this screening 
is intended only to appraise their appropriateness for a coastal engineering 
audience - and to eliminate those few papers which are promotional "blurbs". 
It has not been a technical review such as is made for "refereed" technical 
and scientific journals.  The number of papers submitted for this Conference 
passing this simple review far exceeded the reasonable limits of the 
program - and for a brief period the Papers Committee faced the new and 
distasteful task of selection among papers acceptable under past standards. 

However, the problem was handled by the Canadian Committee - applying 
a formula which seemed equitable and reasonable.  I trust that those 
affected concur in this judgment. 

There is a solid core of attendees who know about the origin of these 
conferences and about the Council which sponsors them - but there are also 
newcomers for whom a brief review is appropriate. About twenty-five years 
ago the late Professor Boris A. Bakhmeteff, while a visiting professor at 
Berkeley, learned about the research in coastal engineering in progress 
there and at a few other institutions in the United States and abroad.  He 
became much interested in this new, small field of research and he suggested 
that a Research Council be proposed to the Engineering Foundation, of which 
he was a member of the Board. A proposal was presented and approved and 
the Council on Wave Research came into existence for the purpose of promot- 
ing research - but without a well-defined modus operand!.  Other councils 
of the Foundation conducted research directly - in relatively narrow 
fields and with financial support from the Foundation. This pattern of 

operation did not fit the inter-disciplinary and international character 
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of coastal engineering - and the new Council floundered about for a time - 
seeking an effective means of promoting research.  To this end, a confer- 
ence was held at Long Beach, California, to bring together both researchers 
and practitioners for a review of the status of the field - and thus to 
provide a stimulus and guide for future research. The success of this 
conference, as evidenced by the demand for the published proceedings, 
indicated that the Council should sponsor at least a few similar conferences 
at other locations in the United States.  This first conference had been 
heavily weighted with Pacific Coast experience - and the papers were not 
representative of the conditions and problems met on the Atlantic, Gulf 
and Great Lakes shorelines. Accordingly, conferences were held at Houston, 
Cambridge, and Chicago.  Professor Pierre Danel of the University of 
Grenoble, who had attended a number of these conferences, suggested that 
the Council sponsor a conference at Grenoble, France; the successful meeting 
there led to the international sequence of biennial meetings - alternately 
in the United States and abroad - and so here we are. 

These conferences have, I believe, stimulated research and have 
contributed substantially to the advancement of coastal engineering and of 
the related applied sciences. An indication of this result is the high 
percentage of references to these proceedings to be found in the bibliography 
of almost any published papers in the field. 

However, over the years there were comments - and some criticism - 
of the functioning of the Council; it was a maverick among the councils 
sponsored by the Engineering Foundation; it should collect funds and sponsor 
research directly; it should evolve into an international technical society, 
with elected officers, committees, and a periodical publication; it should 
operate more democratically; and so forth. These suggestions were considered 
many times and at length - but each round of discussion led to the same 
conclusion, namely, that the international conferences served a useful 
purpose, with a high return in benefits for the effort expended, and that 
the additional activities suggested would duplicate to some degree the work 
of other organizations and would require much additional personal effort 
with doubtful incremental benefits. 

There was, however, a major defect in being attached to the Engineering 
Foundation - namely, the lack of an established mechanism for editing, 
publishing, distributing and publicizing the proceedings. A logical 
association - and one which solved the publication problems - was to transfer 

the Council from the Engineering Foundation to the American Society of Civil 
Engineers.  This was done, and in the process, the title was changed, 
appropriately, to the "Coastal Engineering Research Council". Under this 
sponsorship, the Council retains the flexibility of membership and operation 

which it had under the Engineering Foundation. 

So much for the antecedents of this Conference. 



OPENING ADDRESS 

Turning now to coastal engineering itself, anyone active in the field 
has viewed with consternation - and possibly some jealousy - the heavy em- 
phasis given for a time to the exploration of the deep-sea. Recently, 
however, there has been evidence of a growing recognition of the fact that 
the greatest needs and opportunities are to be found in the coastal zone 
rather than the deep-sea.  On this point, a recent statement of Dr. William 
A. Nierenberg, Director of the Scripps Institution of Oceanography of the 
University of California, is particularly interesting and I quote him with 
some relish. 

"Want to make big money on oceanography? Then forget about 
mining nickel from the ocean floor or refining gold from 
seawater.  Instead, build a harbor that won't silt up or 
beaches that won't wash away. Learn to clean up pollution." 

After the Stratton Commission of 1965 made an unrealistic but glamorous 
forecast of the future of deep-sea exploration, a number of major companies 
plunged deeply into the field only to wind-up in "the most depressed busi- 
ness in the United States" - to quote one of the managers involved. 

The volume of research and development in coastal engineering and in 
the applied sciences related to it has shown a steady increase for many 
years; the rate of increase seems to have turned sharply upward in the last 
few years - stimulated by petroleum exploration and production, by the Sea 
Grant and other programs of the U.S. government, and by the newly-aroused 
interest and support of many of the coastal states.  Public and private 
universities have created departments, institutes or laboratories devoted 
partially or wholly to work in coastal engineering and related fields. 
With this level of activity in being and in prospect the practicing coastal 
engineer should benefit materially in basic data, analytical methods, and 
design techniques available to his practice. 

There is a corresponding opportunity for engineers practicing in this 
field to influence the character and scope of research and development by 
pointing out important gaps in data or methods which practice has brought 
to light. 

It was with this point in mind that I accepted the invitation to 
speak on this program. 

There are many topics related to research which I should like to 
discuss with you, but I will limit myself to a few which I have mulled 
over for some time and which, I believe, are partinent to plans for 
future work in this field. 

We have been unduly optimistic, I believe, about the degree to which 
the results of field studies made at one coastal location, and under one 
set of environmental conditions, could be generally applied.  Differences 



COASTAL ENGINEERING 

in the wave climate, range of tide, bottom and shore materials, local 
winds, tidal and wind currents, shore configuration, and bottom slope 
tend to make each physiographic unit unique. No two such units are 
exactly alike in exposure to waves, wind, and tide, and in the resul- 
tant sequence of changes in the shoreline - but these differences may 
be so subtle as to produce evident effects only over long periods of 
time.  These circumstances have led me to the conviction that compre- 
hensive and continued field observations, backed by analysis and 
laboratory experiments, should be made along selected shorelines - 
and, to the extent feasible, at points of economic importance.  Such 
studies may - and hopefully will - yield facts and principles applicable 
at other locations - but this objective should be secondary to the 
primary effort to measure and understand the complete regimen of an 
important segment of the coastline.  The Pacific coast differs from the 
Atlantic and Gulf Coasts in many respects, and within these broad cate- 
gories there are significant differences in the exposure and response 
of the shore.  Clearly, one could identify so many different areas for 
study as to require an impossibly great effort - and for this reason it 
is suggested that major efforts of this type be devoted to areas of 
major economic importance - where the problems are usually urgent. 

Regional studies continued over relatively long periods, will provide 
the factual basis needed for engineering design locally - and should, in 
the long run, provide data for appraising the validity of broad generaliza- 
tions about coastal phenomena. 

A comment related to the preceding discussion is that many field and 
laboratory investigations are what I term "half-experiments" - experiments 
in which only a portion of phenomena involved are observed or measured. 
A few examples of this are: 

- observations of sediment motion without measuring the related 
waves and currents and, vice versa, extensive hydraulic measure- 
ments without observation of sediment movement. 

- recording wave length and period without obtaining the deep 
water direction. 

- verification of movable bed models without adequate information 
regarding the wave climate. 

- and so on. 

The circumstances which have caused this situation are understandable - 
inadequate budgets, personal interests, lack of effective instruments and 
techniques, limited time - but it is nevertheless true that these "half- 
experiments" are inconclusive - as much so as playing half a hole at golf. 
Furthermore, the results may be grossly misleading. Many coastal problems 
are such as to require the attention of an inter-disciplinary team - all 
working on the same problem with different approaches - and many of the 
gaps to which I have alluded would not have occurred had a broader view 
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been applied in planning the programs. 

A major deficiency in the data essential to the planning and design 
of coastal structures and systems - and one which accounts for many of 
the half-experiments mentioned - is the relatively primitive state of 
our knowledge of the wave climate. 

Recording shore-based wave gage data, hindcasts from meteorologists' 
records, and observations from ships at sea are available, but these 
sources have not been compared extensively to test their reliability and 
they have not been presented in form for application to coastal problems. 
The ship reports include off-shore moving waves and probably do not 
include much of the swell; the shore-based wave records do not include 
direction; the hindcasts are in question at least by the degree of the 
differences between forecasting methods. To be useful for engineering 
purposes, these data should be evaluated and combined into a "best guess" 
of the climate at selected deep-water stations.  Such an effort would 
highlight gaps and discrepancies and would provide guidance for future 
wave observation programs. 

Data on the wave climate are needed for a wide range of applications 
and it will be feasible to publish only the most frequently used summaries. 
Special requirements can be met if the basic data are readily available 
for scanning by computer programs designed for the purpose. 

Perhaps I exaggerate the importance of the wave climate, but from my 
own experience I rate it as the most frustrating gap in the kit of tools 
available to the coastal engineers. 

There are few coastal problems which do not require a judgement 
regarding the direction and magnitude of the littoral transport. Laboratory 
and field data on the relationship between wave action and rate of transport 
show a scatter by a factor of about 10; most of the published field data 
pertain to a few locations and the laboratory data suffer in credibility 
for a number of reasons.  Reliable measurements of littoral transport are 
difficult - and in fact may be possible only under very special circumstances 
- and the scarcity of good data is understandable - but the need is urgent 
for data on the gross and the net annual transport at important points on 
the coastline - and for an ad hoc relationship of these quantities to the 
local wave climate. Whether or not a general correlation, such as is now 
applied for lack of anything better, is generally valid will not be estab- 
lished firmly until there are comprehensive and extended measurements of 
the transport and the concurrent wave "weather" at a number of localities 
at which the range of material characteristics, offshore bottom slope, and 
other parameters span the range of field conditions. 

A final comment deals with the need for more case histories of failures 
of coastal works.  There are many types of failure - physical destruction 
due to inadequate design or construction, limited life because of corrosion, 
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abrasion or fatigue, failure to perform the intended function and failure 
to achieve the predicted economic benefits.  In addition to the human 
dislike of recording mistakes, there is the practical consideration that 
the engineers who design and build such works move on to other projects 
and are not in a position to observe such failures and to assess the 
causes.  Studies of this type require a firm plan and sustained through 
low-key attention. They would be feasible for organizations engaged in 
studies of a particular coastal segment over a long period. 

In brief, these few comments add up to the suggestion that plans 
for coastal investigations include regional studies having as their 
primary objective the measurement and analysis of the dynamical regimen 
of selected coastal segments.  Such work will strongly support engineer- 
ing practice in the areas studied - and will also provide a sound basis 
for appraising generalizations regarding coastal phenomena. 

The initial program of the Beach Erosion Board included such field 
stations at two points on the coast of New Jersey - where measurements 
were made of waves, winds and currents and of the resultant response of 
the shore. A particular objective was to observe the effectiveness of 
the many groins, seawalls, and bulkheads then defacing this shore. 
These stations were manned for about two years. Looking back over the 
progress since that time, I feel that it was a mistake not to continue 
these observations - with improved instrumentation, backed-up by labo- 
ratory studies and analysis - and a mistake not to add stations on other 
coasts. 

My comments may possibly be construed as advocating regression to 
an empirical approach but they are not so intended. What I have in mind 
is an addition to - and not a replacement of - the analytical, laboratory, 
and field work which has been so highly productive as the program of this 
Conference amply demonstrates. 



ENVIRONMENTAL PROBLEMS AND MONITORING IN COASTAL WATERS 

Arthur T. Ippen 

Massachusetts Institute of Technology, Cambridge 

INTRODUCTION - MAN'S CONCERN WITH THE COASTAL ENVIRONMENT 

Man has been challenged by the sea from his early beginnings; he 
crossed the seas on rafts and boats driven by manpower and sails and 
adventurous cruises for booty and commerce developed into regular trade 
routes. With them in turn came the growth of anchorages and ports in the 
estuaries and inlets along the shorelines which offered the necessary pro- 
tection against the storms with adequate channel depth for the constantly 
rising draft for larger vessels. 

Probably older even than the exploits of seafaring are the manifold 
uses of coastal areas in man's quest for food.  Fishing from the shore with 
nets and spears was followed with short, daily excursions into the coastal 
waters in small boats.  As agriculture found the coastal shallows and wet- 
lands suitable for raising crops and animals, these fertile areas were 
drained and diked in against the tides and storms.  Today the delta regions 
team with life as in the Netherlands and in East Pakistan although still 
subject off and on to the ravages of waves and storm-tide flooding. 

Exploitation of the coastal waters for commerce, fishing and agri- 
culture is now joined in modern times of population growth by their use as 
sinks for all types of wastes and at the same time by the conflicting needs 
for food, sports, and recreation.  In addition, the submerged sea bottoms 
have become accessible by modern technology for the extraction of minerals 
and oil.  The apparent needs of society armed with the great potential of 
technology press for rapid development of the various coastal resources but 
also tend to endanger simultaneously these resources by conflicting goals. 

Thus we stand today at the threshold of greatly accelerated growth 
in man's exploitation of the coastal domains, appalled by some of the 
apparent results of human interference.  We are prone to extrapolate further 
unhindered activities to their surmised and fearful consequences but the 
basis of such predictions is often more emotionally founded than established 
by adequate knowledge. 

Yet these serious concerns must be accepted as real and indeed helpful. 
We know that coastal developments of all types will be needed in man's 
survival.  But survival has many facets, and proper balances between man's 
aspirations and nature's capacities for their attainment are still to be 
defined. 

Man's happiness seems to him still best assured by interaction with 
nature as it is.  Historically he has often good reason to distrust techno- 
logical incroachments on the environment even though many of these were 
essential to his own well-being.  Man can transform nature and even funda- 
mentally change it over large areas, but adaptation processes in the past 
extended over many centuries for man and nature alike.  These changes will 
undoubtedly go on.  It is the rate of change which now gives such concern 
and at times causes violent reactions.  These public reactions prescribe 
often a halt to further economic development without regard to environmental 
factors.  Environment has acquired new values in the sense that a "high 
living standard" is no longer synonymous with a "high quality of life". 
Although the latter is not readily definable in economic terms, it 
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nevertheless imposes restrictions on activities which in the past were 
conducted without hindrance.  A reconciliation of economic aims with 
environmental conservation is now mandatory by public demand and by its 
legal responses. 

This poses great new tasks and challenges to scientists and engineers 
alike in their roles as intermediaries between the public concern with the 
environment and the forward thrust of purely economic needs of the same 
public as represented by private and public enterprises and agencies.  It 
is to be hoped that these roles can be adequately supported as they must be 
and that they can thus be carried to the point where rational judgement can 
be rendered to resolve the questions and doubts which the public may raise. 
It is towards these ends that meetings such as ours must be aimed. Let us 
examine in the following some of the problems involved in the coastal 
spheres and then look at what can be done towards rational definitions by 
scientists and engineers armed with past experience and modern instrumen- 
tation systems presently in sight to clarify what ought to be known. 

PROBLEM AREAS IN THE COASTAL ZONE 

THE PHYSICAL SYSTEMS 

Past coastal engineering history has taught us through many bitter 
experiences a most important lesson: we cannot look towards convenient 
remedies for local problems in coastal areas without understanding the 
larger systems of which these local areas form a part and with which they 
interact in often very complex forms. We may build dams for flood control 
and power but we also shut off the supply of nutrients and of sediment to 
estuaries and beaches. We can create new communities by filling in the 
wetlands near the shore but we may deplete at the same time the catch of 
the fish which spawned there and which attracted many new inhabitants in 
the first place. We have in the past discharged our wastes into the shore- 
line waters and found beautiful beaches closed to the public served by these 
outfalls.  There have been numerous examples of such unexpected short 
circuits but have we learned the lesson? 

With these experiences of detrimental effects of human interference 
on shorelines public as well as professional awareness has grown of the 
chain reactions inherently engendered by many engineering measures in 
coastal and ecological processes. Reluctance of conservationists to con- 
done the continuance of present practices or the institution of new measures 
cannot be waved off lightly but must be countered by rapid expansion of our 
knowledge on coastal processes and of the various factors governing life 
along the shorelines.  Fortunately, governmental agencies on all levels 
have been given wide authority to assist and to sponsor such exploration 
in recent years. Our capacity to measure, to record and analyze data and 
to display the results in meaningful ways has been vastly expanded by 
modern computer facilities. We have on hand now most of the tools and we 
stand at the beginning of implementing the organization of useful infor- 
mation systems on the dynamics of coastal waters. This will surely be a 
multi-dimensional task and its ultimate scope can as yet hardly be estimated 
in view of the many feedback loops linking the physical environment to 
biological, economic and social systems.  It seems however that the physical 
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factors must form the building blocks for the others and that eventually 
their true understanding will lead to meaningful perspectives and judge- 
ments in these other spheres of human concern. 

Offshore Circulation and Waves 

The water masses of the oceans are in constant motion with few excep- 
tions.  We are all familiar with current systems such as the Gulf Stream 
or the Humboldt Current.  Oceanographers have charted them and modelled 
them.  But other forces are at work also, providing mixing and mass exchange 
through various mechanisms. Waves are breaking on the surface. Tempera- 
ture and salinity variations produce layered systems and internal flows 
disturbed often by internal waves.  Biological exchange takes place over 
the vertical and modifies water quality.  Superimposed are the to and fro 
movements powered by tidal action.  Over the long term therefore water 
masses are exchanged effectively at different rates depending on the 
topography of the shorelines.  However, this rate of exchange is often over 
estimated in wishful thinking for convenient pollutant disposal. 

Of great importance to the shoreline are the wave systems generated 
over the open ocean.  These can be predicted now to a tolerable degree 
since wind conditions can be related to wave generation.  But little 
success has been had so far in measuring waves at sea except by shipboard 
observation.  Only as offshore structures are moved to larger depths of 
hundreds of feet have direct measurements of waves at these depths become 
possible.  The waves reaching the shores are, however, transformed in many 
ways, by interference with other systems, by bottom friction and refraction, 
by partial reflection and predominant current systems. Waves provide 
another mechanism for internal exchange of water masses as onshore and off- 
shore movements take place between surface and bottom. 

Nearshore Interfaces 

Waves arriving at the shoreline generate very powerful forces on 
shoreline structures erected by man and deform continuously the shoreline 
itself. Waves and breaker heights may be measurable here but reliable 
relationships between sediment transport rates and wave action still seem 
to escape more than very approximate estimates.  Refraction and diffraction 
procedures have been developed for the varying bottom topography and the 
various boundary conditions at the shore.  An important element in all 
calculations is wave direction, but very few attempts have been made to 
measure this crucial quantity and where such measurements have been at- 
tempted the complexity of the instrument systems involved defeats more 
general use.  "Significant wave heights", no matter how expeditiously 
defined for engineering purposes from statistical wave records still leave 
us often to question the significance for specific applications to engineer- 
ing structures. 

The shorelines are vulnerable also to changes in water level caused 
by hurricanes and severe storms combined with severe wave action.  Planning 
for such attacks is usually initiated after the damage has been done and is 
then confined to prevent a recurrence in areas of high investment.  But such 
investments for structures near the shore are seldom deterred by dire 
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warnings, the advantages derived seem to justify the risks even if these 
can be quantified to some extent by environmental predictions. 

The tsunamis generated by earthquakes sometimes thousands of miles 
away add to environmental hazards near the shore in many regions of the 
Pacific. Warning systems have been set up to aid vulnerable shorelines in 
Japan, Chile, Hawaii, and California and numerous tsunami protection 
structures have been built to reduce the uprush of more than 20 feet and 
sometimes up to 100 feet in converging inlets and bays. 

Under all these wave attacks the shorelines through the ages have 
been eroded, whether they consist of vulnerable bluffs or gentle beaches. 
Man has often heedlessly accelerated these processes, through ill-considered 
interference and only gradually have we come to appreciate the chain re- 
actions we may set off by local exploitation. As an example we may mention 
here the destruction of natural or carefully nurtured dune vegetation by 
dune buggies. 

Inlets, Estuaries and Harbors 

Human activities are perhaps most intimately intertwined with the sea 
through the bodies of usually shallow water contained within the bays and 
estuaries of the land mass.  These provide with the connected wetlands the 
spawning grounds for fish and also the shelter required for pleasure craft 
and commercial shipping.  These waters are confined and communicate with 
the open sea through the tides entering and receding through often narrow 
passages. Human exploitation has polluted many of these bays and estuaries 
to the extreme limits based on the mistaken notion of tidal flushing. We 
know now that such flushing action is usually very slow and involves complex 
dispersion processes as yet subject only to very approximate analysis. 
Meeting public demand many of the barrier beaches have been pierced with new 
inlet channels to provide convenient access to the sea from interior waters. 
Beaches up drift and down drift of such inlets often "protected" by extensive 
jetties have suffered unforeseen damage and water quality in the interior 
waters has been affected usually to the detriment of the ecology.  But 
advantages to the ecology have also accrued in some instances.  Our experi- 
ences have made us generally more cautious in assessing cause and effect 
before launching on extensive engineering works which change the existing 
environment.  But pressures for economic use of inlet and estuary shore- 
lines remain very high, and therefore coastal engineers and marine 
scientists are concentrating more and more on research in embayments and 
estuaries to enhance our understanding of the dynamics of the circulations 
and the dispersive processes related to them.  One of these studies on an 
interdisciplinary front is presently under way on Massachusetts Bay and has 
brought to the forth the wide range of interrelated factors governing even 
a purely physical description of the flow processes. Winds and tides, 
temperature and salinity variations, sediment transport, varying topography, 
water mass exchange along the boundaries, all assume a part in the season- 
ally varying patterns of the flow and dispersion dynamics of the Bay waters. 
They, in turn, relate intimately to chemical interactions and biological 
processes taking place in the various parts of the Bay. Understanding the 
integrated behavior of the combined systems is indeed an intellectual 
challenge and yet one that must be met if we are to fulfill society's needs 
in the future in harmony with the conservation of a viable coastal environment. 
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The Interactions: Sea - Shore - Estuaries 

The coastal environment is the meeting ground for many natural 
forces acting seldom in readily described patterns. Each coastal area 
is subject to a broad spectrum of these forces in different combinations 
and the land responds to the attack in different ways depending on 
topography and geological materials in various stages of evolution. The 
sea provides for wave and current attack varying with the seasons; from 
the interior the rivers bring mineral and organic materials, which mix 
with those produced on the shores by erosion and biological activity; 
the fresh water meeting the saline waters in estuaries reaches the sea 
after complex mixing processes which have their reflection in varying 
biological life and sedimentation patterns; finally man has added his 
structures and pollutants which have disturbed the natural processes 
in embayments, estuaries and shore areas. While natural cyclic periods, 
both long-term and short-term, may be discerned and certain equilibrium 
conditions may exist these may be upset for long periods by catastro- 
phic events such as hurricanes and earthquakes. Hence, it is clear that 
purely local observations may serve only a limited purpose in pre- 
dicting the shoreline changes when local structures are planned since 
these may affect the environment of the coastline at considerable dis- 
tances from the area of the local disturbance. To sort out all the 
resulting consequences becomes a very complex task of environmental 
monitoring as coastal waters are increasingly drawn into the service of 
man. 

HUMAN USE OF COASTAL WATERS 

The coastal environment is affected by man to an ever increasing 
extent.  There are many conflicting Interests as the limits to human 
use are recognized and systematic planning in harmony with nature has 
come to be accepted as an ideal to resolve these conflicts and to ex- 
tract optimal benefits for the community rather than for private 
gain.  It is difficult to enumerate the individual facets of human use 
of coastal waters without getting enmeshed immediately in their re- 
lationships to other human activities as will become apparent in the 
following. 

Fishing and Aquaculture 

Traditionally, fishing for food and pleasure Is one of the most 
obvious associations with coastal waters in the public's mind. This 
is expressed best by the amount of fish caught by salt water sports 
fishermen which may be estimated in recent years, for the U.S. alone, 
as close to 800,000 tons for which equipment and services sold at 
retail exceeded 700 million dollars.  Commercial fishing went beyond 
these numbers, producing over 2 million tons of fish with a retail value 
of one and one half billion dollars. The public therefore has a con- 
siderable stake in the preservation of appropriate environmental con- 
ditions for this important resource. However, other uses of coastal 
waters increasingly menace such environmental conditions particularly 
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through various pollutants from human and Industrial isources. While 
much of the public fervor raised on this point may be exaggerated, 
too little is still known on the biological processes of the food 
chain by which both shell fish and fin fish are sustained.  Such 
knowledge must be developed if management of fishery resources is to 
be improved and if the supply of fish through aquaculture is to be 
enhanced. Great success has already been achieved in this area with 
certain variety such as salmon in the Pacific Northwest and with 
oysters and clams. Oyster production can be raised by a factor of 
over 30 when raft cultivation is employed as compared to bottom cul- 
tivation where the yield is only 600 pounds per acre per year. But 
successful aquaculture depends not only on better knowledge of the 
biological processes but also on relatively detailed information on the 
currents and on water quality for the waters in which the aminals are 
to be raised. Fish poisoning with its threat to public health is of 
increasing concern as pollutant levels have grown to dangerous de- 
grees in local areas.  It is not sufficient apparently to specify 
certain levels of pollution since fish and shellfish have the ability 
to concentrate certain pollutants such as mercury, DDT, or radioactive 
substances in their systems. 

Navigation for Commerce and Pleasure 

Modern shipping- has produced many new problems for coastal areas 
and estuaries.  Commercial ships have increased in size and hence 
draft and pleasure craft have reached tremendous numbers in our pros- 
perous society. Much deeper channels are required and have been dredged 
to traditional harbor sites. Natural depths of 10-20 ft. are deep- 
ened up to 42 ft. in most of our estuaries and new harbors are in the 
design stage for 60 ft. depths with up to 100 ft. anticipated in the 
next two decades. These can only be obtained in a few coastal areas 
or with offshore harbor islands. Major shoreline changes must be 
anticipated, assessments of possible accidents with major spillage of 
cargo must be made, increased pollution from industrial and municipal 
wastes may result despite more stringent safeguards. 

With the growth of pleasure craft we have already been faced with 
the need for suitable anchorages for home bases and for harbors of refuge 
at regular intervals along the shorelines. In many cases natural 
harbors for these purposes are not available and must be provided by 
new breakwaters and. other structures.  Inevitably natural shore processes 
are interrupted and dredge spoil disposal areas must be located. De- 
tailed studies of waves and currents, of water quality and flushing 
characteristics, of marine biota from plankton to fish, of sediment 
transport and shoreline stability, seem incumbent in each case of such 
maj or interference in the marine environment. 
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Disposal of Wastes 

Pollutants due to human activity reach the coastal waters in many 
ways and forms. Fertilizer components and insect sprays such as DDT come 
from natural run off on agricultural lands, find their way into lakes and 
streams where they are joined by human and industrial wastes and eventually 
reach the estuaries and the sea. Large population centers have evolved 
near the sea or interior shorelines with major industry and their liquid 
and solid wastes are dumped in near-shore waters with little or no treat- 
ment through pipe lines or barging. We have been alerted to the long-term 
consequences of such practices only in recent years and it is not apparent 
at this stage whether the public will be persuaded to shoulder the economic 
burden which a major clean up and reversal of these practices will Impose. 

Clear evidence also exists that many pollutants reach the sea by 
direct transport through atmospheric circulation and are absorbed into 
the water at the interface of water arid air. 

The ever increasing demand of society for electric power has created 
a new problem as the need for cooling water can no longer be met by in- 
terior sources.  Considering overall use of electric power in relation to 
efficiency of production it is safe to assume that twice as much energy 
is consumed by heating the "cooling" water as finds its way to useful 
purposes in homes and industry. How to dispose these vast amounts of 
waste heat into the coastal waters without upsetting and permanently 
damaging ecological systems near the discharge points presents many en- 
gineering challenges. Various systems of effluent dispersal are applied 
but their relative merits can again be assessed only by major measuring 
programs extending over time and the coastal areas affected. 

The proper assessment of a pollutant state for a given area is one 
of the most difficult tasks confronting scientists and engineers particu- 
larly when ambient environmental conditions are not known. Even with best 
intentions measuring programs pertaining only to major pollutants develop 
very quickly into projects with vast data production for which rational 
analysis faces considerable difficulties. What are the pollutants? 
Where did they come from? What are the dispersal processes? What are the 
chemical transfer processes? How do they affect the biological activity 
and interaction? Where are they finally deposited? All such questions 
should eventually be answerable before decisions can be made in good 
conscience. But it is almost evident by just asking such questions that 
many environmental decisions will have to be made in the near future 
without complete answers. 

Recreation 

Emotionally, recreation activities in coastal waters are most closely 
related to public concern. Beaches closed to swimming because of pollution, 
beaches eroded by structures misplaced or by natural processes, structures 
marring the esthetic enjoyment of a long sweep of a beach, dead fish washed 
up on the shores as well as other debris of human activity, clams and oysters 
made inedible by toxic pollutants, water fowl and other animals dying from 
oil pollution, all these examples have had a major impact on public thinking 
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and have lead to steady pressure on government agencies to adopt means of 
redress. 

Use of beaches for recreation has assumed tremendous proportions, as 
illustrated by an attendance of over 70 million at the major beaches on 
Long Island alone. Shore property values range from 15,000 to 50,000 
dollars per acre on Long Island and annual land losses over the 120 miles 
of shoreline exceed one million dollars. Similar figures can surely be 
cited even in excess of these for shorelines in other parts of the U. S. 
and abroad. 

Table 1 Shoreline Ownership and Use in the Continental U.S. 

Ownership Length in* Percent of 
miles total length 

Federal Government 3,900 m 
State & Local 
Government 4,600 12% 

Private 25,800 70% 
Uncertain 2,600 7% 

Use Length in Percent of 
miles total length 

Public Recreation 3,400 9% 
Private Recreation 5,800 16% 
Non-Recreational 

Development 5,900 16% 
Underdeveloped 21,800 59% 

The National Shore Line Study of the U.S. Corps of Engineers directed 
by Congress in the River and Harbor Act of 1968 and recently completed in 
August 1971 provides one of the most comprehensive summaries of the problems 
of our national shorelines. Along the 37,000 miles of the ocean and Great 
Lakes shores in the continental U.S. approximately one half were found to 
be subject to significant erosion with 2,700 miles of these being classified 
as deserving economically remedial action by protective structures. First 
priority is to be given to a total of 190 miles where danger to life and 
public safety is expected within the next five years. This will cost 
240 million dollars. The study further finds that 17,800 miles of these 
shores could be partly protected simply by improved management practices. 
The economic stakes in coming to grips with shore erosion and its en- 
vironmental factors are thus clearly demonstrated for all shoreline uses 
of which recreational use is of the greatest value for residents in the 
30 coastal states as well as for those from the interior of the country. 
Again expanded research to improve our understanding of the near shore 
environment with regard to prediction of governing physical and biological 
factors must form the basis for rational protective measures. 
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Effects of Land-based Engineering 

Modifications in the shorelines and in the coastal waters have been 
brought about in many areas as the result of land use practices and related 
engineering structures in the interior of the country as well as in estuaries. 
Much of the sediment supplied to the streams terminating in the sea has been 
stopped in some areas such as California through flood control measures, 
mainly dams impounding the flood waters but with them also the sediment. 
In other areas, in the center of the country, agricultural practices of 
the past and still to some extent in the present have vastly increased 
the supply of sediment as the cultivated land eroded. Other engineering 
works such as road construction and mining added to this sediment supply. 
Eventually these effects are felt in the coastal areas. Beaches erode 
when the supply of sediment is stopped as in some cases in Southern 
California, while estuaries shoal and must be dredged when excessive 
supplies of sediment reach them. 

In addition to natural sediments the use of waterways for liquid and 
solid waste disposal has also changed the natural conditions in coastal 
waters.  Increased channel depths for navigation require extensive dredging 
in estuaries with consequent disposal of dredge spoil on adjacent lands 
or in the sea.  Industrial chemicals, and minerals as well as human wastes 
make the silt and sludge deposits often a questionable addition to off- 
shore waters with poorly understood environmental hazards. 

Offshore Mining for Minerals and Oil 

Finally, this brief summary of factors involved in changing the 
coastal environment through human use of the coastal waters may be concluded 
with the most modem encroachments by man through resource developments. 
The most explosive issue is probably concerned with the drilling for oil, 
which until recently was conducted with little regard for environmental 
damage until the blowouts in the Santa Barbara Channel aroused a public 
fury.  There can be little question that oil wells will continue to be 
drilled but also that in the future every precaution available through 
advanced technological safe guards will be applied. With all safety devices 
however, the risks will be tremendously reduced but can never by reduced to 
zero. Assessment of possible mishaps must therefore precede new ventures 
of supertanker harbors or anchorages and future drilling of new oil fields 
in the offshore areas. This requires again a detailed description of the 
dynamics and of the biota of coastal waters and points to novel and com- 
prehensive data systems for the decision making and regulating of activities. 

What pertains to exploitation of the oceanic shelves for oil applies 
equally to the mining of minerals and the dredging for sand and gravel in 
coastal waters. 

As landbased sources for sand and gravel for construction and sand 
for beach replenishment decreases, increasing dependence must be placed on 
offshore sources. Naturally, dredging in these areas should be conducted 
with proper regard to the existing ecology so that biologically productive 
grounds are avoided and operations in adjacent areas do not affect animal 
and plant life to the extent that restoration of the biota is permanently 
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prevented. In contrast to sand and gravel resources the mining for other 
minerals will probably, with few exceptions, be concentrated In the deep 
portions of the oceans where Manganese nodules also rich in iron, copper, 
nickel, and cobalt are known to exist in large quantities. A new technology 
for such deep sea operations is yet to be developed as economic exploitation 
so far has not been feasible and has indeed been disappointing to venture- 
some enterprise barring a few notable exceptions.- 

THE NEED FOR REGULATION AMD MANAGEMENT 

As/the actual and potential uses of coastal waters and their economic 
value to the many nations increased, concern for legal and regulatory 
authority has intensified. Numerous and frequently overlapping jurisdic- 
tions exist and are rapidly being extended. The old internationally-recog- 
nized 3 mile limit or "territorial sea", under the sovereignty of nations 
with shorelines, has been expanded by national edicts in many cases to 
12 miles and a few nations claim jurisdiction over fishing activities up 
to 200 miles from shore. Peru and Ecuadore have been in conflict on this 
point with foreign nationals for some time and Iceland is presently fight- 
ing it out with Great Britain, as it tries to extend its sovereign rights 
over what have been regarded as traditional fishing grounds by the latter 
nation. New international agreements are obviously urgently needed to 
prevent such conflicts and to bring a unified approach to other pollution 
and resource management problems such as the dumping of hazardous and waste 
materials into the coastal waters. Pollution of the ocean waters has come 
to the fore as a threat to all nations with sources from ships as well as 
from natural and man-made outfalls. Offshore islands to be constructed 
for atomic power stations or as deep-draft harbors or transfer facilities 
for superships present further jurisdictional problems. 

This is not the place to enumerate in detail the numerous laws and 
regulations enacted in recent years by federal and state legislative 
bodies and agencies. But a few of the principles may be recounted here 
in view of many misconceptions and much confusion which still exists with 
regard to the original meaning of the various acts. For example, the 
preamble of the National Environmental Policy Act of 1969 states as the 
Congressional purpose: 

"To declare a national policy which will encourage "productive 
and enjoyable harmony" between man and his environment;  to promote 
efforts which will prevent or eliminate damage to the environment 
and biosphere and stimulate the health and welfare of man;  to en- 
rich the understanding of the ecological systems and natural re- 
sources important to the Nation;  " 

This is not a call for conservation only, but for responsible manage- 
ment of natural resources for the benefit of man in harmony with the 
environment. The Act emphasizes new environmentally-oriented decision- 
making practice and stimulates the elimination of those activities which 
threaten human health and ecology.  In the subsequent years the Environ- 
mental Protection Agency (EPA) was established.  EPA has incorporated the 
Water Pollution Control Program, formerly in the Department of the Interior, 
into its new Water Duality Office.  EPA and State Officials work in concert 
with the U.S. Army Corps of Engineers, which has authority over numerous 
activities in the more broadly interpreted "navigable waters" to administer 
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and enforce the standards for water quality in such waters. EPA and the 
Corps also jointly issue permits for industrial waste discharges, a function 
which has been derived from a little used provision in the Refuse Act of 
1899 (33 U.S.C. 407), an Act revitalized for pollution control purposes 
by the judiciary courts. However, the implementation of the permit system 
for industrial waste discharge is still faced with the difficulty of the 
mass of permits to be investigated and to be passed.  Since the recent 
Kalur case, new permits must be preceded by environmental impact state- 
ments, and include consideration of fish and wildlife effects, aesthetics, 
water quality and other factors. 

EPA reviews and approves state water quality standards and criteria, 
and provides guidelines for specific problems such as the disposal of 
dredge spoil in ocean waters.  In some cases, standards, criteria and 
guidelines have proven impossible to apply, since natural ambient con- 
ditions alone exceed the limits set for metal and organic contents, for 
example. 

The administration of water pollution control programs raises a 
number of problems on which environmental science still lacks adequate 
knowledge and where further research is needed on dispersal patterns, on 
degrees of chemical analysis for metals and organic compounds, on maximum 
retention methods in certain areas in preference to dispersal and on the 
flow dynamics especially as related to internal velocities due to waves, 
storms and density variations. 

However, the repeated refrain, "we don't know enough and the problem 
requires further study" should not be accepted as a call to stop all action 
on needed programs.  In many.cases, a reasoned judgment must be rendered on 
the basis of rational concern by private and public agencies, and of the 
evidence on hand. Risks will have to be taken but their number can be 
reduced in the future if we agree on needed research focused on specific 
local problems yet also of adequate scope to build an integrated framework 
of information for future decisions. 

The time limits and pollution control measures for water quality 
consistent with the "protection and propagation of fish, shellfish, and 
wildlife and for recreation in and on the water" may become rather specific. 
If Congress passes one of several bills now before it, interim goals for 
water quality are to be achieved by 1981, and all discharges of pollutants 
into navigable waters are to be stopped by 1985. The primary responsibility 
for proper planning and management for these goals for coastal waters is 
placed on the many coastal states adjacent to the shores. Much stress is 
now laid on public involvement in developing the necessary enforcement of 
effluent limitations to be applied at the source.  Such measures are 
spelled out in great detail in the "Act to amend the Federal Water Pollu- 
tion Control Act" passed by the Senate in November, 1971 (S. 2770), and 
now awaiting further legislative action.  Of foremost interest to our 
professionals in water quality control is the extensive mandate to the 
Administrator of this Act for the development of monitoring systems and 
for the support of research and training "relating to the causes, effects, 
extent, prevention, control and elimination of water pollution". 
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It is clear that the enactments of such goals for unpolluted waters 
are setting aside many privileges of private, industrial and municipal 
users, which had been assumed as rights rather than privileges through 
many years. This may cause hardships in some cases, and impose consider- 
able financial burdens on many. These, the public, in it's own long-term 
interests, must assume. Reconciliation of private claims to exploitation 
of coastal waters now declared to be in the public domain will be subject 
to many difficult decisions spanning a wide and complex array of technical, 
ecological, economic and social interests, often seemingly contradictory 
and as yet often based on vague judgments rather than objective knowledge. 

A new bill recently (April 25, 1972) passed unanimously by the 
U.S. Senate and named the "Magnuson Coastal Zone Management Act of 1972" 
can contribute further to clarification of rights in the coastal zone if 
finally passed by the House of Representatives. This bill will provide 
federal aid up to 2/3 of the cost to coastal states to develop planning for 
coastal zones, to define permissible land and water uses ("so as to prevent 
such uses which have a direct significant or adverse impact upon the 
coastal waters"), to establish use priorities and a plan to administer the 
development guide lines. A further provision allows acquisition of valua- 
ble estuarine lands as sanctuaries and for baseline measurements. The 
bureaucracy, of course, will also be expanded through a National Coastal 
Resources Board under the Vice-President and with a Coastal Zone Management 
Advisory Committee to the Secretary of Commerce with 15 members. Most of 
the projected federal annual costs of 70 million dollars would go for 
planning and administrative grants to the states. Nevertheless, this bill 
would seem, if adopted, to lead to an orderly and systematic sorting out 
of the various private and public claims for the coastal zones and to their 
systematic conservation or development. 

The aims of the various legislative measures either enacted already 
or still in an advanced state of final review in the U.S. are matched by 
similar efforts in other countries.  International efforts are being pro- 
moted effectively by the United Nations through the Conference held in 
Stockholm, Sweden after detailed preparations extending over several years. 
The results of these deliberations unfortunately were not as yet available 
at the time this summary was written. However, it can safely be assumed 
that important principles for the preservation of the ocean environments 
will be agreed upon by most nations and that general guidelines for 
prevention of pollution, for international cooperation in monitoring and 
for national responsibilities in enforcement will be recommended. 

MONITORING SYSTEMS 

In view of the urgency bestowed on environmental quality in recent 
years by public pressure and it's political expression through the creation 
of new laws and standards the scientific and engineering community is con- 
fronted with monumental tasks.  It must provide the extensive base for 
rational decision making through the development of reliable instrumentation 
systems to describe the physical, chemical and ecological interactions in 
the coastal waters. The necessary evaluation processes for the data 
collected with such instrumentation arrays must be built into effective 
systems for integrated analysis. Hopefully then, various mathematical 
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models can be constructed to not only describe on a dynamic basis the 
integrated behavior but to provide predictive capabilities on the response 
of coastal water bodies to their possible use by man in harmony with a 
desirable but not necessarily an unchanged environment. This is the vision 
before us; the modern scientific and technological means to achieve it 
seem to be within our grasp with the electronic and computational tools 
of our age. But many intellectual challenges remain to merge these tools 
into effective monitoring and predictive systems. We will examine in the 
following some of the fundamental components which must be incorporated 
and which must be developed further for these purposes. 

THE PHYSICAL SYSTEMS 

In order to understand the physical dynamics of the coastal waters 
conventional as well as new observation techniques must be adapted for 
such systems studies, the goal being a computer compatible data acquisi- 
tion array for all instruments. 

Tides and Currents 

Tidal observation stations exist all around the coastline of the 
U.S. and stage predictions for average tides varying with lunar and 
seasonal cycles have been practiced for a long time. However, tidal 
currents are known in detail to a much lesser extent and current charts 
have been updated only after long intervals of time. For environmental 
studies, it is usually necessary to know more detail in local embayments 
concerning tidal stages and phase lags as well as about currents.  Stage 
recorders present little difficulty and are relatively cheap to install 
in adequate numbers for the shorter periods of such studies, although 
they seem quite essential to a complete investigation especially when 
wind stress may modify tidal stages. 

Current measurements are desirable not only for the surface but 
must be made in considerable number over the depth with regard to current 
intensity and direction. Directional changes of velocities are especially 
important. Unfortunately current meters with computer compatible outputs 
are as yet not too reliable unless frequently serviced. For propeller 
and cup meters fouling is a frequent occurance and they are expensive 
when a number are to be installed in one location to test for variations 
over the depth. The old standby system consists in drogues drifting at 
several depths which require constant observations and are therefore, 
providing only temporary current information. Magnetic current meters 
have been used with some success and are subject to fewer limitations 
with regard to fouling as conventional current meters since no rotating 
parts are involved.  Further and better ideas are still needed in this 
field. 

In many studies, particularly of pollutant transport and dispersion, 
very weak time-averaged currents govern the transport processes. These 
are particularly marked in estuaries where salinity is a variable both 
longitudinally and over the depth. Velocities are highly variable also 
over lateral 'sections, and an accurate assessment of net currents averaged 
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over time presents an almost insuperable expense in measurements. Bottom 
drifters may be employed to obtain long-period average trends in open 
coastal waters but are little suited to navigation channels in estuarine 
waters. Here accurate current meter surveys have proved quite successful 
when their expense was warranted for specific studies.  In summary, new or 
at least improved techniques are highly desirable for current surveys in 
conjunction with other environmental studies to define the internal dynamics 
of coastal water masses. The slow exchange processes induced by wave or 
density generated currents here are important to our understanding of 
pollutant and sediment transport.  Of further interest in this connection 
would be a suitable measuring system for turbulent fluctuations especially 
where salinity or 'temperature variations over the vertical exist. 

Wave Climate and Prediction 

Waves form another essential component of the processes governing 
the coastal environment. Generated by storms over the oceans or coastal 
areas they vary in amplitude and frequency over a wide range. Of im- 
portance in pollution and sedimentation studies are the mean currents 
produced by waves, such as the littoral currents along the shorelines, 
the onshore and offshore currents with variable mass transport over the 
depth, the turbulent mixing generated by breaking either offshore or 
on the beach. Wave forecasting and hindcasting have been practiced for 
a long time and improved as more reliable records became available from 
an increasing number of measuring stations around the U.S. coasts. Many 
of these measurements are taken however in relatively shallow water and 
deep water observations have only become available in very recent times 
as offshore structures are pushed out into deeper shelf-waters for oil 
exploration and production.  Ship-board observations are numerous but 
less reliable because they depend essentially on visual observations. 

When wave gauges _can be mounted on fixed piers usually the capacitance 
wire type or a step resistance arrangement is employed. Where piers are 
not available, buoys have been anchored offshore but their expense is 
justified only in connection with other instrumentation packets for a 
variety of current and water quality measurements. Bottom wave sensors 
will record major wave action some distance from the shore and consist of 
electronic pressure transducers combined with local recorders or onshore 
recording terminals. Direct transmission of signals to a central data 
processing center would seem indicated however for modern requirements 
and for direct correlation with other environmental data. 

Most systems have the shortcoming of determining wave height only 
and not direction. The latter property is subject to special difficulties 
of measuring and where this has been tried with multiple arrays of wave 
gauges, the data have only rarefy yielded satisfactory outputs commensu- 
rate with the expense and the complexity of data analysis. Aerial photo- 
graphy has given some good results for directional properties under 
favorable weather conditions.  Other systems are under development but 
so far it must be conceded that a routine measuring system for wave 
direction is still some distance off in time. 

Nevertheless, for the prediction of littoral currents and of the 
littoral transport of beach sediments directional wave spectra will be 
needed in addition to prevailing wind data which are more readily 
available but furnish at best only an indirect approximation of the wave 
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attack on our shores. 

Sedimentation Problems 

Sedimentation processes in the marine environment are intimately 
associated with the current and wave systems in a coastal area.  Sediment 
reaches the sea from land sources through our estuaries as well as from 
wave attack on erodible shorelines. The'most abundant and for recreation 
the most desirable constituent of sediment on beaches is sand. Aside 
from small proportions of other minerals it consisty of quartz particles 
(Si 0„)' surprisingly uniform in size (0.10 to 0.50 mm dia) .  Sand has 
moved through rivers to the seas at a slow pace estimated to take a 
million years per 100 miles.  Its supply on beaches is therefore some- 
thing to be conserved as a precious natural resource which can be readily 
wasted by ill-advised structures and lost to deeper portions of off- 
shore waters. 

Silt and clay form other portions of the marine sediments augmented 
by abraded shells and organic material. For the most part our estuaries 
shoal with such material in flocculated form and must be dredged'to maintain 
artificially'large depths for navigation. The interaction of turbulence 
and shear flow through tidal currents with the resulting periodic sus- 
pension of this material produces transport processes of considerable 
complexity. Man in many places has contributed large amounts of sedimen- 
tary material from his own wastes in the form of all kinds of organic 
and inorganic matter.  The sludge of sewage plants, as in our Boston 
Harbor, forms extensive deposits over the years and the garbage and refuse 
of most larger coastal cities finds its way via barging to offshore 
dumping grounds. No easy solutions are at hand, considering the overall 
aspects of environmental quality. Burning will cause air pollution, 
deposition on land is often impossible for reasons of suitable sites or 
associated ground water pollution, dumping in the coastal sea is fraught 
with danger to the local biological activities and with the uncertainties 
of where much of the finer material will drift with the turbid currents. 
Man-made refuse may carry many of the unwanted pollutants to the sea 
often to be found afterwards in concentrated doses in shell fish and 
round fish making them unfit for human consumption. 

Surveillance of turbidity and of suspended sediments in coastal 
waters is an essential facet of environmental monitoring.  It is es- 
pecially important in connection with dredging activities for sand and 
gravel offshore and in the exploration of suitable dumping grounds for 
sludge and dredge spoil. These should be confined to biologically in- 
active bottom areas. 

Rapid procedures of suspended sediment assessment in quantity and 
quality are not at hand for these purposes.  Collection by pumpout processes 
has been proposed as one way to replace the ancient system of bottle 
sampling.  It may be possible to determine sediment concentration over the 
depth by rapid filtering at sea and storing the residues in much smaller 
containers for later analysis on land. Measuring sediment concentrations 
by light absorption is subject to many objections even under optimum con- 
ditions in view of the large variation of particle sizes and of the presence 
of plankton and may be used only for approximate evaluation of particle 
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concentrations. Again we are still in need of new ideas and devices if 
such may be to bring our measuring capabilities to a more economical 
and convenient state in sediment collection and analysis. 

By contrast surveys of changes in bottom topography by sediment 
deposition or erosion in shoaling areas can be carried out rapidly and 
efficiently by means of fathometers, i.e., acoustic depth measurements 
combined with automatic navigation systems, of which several are on the 
market. Work is under way to utilize acoustic measurements not only to 
describe the surface of bottom deposits but to indicate by multiple 
reflections the layers of different composition and density. Navigation 
systems for effective and accurate location determinations at any instant 
of an environmental survey cruise are available but require as yet very 
skilled attendants and are quite, costly in use. 

Water Quality 

Water quality in coastal waters is governed by natural conditions 
as well as by the direct and indirect input from human activities. Fine 
sediments reach the major streams from uplands to the extent of 1-2 billion 
tons annually of which one half comes from croplands.  In addition to 
water-borne sediments, another 30 million tons are transported in the form 
of dusts through the atmosphere. Not all of this is detrimental to the 
environment. Dust in the atmosphere is needed to generate rain and water- 
borne sediments are needed in the coastal environment in many ways. 
The large streams discharging into the estuarine waters bring valuable 
nutrients as well as detrimental pollutants to embayments and wetlands. 
Their distinctive roles with the many chemical processes involved in their 
travel to the sea cannot always be clearly attributed to one or the other 
category. We simply do not know all the answers as yet. 

With regard to dilution, retention and chemical transformation taking 
place in estuarine and coastal waters temperature and salinity distribu- 
tions play an important part particularly by governing internal transport 
phenomena in these water bodies. The measurement of temperature and 
salinity distributions in coastal areas form therefore a fundamental part 
of all environmental monitoring and the methodology for it seems well 
in hand. Three instrument systems are in current use for this purpose; 
the bathythermograph (BT) for use in small boats and local observations, 
the towed thermistor array for temperature distributions over the depth 
and the conductivity-temperature-depth instrument (CTD). The outputs of 
all these instruments have been arranged to be computer compatible by 
tape recording and immediate or subsequent conversion to digital formats. 
Thus, extensive sections and areas of coastal waters can be quickly 
surveyed. Maps of temperature contours and, after conversion, of salinity 
and density distributions can be obtained. These developments have 
pushed extensive buoy systems for these measurements into a lesser role 
in environmental work. Buoy stations for continuous monitoring of water 
quality parameters in certain locations will be mainly used as important 
reference stations to which periodic overall surveys from cruises will 
be related. 
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In the newest version of the towed probe system a "hydroglider" has 
been designed which is buoyant and controlled from the boat. The tail 
surface deflections are manipulated to have the hydroglider dive up and 
down at approximately 45 at forward speeds up to 10 knots. The sensors 
on the glider will measure conductivity, temperature and depth and a water 
intake will allow water samples to be pumped on-board through a connecting 
hose which are identified by air bubbles released on the glider at 
different depths. Thus a complete water quality survey may be taken over 
a long section and repeated over a tidal cycle with simultaneous tape 
recording in FM signals of location, depth, time, temperature, salinity 
and of certain chemical constituents while the vessel is moving. Later, 
more detailed analyses may be made for additional chemical constituents in 
the water samples as well as for sediment concentrations. 

A "Technicon" automatic chemical analyzer (auto analyzer) is used 
for laboratory determinations at present. It is planned to have this 
auto analyzer on-board for direct determination of at least phosphate 
concentration from the pumped samples and to store up to 160 samples for 
later use in a 20 meter long coil of tygon tubing separated by identifying 
air bubble codes. 

The instrumentation and techniques reviewed here briefly have been 
developed and are still under development in connection with a major 
"Sea Grant" project at M.I.T. concerned with the "Sea Environment in 
Massachusetts Bay and Adjacent Waters". These systems, when fully opera- 
tional, will furnish comprehensive surveys of all the basic parameters 
for water quality as well as for the characteristics responsible for 
internal currents and pollutant dispersal. These capabilities are urgent- 
ly needed for assessment of input, dilution and transport of pollutants 
whether these originate from outfalls of sewage treatment plants processing 
human and industrial wastes, from dredging operations or from the condenser 
water discharges of atomic and fossil power stations. Many state standards 
must be met with regard to heat and chemical dispersal.  To check con- 
formance to these standards is a major task confronting at present environ- 
mental monitoring. To make the measuring systems reliable and comprehensive 
as well as fast in response and in evaluation of results is still a 
challenging field for engineers and scientists working in coastal waters. 
Many benefits will obviously accrue to our general basic knowledge of 
coastal dynamics and of coastal water ecology from the push received from 
public concern with pollution. New insights have already resulted from 
such studies on many aspects of water mass movement and of dispersal of 
properties when density variations are present. 

In connection with these relatively new capabilities for massive 
data acquisition, another effective means of surveying coastal waters 
must be mentioned, the ability to distinguish surface temperature varia- 
tions in coastal waters by infrared photography from the air. The entire 
pattern of a warm water plume originating from the condenser water of a 
power station may be made visible in one instant of time. Baseline data 
are needed in the area however for reference to evaluate the photographs 
quantitatively.  Of course, such overflights have been used also in 
another facet of coastal surveys; by regular photography of the coastline 
to follow seasonal and long-term changes in the coastal alignments and in 
some cases of submarine features in shallow water as well. 
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THE DATA PROBLEM 

With the large capacity for data acquisition through the various 
instrumentation systems discussed in the preceding sections and through 
similar systems developed elsewhere, the data processing must be automated 
and interfaced with available computer facilities. Large data records 
must be processed for extensive areas of the coastal waters covered by 
numerous sections for storage on magnetic tapes and possible graphic display 
rather than as tabulated data points for isolated measurements. The first 
requirement is therefore that all data acquisition be immediately designed 
with computer processing in mind as it has been done for the instruments 
discussed in the preceding sections. These give output in FM signals and 
record it on magnetic tape but also allow visual recording to observe 
proper functioning of the instruments and to plan for adjustment in cruise 
time and direction to cover particularly interesting features of the 
phenomena under investigation. 

For example, in the case of the towed hydroglider the temperature 
sensing device furnishes output in FM format to the magnetic tape and to 
a pen recorder. The pen will record a dot for each desired isotherm as 
a function of depth and hence, as the chart moves with time, and also with 
distance as the boat proceeds, a plot of isotherms with distance is 
available at once aboard for scrutiny. Other properties desired will be 
similarly recorded and stored for further processing. 

Confronted with multi-faceted data for many current and water quality 
characteristics special attention must be given to systematic data filing. 
A multilevel hierarchy of storage is indicated. This hierarchy must be 
so designed that it will be useful to even untrained investigators inter- 
ested in entering or recalling specific data in a conversational program. 
It is further desirable that the same system be used for possibly all 
environmental data collected by other investigators as well so as to 
bring together the environmental information of a large coastal area in 
one data storage system. 

For the Massachusetts Bay study the first level of the hierarchy was 
chosen to contain only identification with regard to time, location and 
type of variables determined. On the second level more complete infor- 
mation is given;  cruise number, purpose of stations occupied, other 
variables entered and related to the measurements, etc. Finally, the 
third level of the hierarchy will contain the actual data recorded on 
specific cruises for the various water quality items and other relevant 
oceanographic parameters. 

The system has been adapted to the MIT MULTICS system which is 
connected to the AHPA computer network. The data files are therefore 
made accessible from remote computer consoles by telephone connection. 
Further development is needed on the software level to produce graphical 
or cathoderay displays of original data and of processed components such 
as total pollutant content in the water mass, change of water mass, or 
observations corrected for tidal components.  It is believed that the 
amounts of information needed to adequately cover an environmental 
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description for a large body of coastal waters such as Massachusetts Bay 
require the fullest application of modern computer facilities.  It is also 
believed that any environmental assessment of the effects of a local inter- 
ference in these waters by dredging, power stations, sewage treatment 
effluents, etc., can only be rendered in the context of fairly detailed 
knowledge of the larger system of waters with which these local projects 
must interact. We have no choice therefore but to make fullest use of 
instrumentation and computer capabilities to define such environmental 
systems in their physical dynamics, their chemical constituents and their 
biological activities for future planning. Environmental impact statements 
must be based on solid ground datawise to avoid the conflicts between 
utilization and conservation of coastal resources which presently are 
producing so much emotional stress. 

PREDICTIVE MODELLING 

The purpose of all data collection for environmental reasons as for 
all others is to serve as a foundation from which rational analysis can 
take off.  Experience with large physical systems has taught us that the 
inherent governing laws may be combined into either a similar physical 
system of more manageable size or into a mathematical model in which the 
different variables appear in clearly defined relations superimposed to 
form the system comparable to the original. Neither the physical nor the 
mathematical model reproduces the complex original in all essential aspects 
and both are subject to assumptions and boundary conditions governed by 
empirical factors. Both are dependent on prototype data from which these 
factors must be determined and both must be refined to the point where 
some original processes will simulate the true state but do not reproduce 
it. The more complex the interactions of the governing physical factors 
are, the more these simulations become subject to critical questions 
with regard to extrapolations for predictive purposes. This applies, 
for example, especially to predictions of dispersal processes. Further- 
more, simulation for chemical and biological processes in concert with 
physical processes seems as yet very far off.  However, it is felt that 
with our modern capacity for data acquisition and analysis our under- 
standing of the physical environment can be enhanced to the point where 
ultimately models of the physical and of the mathematical kind with 
different capabilities can be made more reliable. 

It is further assumed that such models of the physical environment 
will form a sound basis for prediction of the effects of disturbances to 
the system and that valid conclusions may then be drawn with regard to 
consequent chemical and biological phenomena. 

It is clear that the need for the physical and mathematical models 
discussed here must have as its goal the description and performance of 
the essential dynamic systems and subsystems for an environmental area. 
So far, only long-term time-averaged systems models for pollution are 
available based on spotty observations in time and space and incapable 
of predicting unusual phenomena due to local topographic features, wind 
conditions, water mass exchanges at the boundaries, etc. 
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As an example may be cited the floating off over large distances of 
extensive lenses of pollutant releases from the Deer Island sewage outfall 
at the Boston Harbor entrance, observed in Massachusetts Bay under our 
Sea Grant Project. These buoyant masses of lighter water are often not 
mixed readily with the ambient sea water because of insufficient shear 
and may retain their identity for very large distances in the prevailing 
transporting currents. They could be spotted only accidentally by buoy 
observations. This mode of inadequate dispersion is obviously applicable 
also to heated condenser water discharges from power stations along the 
shores or on artificial islands. These phenomena may govern, therefore, 
decisions concerning location, time of release in the tidal cycle, and 
type of discharge system to be employed for such power stations and 
pollutant outfalls. 

It can be stated generally for both physical models and mathematical 
models that in order to provide meaningful predictive capabilities for 
environmental decisions more comprehensive field surveys are needed 
covering the governing parameters simultaneously in time and space. The 
development of instrumentation, software and computer adaptation for 
systematic and immediate processing, storage, recall and display in 
various forms is the most important task for engineers and scientists for 
the near future. 

THE OUTLOOK 

The preceding general review of the prevalent environmental problems 
in coastal waters was pointed essentially at the physical phenomena as 
the basis for connected chemical and biological processes.  In view of 
these important connections man's activities cannot be assessed properly 
unless their implications to the larger natural systems in which they 
interfere become definable. Recognition of coastal water regions as 
systems subject to many natural inputs demands an integrated approach from 
all those interested and active in coastal monitoring of the various 
components. Hence, a new degree of cooperation and coordination by 
many professional disciplines must be established.  Surveying and monitor- 
ing by many specialists provide ample research opportunities as well as 
useful and necessary data bases for the solution of practical problems 
in resource development.  Scientists and engineers may proceed from 
different motivations but both groups now face comprehensive tasks in 
which their interests are merged towards a simple end:  to make known 
what is needed for the conservation of the coastal environment in 
harmony with man's aspirations for its rational use. 

Where do we stand at present? We do. have a large reservoir of all 
kinds of sensor and measuring equipment to identify the environmental 
characteristics from moving platforms on the sea and in the air and from 
anchored stations, for remote and direct recording. We have capabilities 
for data transfer to computer based analysis, reduction, storage, retrieval, 
display and future manipulation. We have a variety of suitable dissemina- 
tion procedures by which information can be made available to all potential 
users. We do not have adequate data bases at present for most environmental 
processes. 
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Where should we go? While much of the measuring equipment is de- 
veloped there are considerable shortcomings with regard to precision, 
reliability, convenient calibration, ease of handling, speed of operation, 
computer compatibility, etc.  In addition, to improving and possibly 
standardising monitoring devices, a great deal of work must be done to 
resolve difficulties at the various interfaces between instrumentation 
and computer, the computer and useful output and dissemination. Monitoring 
must be planned carefully and, in view of possible overfeed, data acquisi- 
tion must be confined to that essential for system definition. This 
necessary management phase of data collection is probably the most im- 
portant aspect as well as the most difficult one in environmental monitoring. 
Data collection must be justified by ultimate use. A proper balance must 
be developed between baseline information and system simulation by math- 
ematical models. To all these ends more cooperation is needed in the 
scientific and engineering community to develop generally applicable sys- 
tems for integrated environmental definition. For example, what is de- 
sired in a baseline study for environmental impact assessment of engineer- 
ing projects is not only knowledge on tides and tidal currents, but also 
on salinity, temperature distributions, sediment transport, bottom con- 
ditions, wind stress and wave state, etc., not only for one period but 
also at least for various seasonal states. 

Will we get there in time ?  An appropriate development of equipment 
capabilities and of data management procedures will take probably an order 
of magnitude more manpower, money and time than we have allocated at 
present for such purposes. The question as to whether we will be able 
to provide the answers to environmental questions in time to be useful for 
many urgent decisions depends very much on how long we are willing to face 
detrimental risks. There is every expectation that major resource de- 
velopments will take place in coastal waters within the next decade. 
Disposal for all types of refuse, oil drilling, offshore islands and har- 
bors, recreational facilities and boating, fishing and aquaculture, etc. 
will all expand. The national and international economic stake therein 
is so vast that it is hard to conceive that we will not extend our best 
efforts in environmental monitoring systems. To conserve as well as to 
use the coastal waters in a viable ecological state we must first com- 
prehend them. This message has been accepted and is being heeded by 
the scientific community as evidenced by the explosion of reports and 
publications by their councils, new societies, workshops and committees. 
The public has applied pressure through its representative agencies and 
their regulations, standards, hearings and permit systems. Will concern 
with the problem however be matched by willingness to pay? A big push 
is still needed to assure the allocation of adequate funds for the de- 
sirable major systems developments. A good start has been made With 
computer compatible instrumentation in various coastal regions of the U.S., 
in the Pacific Northwest, the Gulf area and in Massachusetts Bay. The 
full potential of modern technology however has not as yet been tapped 
to the necessary degree because of inadequate funds. Hopefully, this 
situation can be changed in time to provide us with the means to accomplish 
the tasks necessary for environmental protection and proper resource 
development in our valuable coastal water areas. 
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"Water shall not be compelled by any 'fortse', or it will return that fortse onto you". 

Abstract - This paper gives a brief review of the history of coastal defence as 
it has developed since the year 1,000.  It makes an attempt to outline what may be 
termed "the philosophy" and its relation to development. 

The "State of the Art" is described by figures of characteristic designs including 
new developments.  The paper establishes some general rules for future coastal pro- 
tection and gives an outlook for the future. 

HOW OLD IS THE ART OF COASTAL PROTECTION 

We do not know;  probably very old. Adam and Eve escaped from the gardens of Paradise 
located on the island of Ceylon following their blunder in an apple orchard.  They 
crossed the waters on "Adams Bridge" which was not only a "bridge" (reef) but a coast- 
al protection for a major part of the most southern SE coast of India. 

ADAMS 
BRIDGE 

CEYLON 

Coastal protective works of major order probably first came into existence when man 
was forced to protect the land which he lived on to avoid the waters digging away the 
ground under his feet. 

COASTAL PROTECTION IN THE LOW COUNTRIES IN EUROPE AND IN ENGLAND 

NETHERLANDS 
Although a great many training and irrigation walls, dams or dykes were built in the 
Far and Middle East coastal protection per se probably first developed in the low 
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countries in Europe where rivers poured soft materials, mainly clay and silt, out in 
the ocean for settling. Consolidation was a slow process, which made the land settle* 
In addition sea level was rising.  To avoid loss of land by flooding and to protect 
themselves from drowning the Frisians and the Dutch first built earth mounds. Dyking 
started about the year 1,000.  In the 13th century the Dutch had accomplished major 
coastal protection and reclamation works?particularly in the Dordrecht area. 

Dr. van Veen in his book "The Art of a Nation" (1) writes:  "The earliest written re- 
cords about the Frisians (or Coastal Dutch) describe them as water-men and mud-workers. 
The Romans found in the North of the country the artificial hillocks upon which the 
inhabitants, already called 'Frisii1, made a living. We shall follow their history, 
because written records are available about the early reclamation works they made. 
One and the same race, now called the Dutch, took, held and made the low country. 

Pliny, who saw these mound-dwelling tribes in the year 47 A.D. described them as a 
poor people.  He apparently exaggerated when he wrote that they had no cattle at all. 
Or did he see* some much-exposed mounds near the outer shores where the sea had swal- 
lowed every bit of marshland? At stormtide, Pliny said, the Frisians resembled groups 
of miserable shipwrecked sailors, marooned on the top of their self-made mounds in the 
midst of a waste of water.  It was impossible to say whether the country belonged to 
the land or to the sea.  'They try to warm their frozen bowels by burning mud, dug 
with their hands out of the earth and dried to some extent in the wind more than in 
the sun, which one hardly ever sees'. 

No doubt the mud Pliny refers to was the peat which was found in the'wolds', or swamps, 
some distance south of the clay marshes, where the artificial mounds had been made." 

"In all they built 1260 of these mounds in the northeastern part of the Netherlands, 
an area of a mere 60 x 12 miles.  Further East there are more of them in East Fries- 
land.  The areas of the mounds themselves vary from 5 to 40 acres;  they rise some- 
times to a height of 30 feet above normal sea level.  The contents of a single mound 
may be up to a million cubic yards." 

"They built their mounds on the shores of the creeks in which the tide ebbed and flow- 
ed. In their scows they went (in their language in which the roots of so many English 
words can be found): 'uth mitha ebbe, up mitha flood' - out with the ebb, up with the 
flood. The tide bore them towards the peat regions, or perhaps to the woods still 
farther inland and then brought them back. Or they went out with the ebb in the morn- 
ing towards the sea, where they gathered their food, and returned in the evening with 
the incoming tide." 

"The Coastal Dutch have now lived 24 centuries in their marshes and of these the first 
20 or 21 were spent in peril.  It was not until 1600 or 1700 that some reasonable 
security from flooding was achieved.  During these long treacherous centuries the 
artificial mounds made their survival possible," 

"It was a work which might be compared with the building of the pyramids.  The pyramid 
of Cheops has a content of 3,500,000 cubic yards, that of Chephren 3,000,000 and that 
of Mycenium 400,000 cubic yards.  The amount of clay carried into the mounds of the 
northeastern part of the Netherlands can be estimated at 100,000,000 cubic yards. 

In Egypt it was a great and very powerful nation which built the pyramids throughout 
a series of dynasties.  The aim was to glorify the Pharaohs.  With us it was a struggl- 
ing people, very small in number and often decimated, patiently lifting their race 
above the dangers of the sea, creating large monuments, not in stone, but in native 
clay." 

"In this Lex Frisionum of 802 there is not yet any mention of seawalls, but the first 
attempts at dike building must have been made shortly afterwards. Frisian manuscripts 
still extant, dating from the early Middle Ages, deal chiefly with the following three 
points:  First, the right of the people to freedom, all of them, 'the bern and the un- 
bern'.  Secondly, the 'wild Norsemen' whose invasions took place roughly from 800 to 
1000, and thirdly:  the Zeeburgh or Seawall. 

This novel means of defence against the sea by means of a continuous clay wall was 
called a Burgh, or stronghold.  The people were apparently very proud of this seaburgh, 
because they described it in poetical language as 'the Golden Hop1, the Golden Hoop. 
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-'This is also the Right of the Land to make and maintain a Golden Hoop that lies all 
around our country where the salt sea swells both by day and by night'." (Plate 1, 
Fig. 1). 

The spade, the hand barrow and the fork were the instruments used for diking, the fork 
presumably for the grass turfs which were used to heighten the dykes and make them 
stronger.  Despite the tremendous efforts the sea was the strongest.  "This was due 
partly to our insufficient technical skill and partly to lack of co-operation. For a 
single night, Dec. 14th 1287, the officials and priests estimated that 50,000 people 
had been drowned in the coastal district between Stavoren and the Ems.  This is a 
large number considering that this was the area where so many dwelling mounds could 
be used as places of refuge." 

The advances and successes have been tied to a few names.  Says van Veen: 
"We often wondered who was the master engineer who created the marvellous Great Holland 
Polder, south of Dordrecht, the work which had included the damming off of the tidal 
mouth of the river Maas, and the leading of that river into the Rhine.  This proved 
to be William I.  He had already finished that gigantic undertaking by 1213.  The 
polder was destroyed in 1421 by the St. Elisabeth's flood, described in a former 
chapter.  William was a man of great conceptions.  He surrounded the entire area of 
Holland-Proper with strong dikes and made several canals intended to drain the vast 
moors.  They also served as a splendid network of shipping canals.  It is likely that 
he made the dikes around the Zeeland islands Walcheren and Schouwen too, and that he 
established the still-existing administrations for the upkeep of these islands.  The 
other part of his clever and amazing reclamation and construction programme cannot be 
described here, but it is very clear that he knew the geography of his county by heart. 
No maps as yet existed!" 

The earliest reference to the art of accelerating the natural rate of accretion is the 
manuscript "Tractaet van Dijckagie" (Treatise on Dikebuilding), written by the Dutch 
dykemaster ANDRIES VIERLINGH, between 1576 and 1579.  VIERLINGH discusses the con- 
struction of "cross-dams" on mud-flats which are not yet dry at low water.  In this 
connection he also advises that old ships should be sunk and earth dumped on the top 
of them so as to make artificial islands or flats which should hold back the silt and 
sand suspended in the water.  These islands should subsequently be connected with low 
dams.  Although this method has not been used commonly it is known that shipwrecks 
have been used at numerous places to close dyke breaches.  These wrecks formed the 
basis for the fill material which was secured with mats or brushwood. VIERLINGH, 
however, was much against closing of dyke breaches with shipwrecks due to the non- 
homogenity they created in the dyke structure. Nevertheless, this method was widely 
used over a long period of time, not only in Holland but in the (at that time Danish) 
Schleswig-Holstein. 

"Vierlingh was found to be a real master of the dikes and waters, a man of great 
ability and spirit - one of the greatest of his kind.  Luckily the greater part of his 
manuscript has survived.  Its ancient picturesque style is a joy to every hydraulic 
engineer.  This remarkable book already shows the special vocabulary of the Dutch dik- 
ing people in all its present-day richness.  In some ways it is even richer. 

His advice is simple and sound.  The leading thought is: 
Water will not be compelled by any 'fortse' (force), or it will return that fortse onto 
you. 

This is the principle of streamlines.  Sudden changes in curves or cross-sections must 
be avoided.  It is the law of action and reaction. And truly, this fundamental law of 
hydraulics must be thoroughly absorbed by any one who wants to be a master of tidal 
rivers." 

The work by the dykemasters and farmers to protect and to gain land has been remark- 
able.  Plate 1, Figs. 2 and 3 (10) give an impression of how dykes were built up 
gradually by adding one layer of silt, or silt and sand, shell, willow mattresses etc, 
on the top of each other.  Remains of old ships, brick walls and pile walls were used 
too.  No less than two-thirds of the lower part of the Netherlands is manmade, while 
the other third is just "natural" sea marsh or moorish swamp.  Since about the year 
1200 the following areas have been gained acaording to van Veen: 
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On the sea shores   940,000 acres 
By pumping lakes dry    345,000 " 
By pumping the Zuiderzee dry  550,000 "    (partly future) 

In all 1.835,000 acres 

With respect to the distribution of fill the 100,000,000 cubic yards of earth fill 
which the Dutch in the early centuries carried to their artificial hills were made 
only in a small area, covering roughly 8% of the country. Van Veen writes: 
"The sea walls or dikes were our second work.  In 1860, that is just before the advent 
of steam dredging, we had about 1750 miles of them, containing about 200,000,000 cubic 
yards of material. Moreover, there were many old deserted dikes, whose contents may 
be estimated at 50,000,000 cubic yards.  Those 250,000,000 cubic yards were practical- 
ly all transported by handbarrows, wheel-barrows and horse-drawn carts. 

The third great work was the digging of the ditches and canals.  In the lower half of 
the country about 800,000,000 cubic yards of earth have been removed, in order to 
drain the land and separate the fields. Of shipping canals there are about 4800 miles 
in Holland, for which a figure of 200,000,000 cubic yards would be a fair estimate. 

The fourth and greatest task was the digging of peat. This digging served a double 
purpose: the provision of fuel and the creation of lakes which, when drained, gave 
more fertile land than the original moors themselves. 

In total we have dug according to this rough estimate the enormous volume of some 
10,000,000,000 cubic yards. This includes the making of lakes as well as the digging 
of moors in the higher eastern regions of the Netherlands. 

Compare this figure with the dredging of the Suez Canal. We constructed about 100 
Suez Canals of the size made by De Lesseps. All this was done by hand, whereas De 
Lesseps used 60 steam dredges." 

But the work would never have been completed without the dykemasters, their foremen 
and "polderboys" who often were the farmers themselves. Figs. 4 and 5 (Plate 1) show 
them repairing dykes and building willow mattresses for bottom protection, an old but 
still active art. 

A special kind of dykebuilding was the weed-dykes.  Construction was limited to West- 
Friesland and the Zuiderzee-area, where sea-weed or sea-grass was found in ample 
quantities along the coast. The West-Frisian sea dyke were for a long time reinforced 
with seaweed, and so were some of the Wieringen dykes.  It is not known with certainty 
how old the weed-dykes are, but weed dykes were constructed from the 8th century. A 
16th-17th-century weed dyke was built at the northernmost point of the Island of 
Schokland, and another one in 1734 in the Northern part of Noord-Holland.  Sea-grass 
for dyke building wa.s collected offshore in the Zuiderzee and the Wadden area. Follow- 
ing drying, a broad, tough layer was placed on the sea side of the dike. 

As ambition grew, dykes also grew. Moving them still closer to the dangers it became 
necessary to reinforce the dykes by hard surfaces like basalt blocks and/or other 
structures parallel as well as perpendicular to shore.  These reinforcing or support- 
ing structures developed as experience and exposure increased.  The gradual reinforce- 
ment by structures like seawalls and groynes may have made a contribution to a not 
fully justified sense of security.  It has been claimed that dykes were not raised 
rapidly enough in step with the sinking of the land and the rise of sea 1eveV and that 
dykes were not subjected to thorough investigation of their structural soundness. 

On February 3-4th, 1953, a spring tide whipped up by a raging gale overwhelmed the sea 
defences, and made tremendous breaches in the dykes (Plate 2, Fig. 6) and most of the 
islands in the south-west were inundated.  1850 people lost their lives. All the 
available material and manpower was mobilized and within a year all the gaps in the 
dykes had been closed and the flooded areas once more reclaimed, (Plate 2, Fig. 7). 
On November 5th, 1957, the "Delta Bill" was passed, containing plans for closing the 
tidal entrances in the south-west (Plate 2, Fig. 8). When this project has been comp- 
leted the Dutch coast will have been shortened by 700 kilometers. The Delta project 
provides for the closure by means of massive dams of four broad, deep sea inlets, viz. 
the Haringvliet (1968), Veerse Gat (1961), the Brouwershavense Gat (1972) and the 
Eastern Scheldt (1978) and for the building of secondary dams in the Zandkreek, the 
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Grevelingen and the Volkerak.  The Rotterdam Waterway and the Western S-cheldt will be 
left open, since they provide access to the ports of Rotterdam and Antwerp respective- 
ly.  This sequence was chosen after due consideration, since the transition from small 
to large sea arms enables experience gained to be profitably used in the larger pro- 
jects. Another reason is the desire to achieve a higher degree of safety for the 
largest possible area in the shortest possible time.  This - the world's largest coast- 
al protection project - is thoroughly described in a number of publications and in the 
Dutch periodical "Deltawerken" published by the "Delta dienst".  The status of this 
project at this time (July 1972) is that the Veerse Gat and the Haringvliet have been 
closed according to schedule:  Two sections of the Brouwershavense Gat were closed in 
the spring of 1971, and the work will be completed by 1972.  The southern gap was 
closed by telpher, (concrete blocks dumped from cable cars), the northern one by means 
of 14 caissons.  The closing of the last gap meant that tidal currents involving the 
movement of 360 million cubic metres of water into and out of the inlet (each move- 
ment taking about 6 hours) ceased to flow.  There remains the dam which will close off 
the Eastern Scheldt.  This will be about 9 kilometres long and will stop tidal currents 
involving the movement of 1,100 million cubic metres of water into and out o.f the in- 
let every twelve hours.  The construction of 3 artificial islands was  ner«le&   to 
build the dam:  the first was completed in 1969, the second in 1970 and the third in 
1971.  This dam, the last and largest to be constructed (it fills up channels as deep 
as 35 metres), is expected to be completed by 1978. 

The construction of the large sluices presented enormous problem,,which were solved. 
Protection of the bottom was obtained by placement of large "Zinkstiikken", upholding a 
1,000 year old tradition.  Although many tool and construction practices have changed, 
willow mattresses (Plate 2, Fig. 9) are still in use but they may in some cases have 
been replaced by mattresses of asphalt or synthetic sheets (Plate 2, Fig. 10).  The 
cost of the Deltaproject by 1978 is estimated to be approximately 3,500 million 
guilders ($ 1,1 billion).  It is an expensive project but it ensures greater safety 
for the entire South-west of the Netherlands, reduces the cost of dyke maintenance due 
to the coastline's shortening by nearly 700 km, opens up a whole series of islands, 
reduces silting, offers fast traffic links across the dams, and improves control of 
the supply of fresh water in almost the whole of Holland.  In addition it provides new 
recreational possibilities for the vast population in the southwest urban areas and 
the provision of unique aquatic sports areas. 

The development of Dutch groins. - A few remarks should be made specifically on the 
Dutch groins.  The first groins were probably built at the beginning of the 16th cen- 
tury, but groin-like structures may have been built much earlier.  We do not know ex- 
actly how they looked but the history of development during the latest 100 to 150 
years is known (Plate 3, Fig. 11) and represents a continuous line of development of 
a streamlined structure exposing itself as little as possible to "the fortse" of cur- 
rents and waves. Although groins have grown in size the principles are the same: 
Stone pitching on gravel on mattress in the middle and stones on mattresses on the 
sides with two or more pile walls as supports (12), 

Today's length is usually approximately 200 meters and space between them is of the 
same order as described i<n more detail in a later section.  Offshore elevations are 
about M.S.L.  Occasionally groins are provided with piggy backs (Plate 3, Fig. 12) 
to break the longshore currents.  Analyses by Bakker and Joustra (2) have demonstrat- 
ed the ability of the Dutch groin protection which has not only decreased or stopped 
erosion in certain areas but has even caused accretion.  The reason may be sought in 
the fact that (tidal) currents combined with swell action provided the shore with 
material from offshore so that the groins did not suffer starvation as often as is 
normally the case. While the situation at many other places where groins have been 
built is that erosion continues outside the extreme ends of the groins this, generally 
speaking, does not seem to be the case along the Dutch ocean shores.  It may be said 
that nature itself made a demonstration of "artificial nourishment" in Holland.  The 
groins, however, are not corner stone in the protection of Holland.  This has always 
been the dykes.  But foreigners who came and saw the results of the Dutch groins some- 
times misinterpreted the situation very seriously.  The massive Danish North Sea groins/ 

Fig.43, which gradually increased in length to several hundred meters at the Thybor0n 
Barriers due to continued shore recession, is just one of these misinterpretations by 
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which enormous, quantities of materials were saerified because of earlier insufficient 
understanding of the mechanism involved.  One may ask:  Could they have done anything 
else? The answer apparently is that it would have been difficult in the past but it 
is much easier today - for which reason it should be done.  Misinterpretations also 
found their way to the New World,,with the groins at Miami Beach (Plate 8, Fig. 45) 
being one of the most startling examples of how groins alone are inadequate as coastal 
protection.  On the other hand it may be fair to say that the Long Island Atlantic 
shore groins are examples of efforts by groins to live up to the Dutch example.  And 
there are several other examples where conditions were favorable (Plate 8, Figs.42,47). 

"The Art of a Nation" became an export article.  The Dutch also carried out many dyke 
and drainage projects in France. According to van Veen (1) the "Hollandries" were 
most abundant in Germany, Poland and Russia. Along the Molotschna there were 46 Dutch 
villages in 1836;  the district Chortitza had at that time 20 such villages.  In 
Poland there were about 2,000 villages inhabited by the descendants of the Dutch immi- 
grants; in Posen there were 830 villages.  The first great canal in the United States, 
the Erie Canal, was financed in 1772 by the Dutch and its locks were devised by Dutch 
engineers.  Until 1798 the United States of America had no other creditor than Holland. 

ENGLAND 
In England coastal protection also has a long history because of the continuous erosion 
of strategic areas on the South Coast, in Lincolnshire, South Yorkshire and in many 
estuaries.  There is already clear evidence of reclamation works by construction of 
"walls" (dykes) in the Dungeness area during the Roman occupation, the Rhee wall being 
the best known example.  Historical evidence gives a consistent picture of the incur- 
sion of the sea along the Lincolnshire coast, by references to loss of land and damage 
to "sea banks", which had been a necessary defence since the 13th century.  In 1335, 
according to records, the waves breached the sea banks at Mablethorpe and the land was 
flooded.  By 1430 the sea-wall again needed repair.  Erosion continued and the history 
of this area is one tough fight against the sea. 

As in Holland, the first measures against erosion were "sea banks", the design being 
modified to serve as sea walls according to the local situation.  Some were just earth 
dams, others were fascine or pilewalls (7).  Later, vertical bulkheads were developed 
(Plate 3, Fig. 13).  On the English shingle beaches abrasion presented a severe prob- 
lem and called for the application of flint, basalt, or other suitable materials 
(backed by concrete) to resist abrasion (Plate 3, Figs. 14 a and b).  The block walls 
at Pett Level (Dungeness) (Plate 6, Fig. 25) and Walland (Plate 6, Fig. 26), are men- 
tioned later as examples of modern sloping walls providing flexibility rather than 
rigidity and low reflection of wave energy thereby being more considerate to the beach 
in front than vertical or slightly curved structures (11). 

Groins were used as an additional protective measure.  They were put into use in early 
times, probably as a result of observations of the effect of hard points protruding 
from the shore.  This was likely to have been the case at Hornsea, South Yorkshire (9) 
where during an inquisition held in 1609 concerning heavy losses by erosion it was 
stated that "there was a peere at Hornsea Beach, during the continuance whereof the 
decay was very little".  In 1864 six groins were built on the heavily eroding Spurn 
Head, South Yorkshire, at the entrance to the River Humber, where nature's forces were 
assisted by man's removal of shingle from the beach. The groins were of the King Pile 
type with horizontal boards which could be adjusted similar to the Withernsea Groynes 
erected in the 1870's  (Plate 3, Fig. 15).  They were strutted at the down-drift side 
to resist the pressure of the accumulating beach on the updrift side.  Sheet pile 
groins were also tested,but the result was less satisfactory than the results with 
King Pile groins.  The former were too rigid and lacked any means of adjustment. 

Some enthusiasm seems to have resulted from the result of groin construction works of 
limited length along the shore but observations about ill effects in the form of down- 
drift erosion were also made. In a discussion of an article by Mr. J. Murray on "Sun- 
derland Docks" printed in the Proc. of Inst.Civ.Engrs. 1849, Mr. Rennie and Mr. Walker 
refering to a report of 1832 admit "that groins were, under certain circumstances the 
best defence for a coast, for wherever the waves brought the sand and shingle in quan- 
tities, the seaward side filled up while on the lee side it was generally scooped out, 
but by a judicious distribution of these groins, such an accumulation of material might 
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be produced, as would effectually protect a shore, or any sea works". 

Inexpensive types were devised.  Mr. Murray in Proc. of the Inst. of Civ.Engrs., 1847, 
discusses the design of groins and says "Groins might be formed with stones, timber, or 
fascines, either of the two first-named materials lasted well, but in cases where the 
deposit was rapid, and of such nature as to entirely fill up interstices, and prevent 
decay, the latter material would be sufficiently durable for all ordinary purposes". 

The entire situation with respect to Sea Protection works was reviewed by a "Royal 
Commission on Coast Erosion etc." whose report was printed in 1911 by H.M. Stationary 
Office.  One of the most significant references in this report is the statements that 
sea walls, unless properly constructed are "agents of their own destruction".  In par- 
ticular it refers to scour at the toe and the necessity of constructing a special toe, 
apron or groin protection in front of the sea wall to prevent undercutting. 

With respect to groins advantages and disadvantages were fully realized.  "The evidence 
laid before us goes to show that in many cases on the coast of the United Kingdom 
groins have been constructed of a greater height than was necessary to fulfil the re- 
quired conditions, with the result that they have so unduly interfered with the travel 
of the shingle as to lead to impoverishment of the beach to leeward, causing in many 
districts serious injury to the coast". 

The length of groins and the distance between them is discussed and 1 to 1 ratios are 
common but "satisfactory results were also obtained by 1 to 2 ratios".  Alignment at 
right angles to the shore was best and provision for adjustment by adding or removing 
planks was preferable as low groins often proved to be more efficient than high ones 
being less adverse to downdrift beaches at the same time. 

Reading this British document more than 60 years old, one regrets that the wisdom it 
contained was realized so late elsewhere and that designs as contradictory as possible 
to the century old British experience were advocated for a long period of time and to 
some extent still are being promoted.  The difference between British and Dutch prac- 
tice in groin design is related to the grain size of the material which the groins are 
composed expected to accumulate.  In England a good many beaches are of shingle, and 
some of them experience a high rate of beach drift and significant fluctuations in 
beach profiles. A high (but adjustable) groin may therefore be practical.  Energy 
loss along the stem is of less importance due to the coarseness of the material. 
Conversely in Holland all beaches consist of fine to medium sand which moves easily 
and fluctuations of beach profiles are of relatively small magnitude.  Smooth stream- 
lined cross sectional geometry causing little turbulence is therefore best for such 
conditions and groins should be low to conform with relatively gentle sand slopes. 
Groins having high vertical walls would result in scour and lowering of the beach on 
the either side of the groin. 

DENMARK 
In Denmark coastal protection started on the North Sea Coast in 1840 with a government 
project to increase the height of dunes on the Lime Fiord Barriers (3).  In the 1870's 
experimental groins were built on the West Coast using a Dutch design which soon prov- 
ed to be too weak to withstand the violent wave action on that shore.  The design was 
reinforced and over the next 50-60 years almost 100 massive groins ranging in length 
from ab. 100 m to ab. 400 m were built in this general area of approximately 50 km 
length generally using a concrete block design (Plate 8, Fig. 43) of blocks ranging 
from 4 to 8 ts. now often provided with side slopes of 2 to 8ts granite.  Blocks are 
placed with specially designed cranes.  Erosion continued outside the extreme end of 
the groins and the outer parts were not kept up.  The land ends were extended gradual- 
ly as the dunes and dikes were withdrawn (3).  Artificial nourishment from bay or off- 
shore sources has - surprisingly enough - not been applied yet but is urgently needed 
particularly on the Lime Fiord Barriers. 

COASTAL PROTECTION IN NORTH AMERICA 
In the New World the professional history on how local problems were solved is becom- 
ing old too, but "public history" is new.  It may be described briefly with a few 
notes (4,5). 
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Before 1930, Federal interest in shore problems was limited to the protection of 
Federal property and improvements for navigation. At that time, an advisory "Board 
on Sand Movement and Beach Erosion" appointed by the Chief of Engineers was the prin- 
cipal instrumentality of the Federal Government in this field.  In 1930, the Congress 
assumed a broader role in shore protection by authorizing creation of the Beach Ero- 
sion Board. Four of the seven members of the Board were Corps of Engineers officers 
and the other three were from State agencies.  It was empowered to make studies of 
beach erosion problems at the request of, and in co-operation with, cities, counties, 
or States.  The Federal Government bore up to half of the cost of each study but did 
not bear any of the construction costs unless federally owned property was involved. 

This important first step was followed by a series of improvements, in 1945, 1955, 
1962, 1965 and 1968 demonstrating a still increasing interest and involvment in the 
matter by federal authorities (4, 5).  Several states created their own beach erosion 
and shore development agencies which established co-operation with the local U.S. 
Army Corps of Engineers District and Division offices and with the Office of the Chief 
of Engineers. A great number of studies of actual beach erosion problems followed by 
reports to Congress by the Secretary of the Army authorizations and finally by federal 
contributions to actual improvements.  These efforts were supported by research pro- 
jects by the Beach Erosion Board and from 1963 by the Coastal Engineering Research 
Center (CERC). A number of special projects were handled by model tests at the Water- 
ways Experiment Station of the USCE and CERC. 

Structurally speaking the art of coastal protection suffered shortcomings compared to 
the low contries in Europe.  Patented more or less useless coastal protection devices 
as e.g. permable groins, have had a bigger chance in U.S. business than elsewhere but 
the newest and most effective measure, artificial' nourishment, although not born in 
the States, was raised there and has so far been most successful in the United States. 

Being "philosophical" one may say that the difference between the European low country 
and the American coastal protection practice lies in "the scale" and in "the degree of 
involvement".  The European is "high", but "short" and often "complex". The American 
is "long", relatively "low" (excluding hurricane protections) but "relatively simple". 

The European practice is tough and silent, the American is flexible and it makes some 
noise because it is not only a measure but also a "nourishing machine". 

WHAT WAS PAST EXPERIENCE?  HOW SHALL IT BE UTILIZED? 
The combined experience,gained through years of struggling,.may be expressed briefly as 

1) Whatever you do,avoid waves and currents turning their full fortse onto you 
(Vierlingh, 1570's). 

2) Don't be nearsighted, think large if you possibly can.  It is better to solve 
problems of some kilometers or miles than only of some meters or feet. 

3) Look oceanward, landward and up and down the shore and evaluate carefully how 
your plans may be influenced by or influence the surrounding areas of land and 
water. 

4) Coastal Protection does not necessarily need to be just coastal defence.  Old 
Dutch experience and military tradition seems to favour defence by attack.  In a 
war it is always best to keep the initiative and not leave it to the enemy. 

An American version of this experience may be expressed as "the best protection for 
real estate is plenty of real estate in front of the real estate you want to protect", 
an approach which suits miles and kilometers and also matches economy as the general 
experience is that you (almost) always get a bargain when you order large quantities. 

REASONS FOR BEACH EROSION 
In order to define and discuss the problem it is necessary to go back to its roots. 
Erosion is caused by the forces of nature, sometimes assisted by man-made structures 
or by man's active erosion by removal of material from the shore. 

Table 1 is a review of reasons for natural and man-made erosion.  If no erosion is to 
take place from a particular shore there must be a balance between the quantity of 
material which arrives and the quantity of material which departs.  Let us consider a 
shore which is not in balance but is losing material partly offshore by transversal 
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drift and partly to the sides by imbalance in longshore drift or 

IdE  .  |= dT       ,,...+ dL   .    . .... 
rosion    ransversal drift    ongshore drift 

dT       . - With reference to lone ranee development transversal drift is caused by 
ransversal .   , .  °       ." r.  ,-,.•.• 
   sea level rise (disregarding sand drift by wind which m some cases may 
be of considerable importance). 

Sea level rise (refs. 19 and 20) may sound innocent,but, realizing how narrow the beach 
is compared to the offshore area which is to be nourished by erosion of the beach in 
order to balance the rise of sea level with an equal amount of deposits of material on 
the bottom (Plate 4, Fig. 16 and ref. 15), it can be understood how an average rise of 
just 1/8 in per year may cause shoreline recessions ranging from 2 to 5 ft along the 
Eastern Seaboard of the United States. A general "rule of thumb" is that the shore- 
line recedes 1 ft for every millimeter which the sea level rises.  There is, needless 
to say, a phase lag between rise and recession (15). An impression of the most recent 
sea level rises along the U.S. eastern seaboard may be obtained from the following 
figures by the U.S. Dept. of Commerce, National Oceanic and Atmospheric Administration: 

Ave. rise 1940-1970: 
Eastport, Maine 1930-69 .338 cm/yr 
Portsmouth, New Hampshire 1927-70 .165 
Woods Hole, Massachusetts 1933-70 .268 
Newport, Rhode Island 1931-70 .210 
New London, Connecticut 1939-70 .229 
New York, New York 1893-70 .287 
Sandy Hook, New Jersey 1933-70 .457 
Baltimore, Maryland 1903-70 .259 
Washington, D.C. 1932-70 .244 
Portsmouth, Virginia 1936-70 .341 
Charleston, South Carolina 1922-70 .180 
Fort Pulaski, Georgia 1936-70 .198 
Mayport, Florida 1929-70 .155 
Miami Beach, Florida 1932-70 .192 
Pensacola, Florida 1924-70 .040 
Eugene I., Lousiana 1940-70 .905 
Galveton, Texas 1909-70 .430 

It is obvious that the only way in which this erosion can be counteracted is by artifi- 
cial nourishment replacing the material eroded by other material whether from land or 
from offshore sources, the latter becoming more and more popular due to shortage of 
land borrow areas.  The integrated transversal transport of material including season- 
al and long range movements is usually much larger than the longshore. Earlier plan- 
ning tended to put the main emphasis on longshore transport and measures like groins, 
breakwaters and sea walls largely concentrated on a "different distribution" or "re- 
distribution" of the material available - but on average there was always a net loss. 
Partly due to lack of recognition of that fact and partly due to lack of proper equip- 
ment to handle the "transcersal problem" effectively it was not until the last two de- 
cades that it was realized that ultimately the only way in which erosion may be fought 
is by artificial nourishment replacing the material eroded by other material.  The only 
place where this general rule may be disregarded is where nature itself provides the 
nourishment.  It was the "New World" which on purely coastal protective basis carried 
the initiative and it was there that efforts concentrated on the main and large problem 
of bringing material back to shore to replace the quantity which was lost by "submerg- 
ing of the profile". 

dL   ,    - It is generally accepted and justified by a great number of laboratory 
 -   and field observations that the longshore transport of material (Q) has 
an almost linear relationship to the longshore input of wave energy (E) or: 

M= k dE 
ds    ds 

when k is a factor which depends upon material and profile characteristics.  Only wave 
induced currents are assumed to be present.  This in turn means that the longshore 
transport depends upon the curvature of the shoreline.  In nature this curvature is a 
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function of natural geological and coastal morphological conditions like the existence 

of headlands, bedrock and river outlets (Table 1).  This may upset the balance equation 

so that 

ds <T  ds 

in case of > accumulation will result 

in case of < erosion will result 

Nature demonstrates both cases e.g. by updrift accumulation and downdrift erosion at 
headland. 

Table 1.  Causes of Erosion by Nature and by Man 

Na tur e Man  

Rise of Sea Level Dams, dykes and other coastal structures 
causing rise and concentrations of tides 

Protruding headlands, reefs and     Groins, breakwaters, jetties etc. caus- 
rocks causing downdrift erosion     ing downdrift erosion 

Tidal entrances and rivers causing  Man-made entrances causing interruption 

interruption of littoral drift      of littoral drift 

Shoreline geometry causing rapid    Fills protruding in the ocean to such an 

increase of drift quantity extent that they change local shoreline 

geometry radically 

Blocking of river outlets carrying  Damming up of rivers without providing 

sediments to the shore by flood    material sluices 
stage barriers, change of location  Irrigation projects decreasing flow of 

of outlets due to floods, erosion,   water and sediments to the shore 
tectonic movements etc. Removal of material from beaches for con- 

struction and other purposes 

What destruction effect nature in its abundance has demonstrated man unfortunately has 

imitated. Man-made erosion is a black spot on man's association with shores.  It is a 

deplorable fact that all coastal protective measures apart from artificial nourishment 

(may) have an adverse affect on adjoining shores. An example is provided by a group 

of groins built in the 30'ies on the Danish North Sea Coast which caused severe lee- 

side erosion, up to 30 ft recession per year (situation corrected at a later date). 
Dams in California cut off river supply of sediments. Long harbor breakwaters and 

navigation channels often became almost complete littoral barriers causing severe 
erosion. 

To evaluate the erosion quantitatively,records of erosion of profiles are needed. 
Such information may be available for areas of limited size but only a few countries 

have kept continuous records of areas of larger size through a long period of time. 
This includes the low countries in Europe e.g. parts of Denmark, England, France, Ger- 

many and Holland. Mostly only shoreline movements have been followed. A very illustra- 

tive example is given by Bakker and Joustra (2) whose paper does not only include data 
on shoreline movements on the open shore and at tidal entrances but also compares shore- 

line movements of groined and non-groined shores appraising the effectiveness of groin 

protection.  Similar records are available in a few other places, e.g. in Denmark, Ger- 

many and some places in the U.S.A. 

Several publications and books give considerable information on the development of ero- 

sion and on coastal morphological features (2, 3, 7, 9, 17, 21, 22, 24, 69).  A great 

number deal with seasonal changes (13, 14, 18). 

Space photography is now providing a tool for large scale checking of coastal movements 

(23 and re-references). 

A very special type of erosion occur^in Norwegian fjords,demonstrating that disasters 

of tremendous dimensions can occur in subaqueous slopes in fine sand and coarse silt. 

The explanation of why these slides frequently reach very large dimensions can be found 
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in the two characteristic properties of these materials:  The first property is the 
complete loss in strength after a shear failure which is characteristic for loose fine 
sand and coarse silt. As the result of this property the slide masses assume the 
character of a viscous liquid and, in the first place, flow downwards from the slide 
scar and possibly initiate new slides by erosion.  In the second place, the disappear- 
ance of the slide debris means that the faces of the slide scar are left unsupported, 
involving the risk of an extension of the slide in an uphill direction by a retrogres- 
sive, slice by slice, development. 

The second property of submarine deposits of fine sand and coarse silt responsible for 
the disasterous character of the slides is their exceptionally high erodability.  The 
reason why these deposits are easily attacked by erosion is partly the lack of cohesion 
of fine sand and coarse silt particles and partly the lack of a protective cover of top 
soil and vegetation in submarine deposits.  The consequence of the high erodability is 
that if a flow slide descends over this type of deposit, it will cut deep canyons into 
the slopes and undermine any obstruction which deflects it from its original path. 
The scars of such an erosion can lead to the development of a new series of retrogres- 
sive slides which can contribute both by extending the slide and by adding further 
liquid sand to the flowing masses.  In the postglacial deltas and estuaries occupying 
the head of the fjords in middle Norway, the fine sand and silt slopes frequently stand 
steeply.  In most cases the deposits are continuously growing-as a result of accumula- 
tion of sandy and silty material being carried out into the fjords by the rivers. 
Under these conditions even small man-made fillings may initiate a slide of consider- 
able size.  A factor which may contribute to the instability of the submarine slopes 
in these fjords is artesian pore pressure conditions originating from high water pres- 
sures in the fissures of the bedrock beneath the deposits. 

For further information on this "soil mechanics" erosion the reader is referred to a 
paper by Dr. L. Bjerrum, Proceedings of "The First International Conference on Port 
and Ocean Engineering", the Technical University of Norway, August 1971, pp. 24-38. 

NATURE'S COASTAL PROTECTION.  MAN'S COUNTERPARTS 
By good luck nature has not only demonstrated how to erode but also how to protect. 
It may safely be said that there is no protection initiated by man which has not be- 
forehand been invented by nature, and nature obtained all the good results as well as 
all the bad results before man did. Consequently we can learn from nature if we will 
only make the effort of opening our eyes and looking.  It must be admitted that nature 
has been more imaginative and has had more success than man.  Perhaps one reason for 
this may be sought in the fact that what we see is mainly the result of the successes. 
In the case of failures little or nothing was left!  Coastal geographers and geologist, 
often unintentionally, describe natures coastal protection (e.g. 24 and 69). 

Table 2.  Nature's Coastal Protection.  Man's Counterparts 

Nature Man 

Shore rock 
Rock reef 
Rock Island 
Headland 

Rock perp. to shore 
Sea floor vegetation 
Sea surface vegetation 
Dune 
Material   transfer   to  shore by: 
Wind  drift 
Rivers 
Shore erosion 
Longshore Littoral Drift 
Sea bottom transfer _ 
Natural by-passing of drift at 
tidal inlets 

Sea wall 
Submerged bulkhead or mound 
Offshore breakwaters 
Large breakwater perp. to or 
angle with the shoreline 
Groins 
Bottom Mattresses 
Floating Breakwater 
Dyke 

Artificial nourishment from land 
sources 

Artificial nourishment from offshore 
sources 
Mechanical by-passing of drift at 
tidal inlets 
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Table 2. gives examples of nature.'.s protective measures and imitations of them by man. 
It is obvious that nature has immense resources and is able to play a "full orchestra" 
where man's instrumentation is somewhat limited by the lack of proper tools and ade- 
quate funding, one depending upon the,, other. 

Plate 4 Fig. 17 shows updrift accumulation at a large rock headland, "Portland", on 
the Icelandic South coast.  Plate 4 Fig. 19 demonstrates natural offshore breakwater 
protection causing tombolo formation in Dorset, England;  Plate 4 Fig. 18 pocket 
beaches formed by outcroppings of coral rock and natural rock sea walls on the east 
coast of Puerto Rico (Palmas Del Mar) and Plate 4 Fig. 20 huge outpours of material 
by a glacial river in the Arctic. All glaciers have outbreaks of water reservoirs 
during the summer season.  In Iceland subglacial vulcanoes, when erupting, occasion- 
ally cause discharges of the order of 1 billion cubic yards of material including bed 
load "particles" of 20 ts. 

COASTAL PROTECTION ABC 
The main cases of need for coastal protection are listed in Table 3, distinguishing 
between measures to be taken on large and on small scales. 

Table 3.  Main Cases of Needs for Coastal Protection 

 Large Scale Local (small) Scale 

Reclamation of land and protection 
of the reclaimed land 

Protection of property and structures 
on the coast 

Pocket beaches Construction and protection of beaches x  

Table 4 is an attempt to establish a detailed classification of the types of coastal 
protection which are available today.  Distinction is made between functional, opera- 
tional and hydraulic or wave mechanics characteristics. 

Table 5.  Various Coastal Protection Measures Classified in Accordance with 
their Ability to Provide Protection of Extensive and Local Areas and their 
Influence on Adjoining Shores.  

Large 
Scale 

Small 
Scale 

Effect 
Influence on neigh- 
bouring shores  

Groins 

Sea Walls 

Shore parallel 
breakwater 

Artificial 
nourishment 

oo Adverse, often very 
severely 

(x) 

May stop or 
decrease 
shoreline re- 
cession but not 
if offshore ero- 
sion continues 

Stop erosion    May to some extent 
where they are  become adverse 
built but do not 
stop offshore 
erosion 

Will probably   Adverse, often very 
stop erosion    severely 
and build up 
beach where they 
are erected 

Widens beaches 
Provides full 
protection if 
well maintained 

Beneficial 

(x) less attractive solution 
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Table 5 lists different coastal protection measures and their relative ability in 
providing the protection, their influence on adjoining shores (beneficial or adverse). 

Before we can evaluate which protection is preferable the situation with regard to 
erosion has to be appraised. This may by done by the introduction of the terminologies 
"undernourished", "sufficiently nourished" and "overnourished profiles" and by the 
terminologies "source" and "drain" of materials (38). 

Beach Pro-files Classified in Accordance with Nourishment - Considerations on the basis 
of the development of beach profiles built up of sand with grain size 0.2 to 0.3 mm 
seem to show that we can distinguish between profiles in another way:  that is, between 
the*overnourished^ the "sufficiently nourished* and the undernourished profiles.  These 
terminologies are especially valuable for an understanding of the problem of what kind 
of coastal protection should be preferred and how satisfactory such construction will 
be.  The overnourished beach profiles are fed with more material than the waves can 
shape into real beach profiles.  These, therefore, are irregular and often perform as 
irregular shoals.  There are two different types of sufficiently-nourished profiles. 
At one of them the profiles are not fed with more material than the wave can shape 
into a profile having the same "equilibrium form". At the other, the loss of material 
equals the supply of material and the profile still has the same equilibrium form. 
The undernourished beach profiles are eroded:  that is, the coastline retrogrades. 
The undernourished beach profiles will always keep an equilibrium form but the form 
may change from one locality to another, depending on the conditions in general.  It 
seems, therefore, that progradation of a coast may take place with or without equilib- 
rium profiles while retrogradation of a shoreline can take place only with equilibrium 
profiles having a maximum steepness corresponding to the quantity of littoral drift, 
the waves and the material. An actual equilibrium profile therefore should be defined 
as a stable profile with maximum steepness.  Needless to say,we cannot expect that all 
undernourished profiles will always have the same shape, but we can expect that all 
undernourished and sufficiently-nourished profiles will have certain standard forms, 
which in turn means that where one of the standard erosion forms occurs, we know that 
the erosion is probably not temporary.  This information is very important.  If on the 
other hand no erosion takes place we can expect that only a slight change in the lit- 
toral drift balance may start erosion. 

A source of materials is a coastal area which delivers materials to other beaches. 
A source might be an area where erosion takes place, a shoal in the sea, for instance; 
the shallow area in front of an inlet which has been closed; a river which transports 
sand material to the nearshore sea territory, or sand drift from dunes to the beach. 
Artificial nourishment of any kind is also a source. 

A drain of materials is a coastal area where materials are deposited.  A drain might 
be a marine foreland of any kind, a spit, recurved spit, a tombolo, angular foreland, 
etc.  It might also be a bay, an inlet, or a shoal.  Man-made constructions such as 
jetties,groins, or dredged sand traps, are also drains. 

Both terminologies are used in the section dealing with coastal morphology in relation 
to problems of beach erosion and coastal protection.  In practical coastal protection 
technology the following general rules are valid: 
1) A coastal protection should be built in such a way that it functions as a drain. 
It should therefore have a source but not a drain on the updrift side.  If there is a 
drain the coastal protection will not be very successful unless material is supplied 
artificially. 
2) A harbor or an improved inlet on a littoral drift coast should not act as a drain. 
It should therefore have no source but if possible a drain on the updrift side. Mean- 
while it is very difficult to find a place where ideal conditions exist, and many other 
factors play an important role. Most harbors are built in a sheltered area, an inlet, 
a bay or in a river mouth.  In such areas depositions will almost always take place 
either from the littoral drift or as silting, which means that the harbor actually 
functions as a drain.  This is the case with numerous harbors all over the world, not- 
ably on the East Coast of the United States.  Protection against the littoral drift 
can be effected by the construction of jetties, making the "improved inlet". An im- 
proved inlet acts as a drain and protects the inlet, but at the same time it cuts off 
the supply of material to the beaches on the lee side which again means that these 
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TABLE 7.  DETAILS OF THE PERFORMANCE OF SEA WALLS. 

Comments: 
1.  What is wanted: Storm tide and/or extreme storm Energy-absorbing wall or 

protection, of shore and beach. revetment on dyke or dune. 
Protection of specific valuable Any type of substantial 
areas (industry, buildinqs, wall with as little ad- 
highways etc.) verse affects as possible. 

2.  Layout and geometry: As streamlined as possible. Erosion may be stopped 
It is best to leave and at the wall but artifi- 
maintain a beach in front of cial nourishment may be 
the wall. needed to maintain beach 

in front of the wall. 

Influence on adjoining shores. Leeside erosion may result 
if erosion continues leav- 
ing wall as protruding 
headland or if wall is 
built too far seaward and 
is not streamlined in hori- 
zontal geometry.  Transfer 
of sand or other nourish- 
ment of downdrift shore may 
be needed. 

3.  Combination with other 
coastal protective measures: Groins. To break longshore current 

and possibly build up beach 
in front of wall. 

Artificial nourishment. To maintain beach in front 
of wall and/or to check 
downdrift erosion. 

4.  Design: Energy-absorbing Considerate to beach stabi- 
{sloping and/or mound type)• lity due to friction and low 

reflection. 

Non-energy-afosorbing May create local erosion due 
{vertical sheet pile or slab). to less friction against 

currents and more reflection. 

TABLE 8.  DETAILS OF THE PERFORMANCE OF GROINS. 

1,  Degree of efficiency wanted; Just beach stabilisation. 

Also widening of beach. 

2.  Layout and geometry: Streamlined in horizontal 
geometry. No sharp turns 
or corners. 

3.  Combinations with othec      Sea Walls 
coastal protective measures: 

Artificial Nourishment. 

Comments: 
Short groins mainly covering 
the beach. 
Longer groins, possibly extend- 
ing beyond bar or breaker aone. 

Reaction of shore protected? 
Stable or widening and then 
stable. 
Influence on adjoining shores: 
Usually beneficial or neutral 
updrift but adverse downdrift. 

To cope with extreme conditions 
incl. storm surges. 

To fill groins and widen beach 
initially and maintain width. 

To eliminate advers^ 
downdrift beaches- 

effects on 

4.  Des ign: 

Length in agreement with 
point 1. 
Height to match beach 
profile wanted to the 
practical extent possible. 

Length/space ratio 
from 1:1 to 1:4 depending 
upon quantity of drift and 
beach material.  Most 
ratio is 1:2. 

Impermeable: Energy absorbing. 
Non energy absorbing. 

Adjustable elevation. 

Fined elevation. 

Permeable; Hay be adjustable 
or fixed. 

Less reflection, less loss of sand. 
More reflection, more loss of sand. 

May be operated to match fluctuation 
of beach 

of 
operated to match flue- 

ach. 

"To blow and have flour in your 
mouth at the same time". 
May provide beneficial results 
where currents are the main age 
in the transport of materials, 

in rivers and estuaries. 
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DETAILS OF THE PERFORMANCE OF OFFSHORE BREAKWATERS. 

Comments: 

1. What is wanted: Protection, or protection 
beach. 

and If breakwater is built on 
littoral drift shore both 
are usually obtained. 

2. Layout and geometry: Parallel to shore or largely 
following depth contours. 

Tombolo formation will re- 
sult on shore to be pro- 
tected. 
Severe downdrift erosion 
may result due to littoral 
barrier effect. 

3. Combination with other 
coastal protective measures: 

Groins. 

Sea Walls. 

Artificial Nourishment. 

This combination is un- 
likely unless groins are 
used to check downdrift 
erosion, thereby transfer- 
ring problem further down- 
drift. 

May be built to protect 
against extreme storms and 
tides or to check downdrift 
erosion. 

May be used to create beach 
more rapidly if natural sup- 
ply of material is limited 
or to check downdrift ero- 
sion . 

4. Design: Energy absorbing structures 
preferable.  See Table 7. 
Combination with natural 
reefs often advantageous. 

TABLE 10.  DETAILS OF THE PERFORMANCE OF ARTIFICIAL NOURISHMENT. 

1.  What is wanted: 

2.  Layout and geome try : 

Combinations with other 

coastal protective measures: 

Protection and beach. 

Follow natural shoreline closely on straight or 

streamlined shores. 

Fill in pockets on headland shores and artificial 

pockets. 

Groins:  to create or maintain beach 

to eliminate leeside erosion 

Sea Walls:  to protect wall and/or create or main- 

tain beach in front of wall 

to eliminate leeside erosion 

Offshore Breakwaters: to create and maintain beach 

Nourishment from 1and or offshore sources.  Off- 

shore equipment under development.  Various meth- 

ods tested in actual operation.  Sand sha 1.1 be 

suitable for nourishment.  Main requirement is that 

sand should be as coarse or coarser than the natural 

beach material and of no less specific gravity. 

By-passinq - arrangements by fixed or movable plants 

incl. weirs and floating plants.  Movable arrange- 

ments preferable. 
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beaches starve - having no source on the updrift side.  It will be seen, therefore, 
that coastal protection problems are the reverse of harbor problems. 

Table 6 is a general outline of the function of the type of coastal protection in re- 
lation to the actual situation of the beach and bottom profiles and to source and 
drain. When these factors are known, it is possible to evaluate the effects of various 
kinds of coastal protection and in that way determine the type which is most suitable. 

Tables 7 to 10 give basic information on various types of coastal protection:  putting 
the protection including sea walls, groins, offshore breakwaters and artificial nourish- 
ment in relation to "what is wanted" and giving some specific information on layout and 
geometry, combinations with other coastal protective measures and on designs.  Plate 5 
Figures 21-24, with accompanying note sheets following the plate sheets illustrates 
dyke protection and dune building.  Plates 6-9 Figures 25-55 and the accompanying note 
sheets describe each particular measure:  sea walls, groins, offshore breakwaters and 
artificial nourishment incl. by-passing of sand. Due to lack of space the number of 
figures had to be limited to characteristic examples of "the State of the Art". 
Adequate information function is available in the list of references and bibliography 
which has been separated in sections referring to each^particular measure.  Space limi- 
tations had to be considered also on this matter.  By-passing of material is mentioned 
specifically in the next section on future coastal protection. 

HOW WILL COASTAL PROTECTION DEVELOP IN THE FUTURE 
In future coastal protection one must think large.  It will therefore develop as a 
function of the combined political, administrative and technical structure.  There 
will be little or no use for "one-man shows". Large groups and large areas will have 
to be accomodated - by large scale measures. Needs will be concentrated on protective 
and recreational projects and all combinations thereof. Pressure will increase by the 
need for recreational beaches. Protection will be achieved simultaneously. The ques- 
tion of which protective measure will be most practical under such circumstances may 
be answered by just looking at Tables 5-10 which clearly demonstrate that artificial 
nourishment with suitable material offers the best large-scale protection.  This, how- 
ever, does not mean that it always suffices.  It may need support from dikes and/or 
sea walls because of the possibility of storm surges or it may need groins to break 
scouring currents running close to shore.  One main technical advantage associated 
with artificial nourishment is that it is "smooth" and "streamlined" and therefore not 
only has no adverse leeside effects, but, on the contrary, benefits adjoining shores 
by a gradual release of material. Other measures, particularly groins and offshore 
breakwaters, have definite adverse effects on neighbouring shores.  The importance of 
streamlining is obvious from the following elementary reasoning: Most littoral drift 
formulas relate the quantity of longshore drift, Q, to the longshore component of wave 
energy as: 

Q = (K we)sin 2a, 

If the breaker angle a, increases, Q increases too, assuming that , changes only one 

degree up or down.  The resulting relative increase (decrease) of material transport 
within various ranges of a  is indicated in Table 11. 

Table 11.  Relative Increase or Decrease of Longshore Material Transport 
when a, various i 1 (one) degree 

Increase or 
decrease, approx. 
 Percentage  

20% 
10% 
 5%  

From these figures it is obvious that any (natural or) man-made discontinuity in shore- 
line geometry may have a considerable effect on adjoining shores.  The beneficial ef- 
fect is welcome but the adverse is not and it is often severe. 

The "face" of the coastal protection will vary from place to place, depending upon 

Range of 

ab 

10° 5° 
20° 5° 
30° 5° 
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local conditions.  In Holland protection will have the main saying but recreation will 
become more and more important.  In the United States more and more people are moving 
to the coastal zone.  It is estimated (68, Herbich) that approximately 50% of the 
entire population will live in the coastal zone by the year 2^000.  In. Florida and in 
most places along the Eastern Seaboard of the United States coastal protection and re- 
creational beaches will be combined.  In California needs are mostly recreational.  In 
Japan the need for recreational beaches is tremendous.  In England sea walls and groins 
are needed for their steep shores but the demands for sandy beaches in lieu of shingle 
beaches will increase.  In Denmark the massive expensive groin protection on the West 
Goast will be supported and partly replaced or in some cases abandoned by artificial 
nourishment from offshore and from bay shoals whenever possible.  Accepting this ine- 
vitable trend of development it will be an increasing demand for just sand.  In addi- 
tion at some places measures will be needed and justified to hold on to the sand to 
decrease maintenance.  In many areas all over the world reclamation will continue and 
this requires dykes and reinforcement of dykes by seawalls or recetments.  From a 
technical as well as a coastal ethics point of view there can therefore hardly be any 
doubt that future coastal protection will comprise of the single or combined measures 
listed in Table 12. 

Table 12.  Future Coastal Protective Measures 
AN = Artificial Beaches and Nourishment 
GR = Groins 
 SW = Sea Walls and Offshore Breakwaters  

Large Scale Small Scale  

AN SW 
possibly combined with artificial to protect a particular area 
dunes or dykes providing storm tide sloping structures preferable 
protection 

AN + SW GR 
SW to reinforce dyke or dune against may be justified in local areas if well 
extreme conditions of waves and     planned and kept filled by nature and/ 
tides or by man 

AN + GR SW + GR 
when GR are justified economically   to protect a particular area where groins 
to decrease maintenance costs       are needed as current breakers 

AN + SW + GR 
in unusual difficult cases  

The question which now arises is: how do we provide the optimal solution, technically, 
economically - and aesthetically? This question may be converted to: how do we get 
fill suitable for beach nourishment in ample quantities most economically? If it is 
necessary to build supporting structures as sea walls and/or groins, which design is 
then the most suitable? The problem which we are faced with concerns an optimaliza- 
tion of coastal protection considering all factors, the initial design as well as 
future maintenance. 

As the need for sand increases the possibilities of securing the fill from land, bay 
or lagoon sources decreases which means that suitable fill to a still increasing extent 
must be secured from offshore sources.  Such material must fulfill the following de- 
mands" (54, 57, 61): 

a) Grain size shall be as coarse or coarser than natural beach sand 
b) Material shall be relatively well sorted with a distribution of particle size to 
cover all grain sizes ^present in the original environment 

It shall include as little fine material (<0.15 mm) as possible and also little coarse 
material e.g. particles^*- 2 mm to avoid separation and a steep and unstable - ever 
changing - beach. 

c) It must be resistant against abrasion (quartz, feldspar and similar minerals) 
d) Needless to say, it must also be clean without content of clay, silt and organic 
matters 
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e) But - very important - not all material needed to fill a beach has to be "first 
class"- It is enough that all the exposed material is suitable. Below the lower 
level of .fluctuation less adequate material may be placed - just to provide volume 
and support for the upper floor of "beach material". 

Where do we find suitable material? - Every artificial nourishment project includes 
a hunt to locate proper material which can be secured in an economic bay.  Such mate- 
rial may be found in borrow areas in nearby lagoons and bays where it is usually fair- 
ly easy to dredge it and dump it where it is wanted. Most artificial nourishment pro- 
jects so far have been based on bay, lagoon and land sources.  But it may also be se- 
cured from offshore sources.  The "sand inventory program" carried out by the U.S. • 
Army Corps of Engineers on the U.S. East Coast revealed the existence of such deposits 
- of varying origin almost everywhere - but not always within an economic pumping dis- 
tance (61). 

Is sand in ample quantities available offshore? - This depends upon the geological 
structure and the recent - that means the quarternary-geological development. All 
shores and shore areas have been subjected to changes in sea level. During submerges 
shores and beaches were drowned.  We find old shores including shore material every- 
where.  Coastal geomorphologist have dealt extensively with ancient shores (69). Dur- 
ing emerges materials returned to shore.  Land areas which were subjected to glacia- 
tions - and deglaciations - and therefore to high fluctuations in pressure moved up 
and down with the ice load.  At the same time oceans subjected to glaciations received 
tremendeous quantities of icecarried material incl. gravel, sand and clays and this 
was dropped in the ocean when  the ice melted away.  The North Sea and Baltic Sea off- 
shore moraines and meltwater deposits are typical examples of that.  The consequence 
is that many sea territories are able to deliver materials suitable for beach nourish- 
ment in ample quantities - but, this is not enough.  The material also has to be 
available within a reasonable distance from shore and at depths which makes recovery 
practical and economical.  To investigate the availability of material*core samples 
should be taken up to the depth of the planned borrow.  It is selfexplanatory that the 
borrow pit must not be located so close to shore that it present a danger to beach 
stability.  This question is dealt with in ref. 59.  The 20 ft contour may be the 
boundary for milder conditions but 30 ft should probably be the minimum depth for con- 
ditions on the eastern seaboard of the United States. 

How will we then bring this material back to shore? - As it cannot creep itself the 
only practical way of moving it is by hydraulic power, pumps and pipes.  For this we 
need machinery and a device to carry the machinery. For the latter, three different 
possibilities seem to exist: 

a) offshore mining from a surface vehicle (ship) 
b) offshore mining from a vehicle operating on the bottom 
c) offshore mining from a fixed or movable platform 

re. a - Offshore mining from a surface vehicle - A test on mining of sand offshore was 
run by the U.S. Army Corps of Engineers in 1966 (67).  The U.S. Hopper-Dredge "Goet- 
hals" was selected for the operation (Plate 9, Fig. 50).  The mooring barge used for 
discharging from the hopper dredge was anchored in approximately 30 ft of water and 
its discharge pipe was connected to a 28-inch diameter, 2.000 ft long submerged pipe- 
line running ashore.  The line between the discharge piping on the barge and the sub- 
merged line, to form a connection from the plant to the ocean floor, needed both 
flexibility and ruggedness to withstand the lateral and vertical movement and the 
forces anticipated in this severe service.  Much experience of operation and equipment 
was gained by this test by which fifty-two hopper loads, comprising more than 250,000 
cubic yards of sand, were pumped ashore along a 7/10th-mile stretch of beach.  The 
sand fill was piled on the beach to elevations about 5 feet higher than existed pre- 
viously and the beach was extended seaward some 50 feet. 

The Corps of Engineers beach nourishment experiment at Sea Girt, New Jersey, demon- 
strated that a suitably equipped seagoing hopper dredge could pump sand onto an ocean 
beach from an offshore mooring, thereby further enhancing the versatility and useful- 
ness of this type of hydraulic dredging plant. 

In 1971 a comprehensive nourishment from offshore sources was run at Pompano Beach,Fla. 
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by C.E.Bean, Inc.  La. This work was performed between, late Apral and October of 1970 
by a cutterhead-suction dredge. During this period approximately 1*100.,000 cubic 
yards of material was pumped on the beach.  The material was located approximately 
3-4,000 feet offshore in depths of 30-50 feet of water.  The depth of sand available 
seldom exceeded 15 feet and never exceeded 20 feet.  The dredge was 215 ft long, 45 ft 
wide, and 10 ft deep with a displacement of approximately 2,000 short tons.  The pump 
engine was 3700 h.p.  The pipeline used was 25" I.D.  The floating line was conven- 
tional.  The Pompano Beach project was described by the contractor as being "routine 
in every respect, with the exeption of sea conditions".  The operation was limited by 
the inability of the floating pipeline to remain intact when the seas exceeded 4-5 ft 
in height.  It is felt by the operators that the dredge could have operated in seas 
up to 5-6 ft provided the wave period was relatively short.  Long-period waves tended 
to affect the dredge's capability while short-period waves had more effect on the 
floating pipeline.  Subsurface pipes have now been developed for use in cases where a 
pipeline must be able to remain in position in bad weather. 

The largest beach restoration or creation project is probably the 14 million cubic 
meters beach fill which was carried out in 1971 at Hook van Holland to create a 100- 
hectare (250 acres) beach north of the north breakwater of the Rotterdam Waterway. 
The material was dredged in the deep water channel serving Europort, Rotterdam's new 
gigantic seaport (62) . 

re. b - Offshore mining,from a vehicle operating on the bottom - The underwater dredge 
is an old dream which appeared at intervals during the latest two decades. Underwater 
dredging for minerals has been known for long.  Submergence of pipelines in the ocean 
bottom by jet pumps is of recent date.  Similar large scale projects for placement of 
tunnel pipes across the Straits of Dover and elsewhere have been advocated during re- 
cent years.  The underwater dredge (Plate 10 Fig. 52) which was put in operation on a 
test basis in 1970 at Ft. Pierce, Fla., was a result of many years of trial and error 
(66). A total of 63,000 cubic yards was discharged on the beach from the borrow area 
1,200 ft offshore. Many improvements still seem to be needed to make such an operation 
successful technically and economically.  700,000 thousand cubic yards were pumped 
ashore by a convential dredge in continuation of this work. 

re. c - Pumping from a platform - Another type of offshore dredge is a result of re- 
search undertaken by IHC, Holland, over a long period of years^which resulted in the 
development of the "platform-dredge" (56).  Using this dredge a high rate of produc- 
tion can be achieved at considerable depth in currents and swells.  Plan and side 
views of the platform are given in Plate 9, Fig. 51, which shows the dredge with the 
ladder lowered for dredging at the maximum depth of 25 meters.  Supported on three 
legs, the platform can be moved by means of three twin-spud rotors, in any direction. 
Length of the L-sides is 30 m.  The cutter ladder projects about 22 m when in the 
raised position.  The legs are approximately 38 m in length. At a dredging depth of 
25 m and a cutter penetration depth of 2 m, the platform can be jacked up to a height 
of 4 m above water.  Table 13 is a list of data predicted by the IHC (56) comparing 
output capacities of conventional dredges to the cutter platform dredge. 

Table 13.  Output Capacity by Conventional and by Platform Dredge (56)  

Conventional   Conventional 
cutter dredger cutter dredger   Cutter 

 with spuds with swing wires platform 

Basic output in m^/hr 1,000 1,000 1,000 
Less factor for overrunning - 0,5 m 
Number of pump-hours attainable 
per year in calm water 3,100 3,100 3,100 
Maximum wave height fn even swell 0,30 m 0,75 m 2,0 m 
Percentage of workable hours 15% 37% 80% 
Actual pump-hours per year 465 1,145 2,480 
Annual production in m3 465,000 573,000        2,480,000 

Maintenance - Any artificial nourished beach will suffer loss of material.  This 
raises the question of how to decrease loss of artificially nourished material.  This 
may be accomplished by structures.  It is generally accepted that groins are able to 
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slow down longshore drift but loss by transversal drift is probably f.ar more severe, 
particularly on shores with steep offshore profiles. Addition of shoreparallel break- 
waters at the extreme end making a "T-groin" or "mini pocket beach" is an improvement 
which has been used with success e.g. at Deerfield Beach, Fla. (Plate 8 Figs. 46 and 
49) on Lido Key, Fla., on Hilton Head Island, S.C. etc. Another solution is the con- 
struction of an "offshore sill".  Such sills have been used e.g. on some of the Chicago 
beaches and on Singer Island, Fla.  It is in fact some kind of an offshore breakwater. 
The difference is that while offshore breakwaters are built in single sections sills 
are continous training walls providing an offset or step in the bottom profile. 

Looking at the experience available in Florida, it may be said that many shores in 
Florida are already protected by some kind of offshore breakwater in the form of the 
limestone, coquina, and beach rock reefs, which are found along a good part of the S. 
E. coast as well as part of the lower Gulf coast.  It is a known fact that deteriora- 
tion of some of the offshore reefs had caused increased erosion (e.g. at Jupiter Is- 
land, Fla., Atlantic Coast and on Casey Key, Fla., lower Gulf Coast).  Model experi- 
ments carried out at the University of Florida in 1965 demonstrated the ability of the 
sill (reef) to make a step in the bottom but also revealed the scour problem, parti- 
cularly inside the wall.  It is, however, quite evident that the offshore bulkhead or 
training wall has had a beneficial effect on the profile.  The result, needless to say, 
is quantitative,,but compared to field experience it indicates the trend correctly. 

A very special type of "offshore training wall" has been built at Durban, South Africa. 
It consists (1972) of an almost 3 km (2 miles) long offshore deposit of 5 million m3 
of sand placed in 1966-1972 on 17-18 m depth, crown elevation at approximately 7,5 m 
below M.S.L., maximum waves ab. 6 meters, (ref. 55 brought up to date by private comm. 
with Mr. J.A. Zwamborn).  This "wall" or breakwater has so far been remarkably stable 
although it fluctuates slightly, the upper developing gentler slope during storms and 
steeper slopes during fair weather (swell) conditions. Losses have been small and the 
breakwater has caused considerable decrease of wave action during storms, benefiting 
the beaches. 

Considering the coastal geomorphological side of the problem,nature has established 
large pocket beaches (Plate 4, Fig. 18).  Improvments of natural conditions may be 
undertaken taking advantage of natural headlands and extending then by breakwater - 
additions.  Such pocket beaches have been established at several places, e.g. on the 
Venezuelan shores at Los Caracos and at the Sheraton-Macuto Hotel.  Pockets may also 
be established by stockpiling of sand on the beach at intervals.  This will undoubted- 
ly cause some (temporary) slow down of longshore drift creating a (temporary) leeside 
erosion problem.  More material will probably be lost offshore however. 

STRUCTURES 
With respect to structures - whether groins, offshore breakwaters or seawalls including 
revetments - it may be expected that prefab, elements will take over to a still in- 
creasing extent.  The shore-parallel structures will be in the lead because they ful- 
fill requirements of consideration to adjoining property, recreational needs and aest- 
hetics better than shore-perpendicular structures. Where the latter are built they 
are most likely needed for special "interlocking purposes" as "pocket" or "perched" 
beaches. Most structures will probably either be mass-produced in elements as large 
as practical or needed - or mass-produced in sheets of various materials easy to handle 
and place.  This trend is already evident. A sloping sea wall e.g. may be split up in 
the following units:  prefab, toe protection, prefab, mattress, prefab, armor, prefab, 
wave screen and prefab, overslash protection, totalling five "units". Groins may be 
made up of prefab, stem elements + possibly a T-head which could also be of prefab. 
elements. 

Bypassing of material - Bypassing of littoral drift at tidal and other entrances can- 
not be considered "artificial nourishment".  It is a re-establishment of natural pro- 
cesses which were disturbed due to man's adverse interference.  This may be accomplish- 
ed by "bypassing plants" or by "bypassing arrangements" (59, 60, 63, 65, 68). = 
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Table 14.  Sand By-passing Status in the United States 

Location 

Bakers Haulover, Fla. 

Boca Raton, Fla. 

Canaveral Harbor, Fla. 
Channel Islands Harbor, 
Calif. 
East Pass, Fla. 
Fire Island, L.I., N.Y. 

Ft, Pierce, Fla. 
Hillsboro, Fla. 
Houston, Corpus Christi, 
Tex. 
Jupiter, Fla. 

Masonboro, N.C. 
Moriches Inlet, L.I.,N.Y 

New Pass, Fla. 

Newport, Calif. 

Ocean Beach, Calif. 
Palm Beach, Fla. 
PerdidoPass, Ala. 
Ponce DeLeon, Fla. 
Port Everglades, Fla. 

Port Hueneme, Calif. 

St. Lucie, Fla. 
Santa Barbara, Calif. 

Sebastian, Fla. 

Shinnecock, L.I., N.Y. 

S. Lake Worth, Fla. 
Twin Lakes Harbor, 
Santa Cruz, Calif. 
Virginia Beach, Va. 
(Rudee Inlet) 

By-passing arrangement 

Bay shoal dredging 

Trap in entrance 

Dredging of channel 

Trap behind breakwater 

Depressed weir and trap 
Transfer from bay shoal 

Transfer from bay shoals 
Depressed weir and trap 

Bay and ocean shoal dredging 

Transfer from bay shoal 

Depressed weir and trap 
Fixed plant proposed 

Ocean shoal dredging 

Undetermined or being studied 

Trap inside updrift jetty 
Fixed plant 
Dredging of channel 
Depressed weir and trap 
Ocean shoal dredging 

Trap behind updrift jetty 

Depressed weir and trap 
Transfer from shoal inside 
updrift breakwater 

Bay shoal dredging 

Undetermined or being studied 

Fixed plant 

Fixed plant 

Fixed plant 

Status, 1970-1971 

Permanent transfer from bay 
shoal trap suggested 
Transfer from trap behind up- 
drift jetty connected break- 
water suggested 
Fixed plant to be constructed^?) 

Operational 

Weir jetty completed 
Has been studied/model study 
on trap arrangement 
Has been studied/suggested 
In operation since 1952 

Sidecasting in operation 

Depressed weir and trap/pro- 
posed 
Operation 3 years 
By-pass of jetties to be ex- 
tended authorized 
Occasional transfer from 
ocean shoals 
Recirculation by trap at lower 
end of |-mile reach being studied 
By-pass from trap inside 
Revision planned 
Weir jetty completed 
Almost completed 
Transfer from shoals in ocean 
and entrance suggested (model) 
Transfer from trap behind up- 
drift breakwater 
Construction recommended 
Extension of west jetty, con- 
struction of east jetty and 
detached breakwater authorized 
Permanent transfer from bay 
shoal trap suggested 
By-pass of jetties to be ex- 
tended authorized 
New jetties and pump in 1968 

Operational 1972 

Revision planned; being studied 

Table 14 shows the status of by-passing procedures in the United States 1970-1971. 
It may be observed that the flexible arrangements: dredging from traps behind de- 
pressed weirs or detached breakwaters or other traps now are in the lead compared to 
fixed or movable plants on jetties or trestles. Major movable plant installations 
are found in Durban, South Africa (stopped in 1953) and at Paradip, State of Orissa, 
Bay of Benegal, India. A small movable plant mounted on a trestle which may be closed 
or opened for passage of drift by "shutters" or "needles" is found at Nagapatam, State 
of Madras, India.  The jetty is left open during the monsoon period. 

Plate 10, Fig. 55, shows schematically various by-passing plants and arrangements. 
Hydraulic "lift procedures" (63) are being considered in a few places (U.S.A., India, 
Denmark). 
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DATA NEEDED FOR DESIGN 
The data needed for design,needless to say, depends upon what one intends to design. 
If you are "scientific" you may make up a menu-card with 57 courses or so and start 
eating the appetizers without accomplishing any work of actual improvements.  If you 
are "over-practical" and "over-experienced" you may wind up with a quick judgement 
with accompanying 50% change of failure.  Table 15 summarizes what, in the opinion of 
the author,is necessary to secure information needed for a sound evaluation and design. 
With respect to artificial nourishment reference is made to the preceeding section. 

Table 15. Basic Data Needed for Design of Coastal Protection  

Structures  Beaches  

Adequate tide data incl. data on storm 
tides (statistically and hindcasted). 

Adequate wave data incl. data on extreme 
storms (statistically and hindcasted). 

Current data to the extent needed for the 
particular location.  Longshore and 
transversal currents are related to tides, 
winds, bottom topography, discharges from 
rivers, tidal inlets etc. 

Profile data incl. long range and short Profile data incl. long range and short 
range (seasonal) movements of profiles range (seasonal) movements of profiles 
and shorelines normally up to at least and shorelines normally up to at least 
30 ft depth. Knowledge about undulations 30 ft depth.  Knowledge about undulations 
of shoreline and changes in bar geometry, of shoreline and changes in bar geometry. 

Grain size analyses of sand from beach   Grain size analyses of beach and offshore 
and nearshore offshore bottom. bottom extending to min. depth of seasonal 

and/or long range fluctuations.  Seasonal 
fluctuations of grain characteristics. 
Detailed investigations of borrow pit 
materials based on core sampling.  Tracing 
preferably by fluorescent tracers advan- 
tageous for evaluation of stability and 

 future maintenance.  

Some may claim that the experienced designer needs less data than the in-experienced. 
Practice, however, often tends to demonstrate the opposite because the experienced 
person is more aware of the difficulties and he is therefore more careful with his 
planning.  It is also experience that advocators of patented "super marked" devices, 
e.g. within the branch of permeable groins, usually need little or no data at all. 
The designer's "experience" is based on "faith" or on "just business". Consequently 
they can also be proud of having the absolute record of absolute failures. 

PLANNING.  ADMINISTRATIVE ASPECTS 
With respect to planning of coastal protective'measures even the best "philosophy" and 
professional (technical) approach will not work unless the administrative and political 
aspects are planned as well.  In the United States national (federal), state, county or 
other public body if requested may grant specific favours in accordance with rules and 
laws but support by local groups is very essential and may be gained through confidence 
and detailed exposure of the program.  The responsibility of developing plans that re- 
concile conflicting demands is the responsibility of all levels of government. Although 
planning criteria must be orientated towards the multiple-use concept based on local 
desires, it must also consider State and National needs.  The State (province or county) 
should have - and some actually have - a single agency with the administrative and 
technical ability, financial resources, and enforcement authority to regulate coastal 
protective measures and provide cooperative support to help blend local interests with 
the State interests.  It can also supply some expertise and files of basic data.  And 
not least it should support with funds. 

With respect to public administrative control with coastal protective structures it 
should always be an absolute requirement that what you do and ensure a positive result 
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for yourself should not be allowed to have any adverse effect upon property belonging 
to others.  It is generally accepted that one should not deprive anyone of the water 
which flows to his property by which he upholds his living e.g. by farming or by indus- 
try.  Neither should anyone cut roads or accesses over somebody else's property. Why 
should it then ever be permitted to rob your neighbour of his shore property by in- 
creasing nature's forces on his shore or by decreasing the flow of beach materials to 
his property? These are essential for maintaining it - just as important as water is 
for farming the land. Neither should anybody be permitted to expand the public access 
road constituted by the public ocean on the cost of any neighbour or shore property 
owner.  It is peculiar that for a long period of time the most simple analogies in 
public administration were not recognized.  The reason was probably twofold:  first 
the mechanics of the matter were not understood and, next, public agencies were often 
responsible for the errors made either by direct sponsorship of the ill-advised struc- 
ture or by permits granted to erect the structures.  The consequence was that "face 
savings" and other "bureaucratic reasons" often became more important than recognition 
of facts.  The peculiar situation therefore developed that it was the courts who were 
forced to look into such problems because a few individuals were hardheaded and wealthy 
enough not to bend their neck for certain shortcomings of public administration. 
One of the major problems for progress in coastal protection, however, is that funds 
for planning have been difficult to obtain - or very late in coming. Most coastal 
states in the U.S.A. still have not provided adequate agencies and funding and the 
lack of coordination and planning of coastal protective measures has gradually become 
a national problem.  The Federal Government has taken an active - but still incuffici- 
ently funded - interest.  The most difficult task, however, seems to lie on the local 
government and group level because the democratic system does not advocate the kind of 
discipline which is a necessity in all warfare including the tough fight against the 
sea.  Practices in Europe and in the United States differ to some extent due to dif- 
ferences in the political and administrative pattern.  In Europe, particularly in the 
low countries and in the countries rimming the North Sea, problems are often fully 
national. Contributions by local governments or groups are minor or non existing but 
they may handle the problems partly or wholy on less exposed shores. 

Ten demands in Coastal Protection are listed in Table 16.  They are as strict and de- 
manding as those listed in Deuteronomy.  But if we do not obey them we may soon need 
a number of "Adams Bridges" for escape - because nothing can stop the forces by tides, 
waves and currents.  King Canute of Denmark and England placed his royal throne on the 
beach but the waves washed over his feet.  He withdrew.  Flexible defence costs less 
and mostly it is the most successful and it does not prohibit stand-by positions when 
needed. 

Table 16.  The Ten Demands for Coastal Protection  

1) Thou shalt love thy shore and beach 
2) Thou shalt protect it gainst the evils of erosion 
3) Thou shalt protect it wisely yea, verily and work with nature 
4) Thou shalt avoid that nature turns its full fortse gainst ye 
5) Thou shalt plan carefully in thy own interest and in the interest of thine 

neighbour 
6) Thou shalt love thy neighbour's beach as thou lovest thy own beach 
7) Thou shalt not steal thy neighbour's property, neither shalt thou cause da- 

mage to his property by thy own protection 
8) Thou shalt do thy planning in cooperation with thy neighbour and he shalt do it 

in cooperation with his neighbour and thus forth and thus forth.  So be it 
9) Thou shalt maintain what thou has built up 

10)  Thou shalt show forgiveness for the sins of the past and cover them up in sand 
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PLATE    1 

Fig. 1.  "Golden Hoop" in the Netherlands. 
Currentbreaker of later date in front (van Veen, 1962) 

Hi  ! Z' H?4 55'  H36 EIJ7 S8 i!*' 
Fig. 2.  Cross section of ancient dike, Netherlands. 

("Antiquity and Survival", 1959) 
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14. PILE 

Fig. 3.  Cross section of ancient dike with pile support. 
("Antiquity and Survival", 1959) 

Fig. 4.  Polder boys repairing dike with willow, 
Netherlands (van Veen, 1962) Fig. 5.  Willow mattress, Netherlands (van Veen, 1962) 
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PLATE    2 
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Fig. 8.  The Delta Plan.  (Rijkswaterstaat, 1971) 
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Fig. 9. Towing of willow mattress for bottom protection 
(van Veen, 1962) 
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PLATE    3 
KELING       VAN     HET        DWAR5PROFIE 

Fig. 14 b.  Beaconsfield Sea Wall, Bridlington, 
under wave action 

Fig. 13.  Hornsea sea wall.  (Journ. Inst. 
Civ. Engrs., 1877-78) 

Fig. 14 a.  Beaconsfield Sea 
Wall, Bridlington 
(Mattews, 1934) 

Fig. 15.  Whithernsea Groins {Journ. Inst. Civ. Engrs. 1877-78) 
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Actual bottom profile after rise 
of sea level and after quantitative 

balance between shore erosion 
and bottom deposits 

PLATE    k 

Initial sea level 

Limiting depth between predominant 
nearshore and offshore material - 
and littoral drift characteristics 

Fig. 16.  The influence of sea level rise on 
erosion (Bruun, 1962) 

Fig. 17.  Dyrholaey, headland 
and natural break- 
water on the Icelandic 
South Coast 

Fig. 18.  Rock outcroppings make natural sea walls 
and form pocket beach in Puerto Rico 

Fig. 19.  Man o'War Rocks, 
Dorset, makes off- 
shore breakwater 
(Steers, 1947) 

Fig. 20.  River pouring material into the 
sea nourishing beach and off- 
shore profiles on the Icelandic 
south coast 
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PLATE 5 
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21.  Comparison of elder with modern dike profiles (Kramer, 1971) 
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22.  Cross sections of dikes with sand core and clay or 
asphalt cover (Kramer, 1971) 
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Fig. 24.  Dune building by sand 
fences (NPS, USA) 
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PLATE    6 
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Fig. 25.  Pett Level Sea wall (Thorn, 1960} Fig. 26.  Walland Sea wall (Thorn, I960) 
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Fig. 27.  Stone pitching revetment and stone pitching piggy back groin (Rijkswaterstaat) 
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Fig. 28.  Noordostpolder revetment on dike (Rijkswaterstaat) 
Legend: Basaltzuilen (basalt prisms), stortlaag (gravel layer), vlijlagen 
krammat (straw mat), kraagstuk {willow mattress), bestorting (rock), beton 
(clay dug from canals and marshes) 

(la'yer of brick) , 
(concrete), klei 

Fig. 30.  Sea Carpet at Europeport, Netherlands 
(Hydrospace, Oct. 71) 

Fig. 31 a and b.  Concrete blocks with 
friction arrangements (Rijkswaterstaat) 



64 COASTAL ENGINEERING 

PLATE   7 

Fig. 32.  The Galveston Wall, Texas 
(USCE = U.S. Army Corps of 
Engineers) 

Fig. 33.  The Fernandina Wall, Florida (USCE) 

Fig. 34.  The Ft. Story Wall, Va. (USCE) 
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Fig. 37.  Interlocking block revetment on Jupiter Island 
Fig. 36.  Vertical wall on Jupiter Island under       under heavy wave attack (Bruun and Manohar, 1963) 
heavy wave attack, 1962 (Bruun and Manohar, 1963) 
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PLATE    8 

Fig.   3 
Dutch basalt pitching 
groin at Petten 

fig. 39.  Dutch group of groins, Walcheren   F19- 40 a and b 

(Rijkswaterstaat) 

./^British adjust- 
able king pile 

^ groin (Thorn} 

Fig. 42.  Group of groins with slanting land ends at the Old Skaw, 
Denmark (Bruun and Hanohar, 1963) 

Fig. 43.  Groin built of 4-8 ts concrete blocks in the crown 
and 2-8 ts granite in the slopes.  The Lime fiord 
barriers, Danish North Sea Coast (Hofdahl) Fig. 41.  Adjustable groin at South 

Palm Beach (Greiser) 

Fig. 45.  Groins, mostly steel sheet piling, 
at Miami Beach, Florida 

American rock groin (USCE) 

/ 
J r-\ . 

(~-f» 

-1 V^ t 
a_i V ? 

T-groin design for Deerfield Beach, Fla.  Adjustable Fig. 47.  T-groins at Deerfield Beach, Fla. 
king pile stem, rock T-head (Bruun and Manohar, 1963) (Bruun and Manohar, 1963) 
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PLATE   9 

Earlier reclaimed land 
Recently reclaimed land 
Works In progress 
Future projects 

Fig. 48.  Offshore breakwaters form pocket 
beaches, at Monte Carlo (Terra, 
Holland, No. 1, 1972) 

•» ' ^ V^jf     *   ># Reclami Reclamation 

Fig. 49 a and b.  Artificial nourishment from land sources, 
1,6 mill cuyds on 16,000 ft of shore, Hilton 
Head Island, S.C. 

Fig. 50.  Artificial nourishment from offshore 
by hopper dredge.  See Girt, N.J. 
(Mauriello, 1966) 

Fig. 51.  Dutch platform 
dredge (World 
Dredging and 
Construction, 
Jan. 1972) 
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PLATE   10 

Fig. 53.  Artificial nourishment by dragscraper on Jupiter  Fig. 54. 
Island, Fla. (Bruun, 1967) 

Bulldozer operation at Deerfield 
Beach, Fla., following the March 
1962 storm (Bruun and Purpura, 
1963) 

Hydroulie   lifi   by 

pump]   for   EBB   < 

^^^^ 

•|[] .00 
° /A  1 = 

I I        % ft s 

s i 
11 

Fig. 55.  Various bypassing arrangements (schematics) 
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NOTES ON DUNES AND DIKES 
1 The dune is a natural dike which was created by wind-blown sand and was possibly 
vegetated by nature,  Man's counterpart to the natural dune is the artificial dune or 
dike.  The difference between dune and dike lies solely in the fact that the dune usus 
ly has land higher than sea level behind it, while the dike may protect low lying lane 
which would otherwise be flooded. 

Dunes are always built of sand, using mechanical equipment like draglines, scrapers, 
hydraulic pumps etc.  The experience on the North Sea Coast is that an outer slope of 
1 in 7 and an inner slope of 1 in 3 is practical (25).  The width and elevation of th€ 
crown depends upon the actual exposure and upon the expected combined tide and wave 
elevations.  Dunes, however, may also be erected with the assistance of wind and sand 
fences (28, 30).  See Plate 5, Fig. 24. 

They may be protected by dune vegetaion of various kinds (26, 27, 31, 32, 33).  Mo.st 
common are species of Ammophila - (arenaria or brevigulata, the latter called Americar 
Beach Grass in the U.S.A.).  Planting machines have been developed.  See Plate 5, Fig. 
23 (29) and considerable research has been undertaken on fertilization etc. (32). 

2 The dike is by its nature a more solid design because its tasks and obligations are 
more severe. The modern dike is a result of almost 1.000 years development. Plate 5, 
Fig. 21 (42) is a comparison of older and modern dike profiles on the German part of 
Nord Friesland. The oldest dike built about 1.000 A.D. had a width of 3.80 m and stee 
slopes. The 1962 dike was higher, had gentler slopes and a width of about 70 m. In 
some vulnerable areas "sea dykes" and "withdrawn dykes" have been built parallel to 
each other to provide satety against breakthroughs of the sea dike (25). 

Dike design and construction has developed in various directions in accordance with 
actual needs.  Plate 5, Fig. 22 shows various cross sections all fulfil'ing specific 
requirements.  Plate 6 shows examples of hard pavements described in a great number of 
publications (11, 34, 38, 40, 42). 

3 A new type of dike protection consists of various kinds of synthetic materials incl. 
polypropylene and nylon fabrics used as replacement for willow and other types of 
mattresses which are much heavier and difficult to handle.  One. of the best known is 
the Dutch-German "Sea Carpet".  Plate 6, Fig. 30 demonstrates an application in re- 
clamation work at Europeport, Netherlands.  This carpet is a combination of natural 
reed and woven polypropylene fabric which has a tensile strength of 2 to 10 metric 
tons per meter.  It is claimed that it is unaffected by wet conditions and is very 
durable, remaining stable against chemical and bacteriological influences.  An ad- 
ditive incorporated into the polypropylene gives it high resistance to ultra-violet 
rays.  Its specific gravity of 0.9 enables it to float, while its lasting filtering 
properties permit the water, but not the sand, to pass through.  The reeds assist in 
the filtering action of the fabric and increase bouyancy  enabling it to be towed to 
the site and protect the fabric against damage from stone used to sink the carpet and 
keep it in position when it is used as a mattress. Not all synthetic fabrics or im- 
permeable sheets offer adequate protection against ultra-violet light and generally 
speaking experiences are best when the sheets are not subjected to light but covered 
with other materials. 

For further information on various commercially available brands in the United States 
and in Europe the reader is referred to articles in Proc. of the recent Coastal En- 
gineering Conferences (Japan, 1966, London, 1968, Washington, 1970) and to commercial- 
ly available catalogues. 

NOTES ON SEA WALLS 
•*• ^ave run-up - An important design parameter for sea walls and revetment is the wave 
run-up which depends upon spectral characteristics. According to Battjes(35) explicit 
expressions for the run-up on a smooth slope are obtained for waves of which the 
heights and periods squared have a bivariate Raleigh distribution. For further infor- 
mation the reader is referred to refs. (11, 35 and 44) and to several papers on this 
topic in the Proc. from the 11th Conf. on Coastal Engineering, London, 1968, part 2. 
Furthermore the Proc. from the 10th, 11th and the 12th Conf. on Coastal Engineering 
include a great number of papers on wave forces on all kinds of coastal structures, 
fixed as well as floating. 
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; The scour problem in front of sea walls is important and has to be considered.  Wave 
height is the most significant variable to the depth of scour (39 and 41).  Other im- 
portant parameters are the position of the wall in the profile, the beach slope, the 
wave length, characteristics of beach material (41) and longshore current velocities. 
As the beach slope flattens, scour decreases.  Scour decreases as the angle of incli- 
nation of the wall decreases, which indicates that scour decreases with decrease of 
reflection.  Each case has to be considered separately. Model studies will be able to 
give qualitative information on the relative magnitude of scour.  A 10 to 20 ft scour 
(toe)protection is usually necessary. 

! Plate 6 and 7 - Ordinary design criteria for a revetment call for sufficient weight of 
blocks including interlocking effect to withstand the combined effect of hydrodynamic 
uplift pressures due to wave breaking, down-rush and hydrostatic pressure which both 
cause uplift.  Normally a filter layer is placed partly to make an even slope and part- 
ly to drain water, which will inevitably penetrate through the joints between the 
blocks.  This needless to say, requires a proper "filter ratio" between block layer 
and filter material.  If the filter material is too small it may disappear out through 
the joints of the blocks and if it is too large this may increase hydrodynamic and 
hydrostatic pressures with adverse affects on stability.  Drain holes may then replace 
the space between blocks. 

Slope should not be steeper than the core material has a stable slope in fully saturat- 
ed condition apart perhaps from the uppermost less exposed section of the revetment 
when - as proved by experiments - the weight of blocks is useful for squeezing blocks 
in the lower part of the slope together. Fill material must be well compacted to mini- 
mize settlings.  Examples of failures e.g. in Holland and Florida can often be traced 
back to inadequate compaction e.g. caused by negligence during construction.  Revet- 
ments of blocks are not used in Holland where wave action exceeds 10 ft.  In Florida 
the limit may be set a little lower due to the predominance of sand fill and less ex- 
perience in building such walls, which require good workmanship and in addition on ex- 
posed shores a protective apron and/or beach in front (38, 40). 

Research on revetments for reservoirs carried out in the U.S.S.R. (43), has proven 
that the stability of a revetment may be improved by reducing thickness of or eliminat- 
ing the filter layer entirely.  The flexibility of the armor layer and the porosity of 
the underlying soil are important parameters. 

Regarding design principles for rubble mound revetments, reference is made to a paper 
by Johannesson and Eruun (51). 

i  Plate 7, Fig. 35 - The "developing countries" have sometimes been wiser than the 
"developed countries".  As an example the Indian standard stone-pitched rock mound 
used extensively for sea walls particularly at many places along the SW coast (State 
of Kerala) is an excellent example of long time experience adopted to "what we have 
and what we can do with available tools".  It is startling to see the similarity in 
several respects between old Dutch and old Indian experience. 

i Plate 5 and 6:  Asphalt and bitumous products have been used considerably for break- 
waters and revetments under small to moderate wave action (34).  In several cases 
maintenance has presented some problems and in some respects the application of asphalt 
is still in an experimental stage. 

NOTES ON GROINS 
. Layout and geometry - The general experience is that groins should be built perpendi- 
cular to shore although some laboratory experiments may have revealed that efficiency 
increases a little by turning them downdrift e.g. to 70 degrees in case waves approach 
the beach under 70 degrees.  Length/spece ratio may vary according to littoral drift 
capacity and exposure from 1:1 to 1:4.  Streamlining downdrift is often advantageous 
(6 to 10 degrees tapering off). 

I  The design of a groin protection also depends upon the beach material as well as the 
material available for construction.  Unless beach material is coarse (pebble up to 
shingle) a streamlined design is preferable and the optimal design undoubtedly is the 
one which is streamlined and energy-absorbing at the same time.  The Dutch groins 
(Plate 3 and 8) with their wide stone pitching fulfil such requirements.  The vertical 
face sheet pile or king pile groins do not, but their function may be greatly improved 
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by adding roughness on their sides, e.g. in the form of rubble mounds. 

One rule should always be obeyed:  If groins are nonadjustable they should be low or 
the beach will be nourished continuously. If groins are high they should be of the 
adjustable type and be kept adjusted to the actual beach profile, that means they 
largely should follow its movement.  Their function is to decrease beach fluctuations, 
not to hinder them. 

3 The efficiency of and distance between groins may be increased by adding a shore- 
parallel breakwater at the extreme making a T or L-shaped geometry (Plate 8, Figs. 46 
and 47).  This appears to be a definite advantage on steep shores but costs increase. 
Scour may develop at the breakwater ends if groins extend to depth when wave action 
is more violent. 

4 Sand filled tubes of synthetic materials have been tested in Denmark, Holland and 
Germany. Diameter may be from 2' to 6'. Generally speaking, experience has been 
rather satisfactory but the tubes are exposed to sabotage and have to be protected 
against ultra-violet light by special treatment. 

5 Please do not use groins unless they are naturally or artificially supplied with ade- 
quate quantities of sand fill. 

NOTES ON OFFSHORE BREAKWATERS 
1 Some offshore breakwaters are shore-connected and some are not. Plate 9, Fig. 48 from 
Monaco is an example of the former.  Many Southern European (Italian and Spanish) off 
shore breakwaters are not shore-connected. Refs. 49, 50, 53 and 54 advise on design 
principles and practical design and construction. Ref. 51 is a review of the ressons 
for failures of rubble mound breakwaters. 

2 Submerged breakwaters - submerged sills and training walls are mentioned in the main 
paper. Ref. 52 is a comprehensive paper on wave mechanic aspects of the function of 
submerged breakwaters.  Some patented devices are also on hand.  They all have in com- 
mon the fact that they suffer from scour problems, and they should never be placed in 
the breaking zone or where longshore currents are strong. 

3 The submerged sand breakwater built at Durban, South Africa, mentioned in the main 
paper, is an interesting invention which so far has been successful. One of its main 
advantages is that should it fail as a breakwater its material will function as arti- 
ficial nourishment.  This experiment therefore advocates offshore dumping of sand 
material in certain cases. 

4 Various laboratory and field tests have been run with a special type of shoreparallel 
protection, namely, artificial seaweed; but the results are inconclusive, although it 
appears that it may have an application mainly in uni-directional flow (C.F. Wicker, 
Shore and Beach, Oct. 1966). 

NOTES ON ARTIFICIAL NOURISHMENT 
1 Suitable sand - It should always be remembered that not all material for artificial 
nourishment needs to be suitable as beach material.  In cases when heavy erosion has 
taken place, requiring large quantities for replacement, the lower layers may be "fill 
which may be separated from the upper layer by a sheet of synthetic material. 

2 Heavy sand - Tests have been run with heavy sand. Laboratory tests confirm the suit- 
ability but the quantities needed makes practical application highly questionable apar 
from enclosed areas of limited size. 
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CHAPTER 1 

COASTAL ENGINEERING MEASUREMENTS 
by 

J.A. Zwamborn* K.S. Russell** J. Nicholson** 

ABSTRACT 

Research during the past ten years into coastal problems around the 
coasts of South Africa has resulted in the development of measuring in- 
struments and techniques which, although specifically designed for con- 
ditions around these coasts, could possibly be used equally well in 
other areas. 

This paper deals specifically with measuring instruments and tech- 
niques used for collecting data on offshore and nearshore currents, wave 
conditions and beach profiles extending through the surf zone.  Also 
included are examples of the data collected and some discussion on the 
accuracy of these data. 

INTRODUCTION 

Proper design of coastal structures, commercial harbours, marinas, single 
buoy mooring systems, offshore ore loading facilities, coastal develop- 
ment works, reclamation schemes, coastal protection works, submarine 
outfalls for effluent disposal and anti-shark protection works should be 
based on reliable coastal engineering data.  These data should be collec- 
ted over a period of time of sufficient length to include all the signi- 
ficant changes taking place in the coastal environment concerned. For 
example (see Figure 1) an intensive programme of field measurements 

Fig. 1 Richards Bay field measurements 

*Head, Hydraulics Research Unit, South African Council for Scientific 
and Industrial Research, Stellenbosch. 

**Chief Research Officer, Hydraulics Research Unit. 
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lasting more than three years was carried out prior to the development of 
Richards Bay, which is situated 160 km north of Durban on South Africa's 
east coast, as a major port for bulk export of coking coal. 

This programme included the following measurements 

(a) On a continuous or regular basis 

- Recording of wave heights, periods and directions 
- Deep sea and nearshore current measurements 
- Wind recordings 
- Tidal recordings in the sea and in the estuary 
- Sand tracer tests in the littoral zone and in deeper water 

(up to 18 m) 
- Water temperature and salinity measurements in the sea and 

in the Bay 
- Flood and suspended solid records in the Hmhlatuzi river which 

discharges into the Bay 

(b) Every three months (at the end of each season) 

- Beach survey extending through the breaker zone 
- Offshore depth soundings 
- Depth soundings of the estuary area 
- Aerial photographs of the estuary mouth 
- Beach sediment survey 

(c) Once per year 

- Sedimentological survey of the sea bottom 
- Sub-bottom survey of the nearshore area 
- Depth survey of the Bay 

Similar field programmes were executed or are still in progress for se- 
veral other harbour and beach improvement schemes on the coast of Southern 
Africa. 

Measurements of sea and sea-bottom conditions, particularly in the 
breaker zone, are extremely difficult and in several instances new tech- 
niques had to be developed in order to complete the planned data collec- 
tion programmes. 

A brief description is given of the measuring techniques used for 
the collection of coastal engineering data with particular reference to 
the techniques developed in South Africa.  Typical results of the col- 
lected data and discussions on the reliability of the data are also in- 
cluded. 

MEASUREMENT OF CURRENT VELOCITIES AND DIRECTIONS 

Reliable data on currents are required for various applications such 
as sediment transport calculations, effluent dispersion studies, determi- 
nation of current effects on ship movements and model investigations into 
the effect of structures on current patterns. Various techniques for the 
determination of nearshore and offshore surface and bottom currents have 
been used with varying degrees of success. Some of these techniques were 
developed in the Hydraulics Research Unit of the South African Council 
for Scientific and Industrial Research to meet particular circumstances. 
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Dye techniques for current measurements 

Breaker zone overrent  directions and velocities can be determined by ti- 
ming the longshore movement of small fluorescent dye floats (such as a 
tennis ball filled with dye).  The tests, when undertaken daily over an 
extended period, give a good indication of the predominant current direc- 
tion and the range of velocities. 

Fluorescent dye is also very effective for nearahore  circulation 
studies including rip currents.  The movement of a dye patch resulting 
from $ kg fluorescent dye is plainly visible and can be recorded photo- 
graphically from aircraft or from a high vantage point on the shore. The 
nearshore circulation patterns can also be observed by aerial photography 
of estuarine silt discharges. 

To improve the accuracy of dye tracking especially in the offshore 
zone,  a so-called dye bomb technique was developed .  A dye 'bomb' con- 
sists of a weighted canister preferably with fins to ensure vertical en- 
try into the water. A bag containing a float and fluorescene dye is pac- 
ked into the bottom of the canister and attached to the canister by a 
thin nylon cord while the upper section of the canister contains a bag 
of Rhodamine dye also attached to a small float to which a collapsible 
(cloth) drogue is connected by a thin cable (see Figure 2). 

TISSUE COVERING 

MASKING  TAPE 

MUTTON  CLOTH  BAG 

In   DROGUE   LINE 

WOOD OOWE 

CLOTH   DROGUE 
0.0< m2 

10mm   STEEL  ROD 

DOUBLE CALICO BAG 

0*mm NYLON LINE 
WOUND ON OUTSIDE 
OF   BAG 
LENGTH. !,*« DEPTH 
AT STATION 

ACCORDING TO : ATKINS R.G. 
'MARINE EFFLUENT RESEARCH COMMITTEE - FALSE   BAY - PROGRESS  REPORT   NO. S " 

Fig.   2.   Dye   'bomb' 
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The length of this cable depends on the depth at which the current is to 
be measured.  On entering the water, the canister sinks to the bottom, 
but the bag of Rhodamine dye comes to the surface immediately and with 
the attached drogue begins to drift under the influence of the current. 
The deposition point is marked by the fluorescene dye leaking from the 
bag attached to the canister.  In practice a series of 'bombs' and their 
movement are photographically recorded from an aircraft.  Current direc- 
tion and speed can be estimated from the relative positions of the two 
dye patches, provided the aircraft course and altitude are recorded (see 
Figure 3). 

LEGEND 

TRUE   DIRECTION  Of   CURRENT • ROM 

T=   TIME   BtTWEtN   CIRCUITS • 
Mr   HElOHTOF   PLANE   m 

6'=   ANGLE   BETWEEN   PIKED   IN 
AND  CENTRE « «DIKED MTCH 

Fig. 3. Dye 'bomb' drop principle 

Floats and current meters 

To obtain information on the general pattern of sea currents,  drogue 
floats consisting of a brightly coloured float to which a cloth drogue 
is attached at the required depth are used (see Figure 4)2. 

Again a series of drogue floats are released 
at various points from a boat or from the air 
and their movements are tracked either photo- 
graphically from the air or by shore instru- 
ments. 

In most cases sea current data are requi- 
red on a regular basis. For measuring current 
directions and velocities near the sea bottom 
(e.g. 2 m above the sea bottom) extensive use 
is made of self-contained Kiel Hassee propel- 
ler current meters which are anchored in a 
fixed position.  These current meters, which 
are not described in detail in this paper, 
photographically record current directions 
and velocities. 
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Fig. 4. Drogue float 
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Current measurements using a system of moored buoys 

A simple method was developed to obtain near surface current directions 
and velocities from observations of the movements of a system of three 
moored buoys using binoculars specially adapted for the purpose.  As can 
be seen from Figure 5 the system consists of an anchored buoy A connected 
by means of a nylon rope to a second buoy B, the so-called directional 
buoy.  Buoy B is in turn connected to a third buoy C, the so-called ve- 
locity buoy, by means of a chain to which a weight is attached halfway 
along its length.  A drogue is suspended below buoy C at the depth where 
the current is to be measured. 

^ a. 

1 6m i l}m nylon n>(>« 76n> chain 
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<&. "5C   i   5   -   «    * 

CURRENT   DIRECTION    GRAPH 

Fig. 

CURRENT  VELOCITY   GRAPH 

5. Moored current buoy system and current 
direction and velocity graphs. 

The direction  of the current at the buoy system is determined from 
the distance between the anchored buoy A and the "directional" buoy B. 
The binoculars used in the readings are fitted with a graticule on which 
are inscribed a series of equally spaced vertical lines and the distance 
between buoys A and B is expressed in terms of the number of graticule 
divisions observed between the buoys. When the line of the buoys is at 
right angles to the sighting line the greatest number of graticule divi- 
sions will obviously be observed between buoys A and B.  This maximum 
reading depends on the distance between the observer and the buoys and 
the magnification of the binoculars.  When the buoys swing through an 
angle 6, say, as shown in Figure 5 and line themselves up parallel to the 
direction of the current, the apparent distance between the buoys becomes 
AB' and 6 is given by       .„. 
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Curves are plotted of cos 6 versus 6 as shown in Figure 5.  As the obser- 
ver must also indicate whether the current direction is upcoast or down- 
coast and onshore or offshore the current direction can easily be deter- 
mined if the bearing of the line of sight is known. 

The current velocity  at the buoy system is determined from the ra- 
tio of the distances between adjacent buoys.  As the drag force on the 
drogue attached to the "velocity" buoy C depends on the velocity of the 
current, the greater the current velocity, the greater the distance be- 
tween buoys B and C.  The current velocity, V, is therefore given by 
the relationship: 

f Mistance BC\  f [ 
\ distance AB/    \ 

observed distance B 
observed distance AB 

'CM 
(see Figure 5) 

where f indicates "function of". 

Various systems were calibrated,both in the field and in the laboratory, 
from which curves giving the relationship between the ratio B'C'/AB' 
and current velocity are obtained.  Typical calibration curves are in- 
cluded in Figure 5 from which actual sea current velocities can be de- 
termined from the binocular readings. 

Since moored current buoy systems are inexpensive, easy to place 
in the sea (by ski-boat) and to maintain, extensive use is made of this 
system for measuring near surface (usually at 3 m from the surface) sea 
currents along the coast of South Africa.  Once an observer is available, 
who can make measurements at regular intervals (usually three times dai- 
ly) it is often worthwhile to place a number of current buoy systems 
at different distances offshore. 

The readings  of the moored cur- 
rent buoys are summarised both on a 
seasonal and a yearly basis and are 
presented in the form of current ro- 
ses.  A typical example for Richards 
Bay is given in Figure 6. 

To illustrate the resolution 
and accuracy  which can be achieved 
when using a moored buoy system, 
the layout at Richards Bay is again 
taken as an example.  At this loca- 
tion three buoy systems were placed 
600 m, 1200 m and 2400 m offshore, 
the corresponding maximum distances 
between buoys A and B, i.e. AB, as 
measured by the graticule of the 
binoculars, being 2,0, 1,0 and 0,5 
divisions respectively.  The accu- 
racy of reading is 0,1 graticule 
divisions. 

For the purpose of investi- 
gating the accuracy of the cur- 
rent direction  measurements de- 
rived from the buoy systems con- 
sider the system moored a distan- 
ce 600 m offshore.  Assume that     Fig. 6. Example of current roses 
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the current is such that the buoys are aligned in a downcoast, offshore, 
direction (see Figure 5) and AB' is say 0,35 thus AB'/AB = 0,175.  The 
value of e can then be read off from the current direction graph in Fig- 
ure 5 as about 80 .  As can be discerned from this graph an error of ± 
1,5 would have been made if the reading had been taken as 0,3 (AB'/AB 
= 0,15, e = 81,5°) or 0,4 (AB'/AB = 0,20, 8 = 78,5°) instead of 0,35 
(AB'/AB = 0,175, 6 = 80 ). However, if readings of 1,9 (AB'/AB = 0,95, 
6 = 18°) or 2,0 (AB'/AB =1,0, 6 = 0°) had been observed instead of 
1,95 (AB'/AB = 0,975, 9 = 13°), when the buoy system is virtually per- 
pendicular to the line of sight, larger errors would have been incurred, 
viz. +5 or -13 respectively. 

For the buoy systems 1 200 m and 2400 m offshore, the possible errors 
are much greater.  This is because the graticule readings can still only 
be made to the nearest 0,1 division and hence the possible errors for the 
1200 m offshore system are twice and those for the 2400 m offshore system 
four times the above values. 

From the above it is clear that the greatest accuracy as regards 
current direction measurements is achieved when (i) the distance between 
the mooring point and observation sight is not excessive and (ii) when 
cos 9 is less than approximately 0,9 or, in other words, when 6 is greater 
than about 25 . 

As regards the auvvent Velocity  measurements derived from the moored 
buoy systems the readings are most accurate when the buoy intervals AB' 
and B'C (see Figure 5) are both large.  Thus the buoy system generally 
becomes more accurate when moored comparatively close to the shore and 
cos 9 exceeds 0,10, say, which corresponds to a value of 9 less than 85 . 
Under these conditions the accuracy of the current velocity readings is 
estimated to be about 25%. 

It can, therefore, be stated that the moored current buoy system 
provides an inexpensive, simple and effective method of determining cur- 
rent directions and velocities provided the above limitations of the 
system are taken into account. The accuracy of reading generally reduces 
proportionally to the distance offshore, and direction errors are minimal 
when the angle between the line of buoys and the perpendicular to the 
line of sight, 9, is greater than 25 and the velocity errors are minimal 
when 9 is less than 85 . 

Other factors which influence the accuracy and reliability of this 
method of measuring current directions and velocities are: 

(a) the difficulty of distinguishing whether the current is onshore or 
offshore - particularly with increasing distance between the buoys 
and the observation point; 

(b) the possibility of the anchor dragging makes it necessary to make 
constant checks on the bearing of the buoy system; 

(c) the effect of wind was investigated and although its influence was 
found to be complex the resulting errors were found to be within 
the limits of accuracy accredited to the system; 

(d) tangling of the chain connecting the "direction" and "velocity" 
buoys can occur, but experienced observers soon become aware of 
such an eventuality having arisen. 
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The accuracy of the current buoy systems as used at present could be fur- 
ther improved by increasing the distance between the buoys and by using 
binoculars with a higher magnification.  These improvements should be 
considered if the distance between the buoys and the observer consider- 
ably exceeds 1 km. 

RECORDING OF WAVE CONDITIONS 

In most cases, reliable data on wave conditions are even more important 
than those on currents. Wave conditions have been recorded along the 
coastline of Southern Africa for many years, in particular since 1967, 
when the Ocean Wave Research Programme was launched and recording sta- 
tions were established along the entire coast3.  Various instruments are 
used for the wave recording programme including: 

(i) Wave clinometers (visual measurement), 
(ii) INES (Inverted Echo Sounder) wave recorders, 
(iii) Ospos wave recorders (pressure type), 
(iv) Wave riders (accelerometer) and 
(v) NIO shipborne recorders. 

The Wave clinometer and the INES wave recorder were developed in 
the Hydraulics Research Unit and are discussed in some detail in the fol- 
lowing paragraphs. 

Wave Clinometer 

The wave clinometer was developed as a simple instrument which could be 
operated by non-technical personnel in remote and undeveloped coastal 
areas for recording wave conditions.  Basically it is an instrument for 
measuring wave directions although it can also be used to give approxi- 
mate wave height and period values.  It is being used extensively in the 
wave climate studies along the South African coastline. 

The instrument consists of a specially adapted hunting telescope 
mounted on a stand in such a way that its axis can be depressed relative 
to the horizontal at one of three fixed angles, namely 3,5 or 1\ 
(see Figure 7).  It is installed on an elevated position onshore at a 

Fig. 7. Wave clinometer assembly 
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fixed compass direction and the angle of depression of the telescope 
fixed at one of these angles so that it can be focussed on the observa- 
tion point at sea where a buoy (0,5 m dia. polyform buoy) is anchored. 
The general arrangement is shown in Figure 8. 

"T- 

:  50 10 350m 

:   1000 TO 2 500 m 

•   12 m[ BOTTOM   CONTOURS 

SEAWARD   OF THE 8U0V 
SHOULD BE REGULAR ) 

1  FOR   DIRECTIONAL  ACCURACY 
THE GREATER VALUES  OF <* 
SHOU.D BE  AIMED FOR 

Fig. 8. Typical clinometer and clinometer buoy layout 

For wave direction  measurements the clinometer telescope is equip- 
ped with a graticule consisting of a metal ring which supports a series 
of equally spaced lateral cross hairs.  The wave direction is measured 
by rotating the telescope about its optical axis until the cross hairs 
are aligned with the wave crests, the angle of rotation from the hori- 
zontal position, 6, being read off on a graduated disc mounted on the 
telescope.  The angle 0 between the direction of wave approach and the 
fixed bearing of the instrument is related to the angle of rotation 6 
by the following formula: 

tan 6 = sin a. tan 0 
where a is the angle of depression of the clinometer.  The graduated 
disc fitted to the barrel of the telescope can thus be scribed to" indi- 
cate directly the angle of wave approach for any angle of depression. 

The wave height  is measured by observing the movements of the buoy 
relative to the graduations on the clinometer telescope graticule, the 
buoy movements being observed over a period of about five minutes in or- 
der to obtain an average reading.  The graticule graduations in the in- 
struments at present in use are so spaced that one division is equiva- 
lent to 0,05 m of wave height for every 100 m of distance between the 
instrument and the buoy, the telescope having a magnification of x3. 
The standard graticule contains seven graduations.  It is not possible 
to increase the number of graduations without obscuring the field of 
view and thereby adversely affecting the wave direction observations. 
If no direct correlation with instrument recorded wave heights is avail- 
able, the wave heights recorded with the wave clinometer may be assumed 
to be equal to the significant wave height, H . 
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The wave periods are also determined with the aid of the graticule 
graduations by noting the time taken for twenty wave crests to pass the 
buoy, the dominant wave period being the value recorded. 

Wave clinometer recordings  are normally made three times daily - 
early morning, mid-day and early evening.  The records are combined to 
give seasonal and yearly distributions and typical examples of direction/ 
height and direction/period roses for Richards Bay are illustrated in Fi- 
gures 9 and 10.  Wave clinometer records are usually made in relatively 
shallow water.  Using well-known refraction theory these records can, 
however, be converted to deep sea wave conditions which are applicable to 
a much larger area of the coast. 

Fig. Typical clinometer wave 
period roses 

Fig. 9. Typical clinometer wave 
height roses 

The directional accuracy  of the wave clinometer is primarily depen- 
dent on the angle of depression of the instrument.  As the angle of de- 
pression, a, increases the corresponding values for the angle of rotation 
of the telescope, 6, for given directions of wave approach, 0, become 
more evenly distributed around the perimeter of the measuring disc. This 
can be seen from Table I below which is based on the relationship tan 6 
= sin a. tan 0. 
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Table I ; Angular rotation of the clinometer telescope as a func- 
tion of direction of wave approach 

Values of 6 

0 
a = 3° a = 5° a = n° 

10° 00° 32' 00° 53' 01° 19* 
20° 01 06 01  49 02  43 
30° 01 44 02  53 04  19 
40° 02 30 04  11 06  15 
50° 03 34 05  56 08  50 
60° 05 11 08  35 12  44 
70° 08 11 13  29 19  43 
80° 16 32 26  19 36  30 
90° 90 00 90  00 90  00 

The instrument is normally positioned so that its line of sight 
makes an angle of about 45 to the dominant wave direction in order to 
ensure that the majority of the readings occur in that area of the mea- 
suring disc where the graduations are spaced relatively far apart. How- 
ever, it is usually desirable to record the wave direction in compara- 
tively deep water, a requirement that leads to an instrument bearing 
which is often nearly parallel to the dominant wave direction.  In addi- 
tion the angle of depression of the telescope tends to be small under 
these circumstances.  The values ultimately chosen for these two varia- 
bles are therefore a compromise between accuracy and the need to obtain 
wave data in comparatively deep water. 

The aoouraay of wave height measurements depends mainly on the dis- 
tance between the instrument and the reference buoy, the magnification of 
the telescope and the size of the graticule divisions. For a telescope 
with a magnification of x3, a graticule division calibration factor of 
0,05 m per 100 m and with the distance from the reference buoy being 
1500 m, each graticule division represents a wave height of 0,75 m. Thus 
by estimating to the nearest half division the wave height can be read 
off to the nearest 0,4 m approximately.  The ability to estimate to the 
nearest half division is influenced by the size of the buoy which, if 
large relative to the size of the graticule divisions, makes observations 
more difficult.  In general it has been found that the most satisfactory 
arrangement is for the buoy and graticule divisions to be of the same 
size. 

Due to the fact that the instrument is clamped in a fixed position, 
under certain tidal conditions the buoy may not be in the centre of the 
field of view.  Thus for very large waves the image of the buoy may move 
beyond the extreme graticule divisions and the wave height reading has 
to be estimated.  The accuracy of the instrument is therefore reduced 
under these conditions. 

It is not possible to arrive at quantitative conclusions regarding 
the aoouraay of the wave periods  measured with the clinometer. Under 
regular swell conditions there is no reason to doubt the reliability of 
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the results.  Under choppy local "sea" conditions, however, the measured 
periods may tend to be too high because the shortest waves in the spec- 
trum create small movements of the buoy which may not be noticed by the 
observer. 

It can therefore be concluded  that individual wave height and period 
data derived from a clinometer have a limited degree of accuracy.  For 
this reason it is of little use when isolated wave measurements are re- 
quired but its value has already been proved in the field when informa- 
tion is required on a regular basis extending over a recording period of 
a year or more. 

Suggested improvements  to the wave clinometer envisage the addition 
of a second and separate telescope which would be used to measure the 
wave heights and periods while the existing instrument would be used to 
measure the wave directions.  The advantage of this arrangement is that 
the latter could then be fitted with a graticule containing one horizon- 
tal cross hair only thus leaving a large unobstructed field of view for 
the observations.  A further possible improvement is to increase the dia- 
meter of the circular measuring disc mounted on the barrel of the tele- 
scope.  This modification would increase the space between the graduations 
and enable the wave direction to be estimated more precisely.  The se- 
cond telescope, on the other hand, would have a magnification of x6 or 
x9.  One graticule division would then correspond to wave heights of 
0,025 m and 0,017 m per 100 m respectively.  Thus if the distance be- 
tween the instrument and the buoy is 1500 m and the observer can gauge 
the wave heights to the nearest half division wave heights could be es- 
timated to the nearest 0,2 m and 0,1 m respectively as against 0,4 for 
the present instrument.  In addition the number of graticule divisions 
could be increased from seven to about twenty making it unlikely that the 
image of the buoy would move off the scale under extreme tide and wave 
conditions. 

INES wave recorder 

The INverted Echo Sounder 
or INES* wave recorder is 
an acoustic type recorder 
developed by the Hydrau- 
lics Research Unit. A 
photograph of an INES wa- 
ve recorder is given in 
Figure 11. It is a self- 
contained instrument con- 
sisting of a conventional 
echo sounder which is 
converted to carry a lar- 
ge supply of recording 
paper. It has a rechar- 
geable battery with an 
operational life of four 
weeks and a control mec- 
hanism with a clock 
which can be set to ope- 
rate the instrument at 

... U i I ,- a. 

Fig. 11. INES wave recorder 

*INES recorders are now commercially available 
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any pre-set time interval.  The instrument is enclosed in a fibre-glass 
canister which is light, strong and resistant to corrosion.  The canister 
is placed on the sea bed in a metal tripod to which a marker buoy is 
attached. A transducer is fitted on the lid of the canister and the 
acoustic waves are reflected from the air-water interface giving a con- 
tinuous record of the sea surface.  For wave recording, the instrument 
is generally set to operate for 15 minuts every 6 hours.  The INES re- 
corder can be used in water up to 30 m deep. 

The INES wave recorder including its tripod can be lowered onto 
and raised from the seabed if a sufficiently large boat with lifting 
tackle is available (e.g. a fishing boat).  Alternatively the recorder 
can be removed from the tripod and a replacement fitted by skindivers 
operating from a small ski-boat.  In theory the instrument need only be 
serviced every twenty eight days, but in practice it has been found to 
give a much higher percentage coverage if serviced at fourteen day in- 
tervals.  To ensure recovery the master buoy must be anchored in such a 
way that the chance of losing this buoy is minimal.  The anchoring sys- 
tem shown in Figure 12 has proved to be the best for prevailing South 
African sea conditions. 

iDnxnlVl') fO*1   L 

Fig. 12. INES anchoring system 

A short length of a typical wave record  obtained with an INES re- 
corder is given in Figure 13. 

i__. Tim 

INSTRUMENT   NO.       W.2. 
LOCATION RICHARDS    BAY 
PERIOD 18 00hrs. 15th APRIL 1970 

Fig.   13.   Typical  INES wave record 
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The records are analysed by the standard Draper method1* and the results 
are plotted in the form of wave height and period occurrence tables and 
combined into exceedance curves for significant wave heights and zero 
crossing periods.  An example of a wave height exceedance curve is given 
in Figure 14. 
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Fig. 14. Typical INES wave height exceedance curve 

The aoouvaoy of the INES recorder is affected by changes in the tem- 
perature and salinity of the sea water, the precision of the timing clock 
and the divergence of the acoustic beam. 

The extreme water temperature and salinity conditions experienced at 
one fixed recording station may produce inaccuracies exceeding 5 per cent. 
It is therefore advisable to check the calibration of the instrument 
every three months if it is used at one fixed location, or every time it 
is moved to a new position where the salinity or temperature conditions 
are considerably different. 

Inaccuracies in the timing clock are extremely unlikely to be so 
large as to affect an individual 15 minute wave record. However, during 
a monitoring period of fourteen or twenty eight days the accumulated er- 
ror of a slow or fast running clock may result in the waves being recor- 
ded at the wrong time of the day. 

The accuracy of the INES is also affected by the divergence of the 
acoustic beam, the beam divergence of a standard instrument being 20 . 
The fact that a circular area of the sea surface is surveyed instead of 
a point causes distortion of the ascending and descending slopes of the 
waves as well as a flattening effect on their crests.  The resulting 
error has yet to be quantified but it is most pronounced when the waves 
are steep.  Fortunately the majority of the wave records are unlikely to 
be seriously affected because the ratio of the beam width at the water 
surface to the wave length is small.  For example the beam width is only 
7 per cent of the wave length for an INES placed in 20 m of water recor- 
ding waves with a period of 8 s. 

Bearing in mind the above limitations it is concluded that  the INES 
recorder can be used effectively for measuring coastal wave conditions. 
A further improvement to this instrument would be to record the output 
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on magnetic tape instead of in the form of a graph.  Consideration is at 
present being given to this possibility. 

Correlation of wave recordings of various instruments 

In an attempt to check on the overall accuracy of the various wave re- 
cording instruments a comparison has been made of their outputs.  Compa- 
risons of wave height and period values as well as energy spectra ob- 
tained from simultaneous records of five different instruments were in- 
cluded in an earlier paper3.  The results were found to be in general 
agreement although significant differences in individual values of cer- 
tain parameters were found to occur. 

In a further comparison between different recording instruments, an 
INES reoovder  and a waverider buoy  operated simultaneously for three 
months in virtually the same position (100 m apart), 1,6 km offshore in 
a water depth of 17,5 m at Richards Bay (see Figure 15). 

LOCATION OF   CLINOMETER AND  WAVE   RECORDERS 

Fig. 15. Instrument positions 

In Figure 16 the results of the two instruments are compared by cor- 
relating their respective significant wave heights and zero crossing 
periods, as given by the standard Draper method of analysis'*.  Although 
a good correlation is evident there are values which exhibit a poor mea- 
sure, of agreement.  For small wave heights (up to 1 m) the waverider gives 
slightly smaller values than the INES, whereas for wave heights in excess 
of 1 m the waverider values are somewhat greater than those of the INES. 
The wave period correlation shows much greater differences for the two 
instruments.  Again the waverider periods are shorter in the lower ranges 
(below 7s) and larger in the higher ranges (above 7s). However, it is 
clear from these correlations that the INES and waverider outputs on ave- 
rage compare well although in individual cases they can differ by more 
than 50 per cent. 
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16. Correlation of INES and waverider 
wave heights and periods 

A detailed comparison was also made between data obtained at Richards 
Bay using a wave aVinometer  and those from an INES recorder  installed 
approximately 350 m from the clinometer buoy.  The disposition of the in- 
struments is shown in Figure 15, the INES recorder referred to being mar- 
ked INES (Tower) in the figure. 

The results given in Figure 17 clearly show, that, although the dis- 
tance between the two recording points is much greater than in the above 
case and the recordings were not simultaneous (1 to 2 hours difference 
between INES and clinometer recordings), there was a reasonably good cor- 
relation between the respective wave height values.  For wave heights 
above 1 m the wave clinometer generally gives higher values than the INES 
recorder. 

Since the same applied to the wave rider heights, in the case of 
Richards Bay the wave clinometer heights should compare even better with 
the waverider data.  It must, however, be realised that wave clinometer 
readings depend on the particular installation (i.e. distance of buoy to 
instrument) and to some extent on the observer.  The correlation found 
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for the Richards Bay case, therefore, does not necessarily hold for other 
measuring stations.  As regards the periods,the wave clinometer values at 
Richards Bay are on average 2 to A s greater than the INES values.  This 
has been found in all other cases and can be explained by the tendency of 
the observer to record the period of the main swell, neglecting the small, 
short period waves, whereas for the determination of the zero crossing 
period of the INES records all the waves are taken in to account. 

Although the wave clinometer was primarily developed as a wave direc- 
tion measuring instrument, reasonably reliable wave height and wave period 
data can still be obtained with this instrument which is extremely cheap, 
easy to operate and very reliable.  Correlation of the wave clinometer 
data for each particular installation with a wave recording instrument 
over a short period will further improve the reliability of its output. 
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BEACH PROFILES EXTENDING THROUGH THE SURF ZONE 

Until fairly recently it was not possible, on the unprotected coasts of 
Southern Africa, and presumably on other coasts with similar heavy swell 
and surf conditions, to measure beach profiles extending through the brea- 
ker zone on a regular basis.  Various methods were tried with little suc- 
cess including the use of a pressure gauge which was attached to a line, 
fired across the breaker zone by rocket and then pulled back to shore 
while recording the water depth.   The main disadvantage of this method 
was the large friction force caused by the line "cutting into" the off- 
shore sand bar through which it had to be dragged. 

About three years ago, a technique for measuring profiles through 
the breaker zone was developed by the Hydraulics Research Unit using light 
and highly manoeuvrable ski-boats (see Figure 18) equipped with echo- 
sounding equipment and operated by skilled personnel.  This technique has 
been used successfully since its adoption. 

Fig. 18. Ski-boat in the surf returning to sea 

The ski-boat is kept on course  using two theodolites and radio com- 
munication.  One theodolite sights along the profile line and keeps the 
boat heading in the right direction while the second theodolite intersects 
the boat position from a point further along the beach.  At each inter- 
secting fix the echo-sounding trace is simultaneously "marked". Ski-boat 
surveys are normally undertaken during high spring tide conditions and 
extended into a water depth of as little as 0,5 m.  The "dry" beach pro- 
files are surveyed during low tide and extended as far as possible into 
the water.  In this way it is possible to obtain an overlap of "dry" and 
"wet" profiles, thus providing an excellent check on the profiles measured 
by ski-boat.  For obvious safety reasons and to keep the reference level 
of the echo-sounder as constant as possible the ski-boat travels at the 
same speed as the waves, remaining during the entire run in the same 
wave trough. 

A complete profile through the surf zone can be measured in a few 
minutes and the operation must, of necessity, be extremely well organised 
and requires considerable skill from the ski-boat operator.  Under favour- 
able conditions a 5 km length of coast, with sections at 200 to 300 m 
intervals, can be profiled in less than a day using this technique. 
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Originally Inshore Ferrograph 
echo-sounders, which are very simple 
instruments, were used for this work, 
but they were later replaced by high |s=U 
resolution Atlas Deso 10 and Elac 
echo-sounders which give much more 
accurate results.  A typical echo- 
sounding profile using an Atlas 
Deso 10 echo-sounder is given in 
Figure 19. 

The aaouraay  of profiling by 
ski-boat has been checked by re- 
petitive runs along a particular 
section combined with depth measu- 
rements taken by lead line at re- 
gular intervals.  From the results 
of these checks, it was establis- 
hed that water depths which in- 
clude tidal reductions, elimina- 
tion of wave action and tempera- 
ture effects, could be deter- 
mined to within 0,5 m.  When 
comparing successive hydrograp- 
hic surveys differences of less 
than 1 m should therefore be 
considered as insignificant. 

A valuable applieabion  of 
this technique is the study in 
detail of the formation and 
movement of sand bars along the 
coastline by comparison of suc- 
cessive surveys. When the mea- 
surements are made at regular 
intervals, the changes in the 
profiles and the general bot- 
tom topography can be related 
to the sea conditions which 
occurred in the period be- 
tween the two surveys. 

A very good example of 
nearshore bottom changes at 
Richards Bay in the spring 
of 1969 established by the 
above type of survey is shown 
in Figure 20. 

Fig. 19. Beach profile as recorded 
by an Atlas Deso 10 echo-sounder. 

f*. * » * "*• |*S  
MCHMOS BAY CCWWWHOW V HnMOOTAPHC SUNVEYS  {g^gg?"*"""' 

Fig. 20. Comparison of hydrographic 
surveys 
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CONCLUSIONS 

Accurate data on sea conditions and the related coastal morphology are 
essential for the proper design of all coastal works.  Coastal measure- 
ments, however, are inherently difficult and normally expensive which 
often results in a curtailing of the data collection programme.  It is 
believed that a number of simple and economic measuring techniques de- 
veloped in South Africa over the past ten years may be of use in the 
systematic collection of coastal data on a limited budget. 
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CHAPTER 2 

SIMULTANEOUS DATA SYSTEM FOR INSTRUMENTING THE SHELF 

by 

Robert L. Lowe, Douglas L. Inman and .Birchard M. Brush 

Scripps Institution of Oceanography, University of California 

La Jolla, California 92037 

ABSTRACT 

A system, designed to give maximum flexibility and portability, has 
been developed to collect wave, current and other physical data within the 
dynamic environment from the surf zone to the edge of the shelf. The system 
consists of a radio-linked shore station, housed in a mobile van and as many 
as six shelf stations mounted in bottom referencing spars. 

A shelf station can be deployed from a small boat with minimum diver 
time. The ease of deployment of the shelf stations coupled with the mobile 
self-contained shore station, allows the use of a modern data acquisition 
system, and rapid deployment of sensors, for the field study of remote coastal 
areas. 

Each of the shelf stations is designed to accomodate as many as fifteen 
sensors. All simultaneous sensor outputs are digitized and transmitted by 
radio to the mobile shore station, where the received signals are processed and 
selected for recording on strip charts or digital magnetic tapes for computer 
analyses. Very high sampling rates and a real time system are used to insure 
precise time correlation between all data channels including those from 
separate shelf stations. 

A single shelf station would transmit data from an array of wave 
sensors, thus providing continuous wave climate including the two dimensional 
wave spectra. Some different combinations of shelf station ensembles are shown. 

INTRODUCTION 

In order to observe more comprehensively the broad tapestry of energy 
translation which occurs as a result of the action of waves and currents 
incident to the coastlines, a multipurpose data acquisition system for 
instrumentation of the surf zone was developed several years ago (Koontz and 
Inman, 1967). This early system enabled the evaluation of the longshore 
transport of sand as a function of wave power (Inman, et al, 1969; Komar and 
Inman, 1970). Subsequently it became an important factor in the study of the 
mechanics of rip currents and mixing in the surf zone (Bowen and Inman, 1969; 
Inman, et al, 1971). Because the early system was limited in scale and 
resolution, it became attractive to consider a second generation data 
acquisition system which would increase resolution and greatly expand the 
capacity to achieve accurate data over much larger areas. 

A project in 1971 for assimilating larger amounts of data than 
formerly available in the nearshore zone and on the continental shelf led to 
a new system; the Shore and Shore System (SAS System), which included an 
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economical vertical spar which could be placed in varying depths of water for 
the purpose of relaying data to a shore station and make it available for 
further processing and analysis. The SAS System was designed so that it would 
be possible to rapidly exchange transmitting and battery modules, while using 
a small boat as an operational base. 

Original evaluation of a design concept suitable for use as the shelf 
station ran the gamut from a single tethered subsurface sphere (an oscillator 
at certain wave periods and subject to periodic torsional rotation); considera- 
tion of a redundantly anchored subsurface sphere (again, complex because of 
intensive anchor placement, and the requirements necessary for accurate anchor 
spotting); and, surface buoyant devices (sometimes wavelength-coupled and 
fraught with seakeeping problems). The final choice for the shelf station was 
a vertical spar shape which is securely anchored to the bottom through a 
universal joint. This arrangement prevents vertical motion, but allows motion 
in the horizontal plane. Vertical sections of filament wound pipe may be 
added for varying depths using sexless couplings. Tests performed in the 
hydraulics laboratory have verified that the heave-free spar tends to rectify 
the prevailing current direction, and implies integration of the water column, 
though its surge response is still being studied. 

As of August 1972, a prototype has been successfully exposed to all 
wave regimes and storms in 20 meters of water off Scripps Pier. The survival 
of the shelf station in inclement periods of weather leads to speculation 
that storms for-the first time may be instrumented; these are occasions of 
compelling interest in the study of nearshore processes. 

The SAS System, shown schematically in Figure 1, has the following 
major subassemblies: 1) a shelf station, which has a benthic power supply and 
a vertical spar which may accomodate various ensembles of sensors; and, 2) a 
shore station, which receives coded data and records it virtually simultaneously 
for further processing and visual assay. The most frequently used sensors, 
on the shelf station, have been digital wave staffs, absolute pressure sensors, 
and passive electronic current meters. In addition, depending upon the type of 
operation being used for special studies, a suspended sediment meter, thermal 
measuring devices, and bottom roughness profiler will utilize other data 
channels on the shelf station. Portions of the capability for synchronous 
binary counting will enhance the ability to relate underwater photography to 
time series, and allow individual frames of motion pictures to be correlated 
with data taken at the same instant. 

The SAS System contains a data acquisition system using a multiple 
radio link, pulse code modulated (PCM) telemetry link. Up to six shelf 
stations each having the capacity to transmit up to 15 data channels (i.e., 15 
sensor inputs) can be processed simultaneously. All sensor outputs are 
converted to digital (10 bit binary) before transmission to the shore station. 
Each shelf station operates on a different RF frequency to provide isolation 
between shelf station transmissions. 

The van mounted shore station receives the transmitted information 
from the shelf stations simultaneously, processes the data to provide outputs 
in the form of hard copy, strip chart records, and digital tape. The digital 
tape provides the means for inputing the data into a computer system 
for detail spectral and cross spectral analysis. 
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In order to provide the maximum close range support, an especially 
modified van is capable of positioning the shore station, in the field, on 
coastal terrain. The component racks of the shore station are designed 
to be enclosed by the van and will operate from within. Major components of 
the SAS System are now available, and may be transported to a field location 
by road or on shipboard so that field conditions need not be primative as far 
as data acquisition is concerned. The SAS System appears to offer a versatile 
shelf study tool and continues to suggest itself for other applications as a 
basic field tool. 

SHELF STATION 

The shelf station consists of a vertical spar with airtight ends 
(Figure 2), utilizing a standard pipe size of 3.5 inches OD with a wall thick- 
ness of 0.144 inches. Standard lengths are used for modular assembly, and can 
be assembled to provide the desired total length. The pipe is filament wound 
with 75% glass and 25% epoxy resin (Table 1). In depths of water over 20 
meters, the bottom sections are free-flooded. 

The couplings are sexless, forged, anodized aluminum with two cadmium 
steel plated bolts each (Roylyn Div., Rucker Corp). These couplings are 
modified with a larger than standard seal to prevent loss of integrity when 
experiencing bending moments imposed by wave action. The sealing unit or 
"oreo" seal (Figure 3) consists of layers of elastomeric compound (usually 
neoprene with a 40 to 50 shore durometer hardness) interleaved with circular 
metal plates. A single axial bolt compresses the elastomer between the 
circular plates and exerts a bearing stress against the inside of the pipe. 
The pipe is bias wound (45°) to tolerate the induced loop strain. When 
properly installed, a 3 inch oreo seal will withstand an axial load in excess 
of 1000 lbs by friction alone. 

Two sizes are used; a 3 inch diameter seal for the top and the bottom 
of the shelf station, and a 2 inch diameter seal for the internal cartridges. 
Redundant sealing is used so that in case of damage to the shelf station spar 
the individual packages and circuits might be more likely to survive immersion. 
Where possible, transmitters, logic packages, and support modules are 
intentionally packaged as long slender units which will correspond to the 
configuration of the shelf station spar. As an alternative, the cylindrical 
package may be strapped alongside on the outside of the spar. A section of 
filament wound pipe may be cut to any desired length and sealed at each end 
with an oreo seal to provide additional volume with watertight integrity, 
including provision for watertight passage of wires and cables. The anchor 
assembly is shown in Figure 4: above the captive pivot pin, the positioning 
and trim weight platform can accept 40 lb weight modules as an aid in position- 
ing the spar while attaching the pin. The anchor platform will accept up to 
six weight modules depending on the length and buoyancy of the spar. Normally, 
access to the lower oreo seal is only required on land, and is performed with 
a socket wrench and extension, through the lower clevis slot. 

The univeral joint allows the spar to maintain a preferential direction 
without resisting. It is a standard automotive part, encased in a silicone 
oil filled bellows to prevent corrosion. 
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Table 1. Properties of filament wound pipe as used for the vertical buoyant 
section of the SAS shelf station. * 

Outside Diameter 

Thickness of Wall 

Mean Radius 

Cross Sectional Area 

Buoyancy (air filled) 

Weight per foot 

Section Modulus 

Polar moment of Inertia 

Moment of Inertia 

Density 

Glass/Resin Ratio (weight) 

Ultimate Tensile Stress 

Yield Stress 

Young's Modulus of Elasticity 

Poissons ratio 

Expansion Coefficient 

Conductivity 

Internal  (working) Pressure 

External  (working) Pressure 

3.5 inches 

0.144 inches 

1.68 inches 

1.48 in2 

3.07 lbs/foot 

1.2 lbs. 

1.195 in3 

4.179 in4 

2.098 in4 

.076 lbs/in3 

3/1 

80,000 psi 

12-14,000 psi 

5 x 106 psi 

0.29 

8.8 x 10"6 in/in/°F 

1.7 BTU/ft2/°F @ 50°F 

120.5 psi 

69.6 psi 

* Bondstrand #2000 series, Ameron Div., Brea, California 
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SINGLE 
STRUCTURAL 
ATTACHMENT 
BOLT 

DAYLIGHT 
SENSING 
PHOTOCELL 

j   ANTENNA 

WIRE BULKHEAD 
PASSAGES 
(SEALS SIMULTANEOUSLY 
WITH MAIN SEAL) 

SPAR 
'OREO' SEAL 

EXPANDING 
ELASTOMERIC SEAL 
STRUCTURAL AND 
HYDRAULIC 

INNER 
TRANSMITTER 
OREO SEAL 
(TRANSMITTER IS 
IN WATERPROOF 
CAPSULE) 

POWER 
(FROM BENTHIC 
BATTERY PACK) 

Figure 3. To facilitate rapid exchange while on station, the transmitter 
capsule may be removed and replaced with a centrally bolted 'oreo' seal 
which combines structural integrity with watertightness. 
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-ANTENNA PHOTOCELL 
AND TRANSMITTER 

F. W.  P 
SPAR 

"OREO" 
SEAL 

POSITIONING 
AND TRIM WEIGHT 
PLATFORM 

CAPTIVE 
PIVOT 
PIN 

SEALED IN OIL 
UNIVERSAL 
JOINT 

40# 
WEIGHTS 
WITH BAIL HANDLES 
(ALTERNATELY PLACED) 

Figure 4.    The lower portion of the station separates to facilitate 
installation and removal of components.    Weights added to the trim weight 
platform enable the buoyant spar to be engaged to the anchor assembly. 
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DATA ACQUISITION AND PROCESSING 

The SAS System has been designed to acquire data from a large array of 
sensors simultaneously. In order to accomplish this task, state-of-the-art 
telemetry techniques must be utilized. A completely digital data transmission 
scheme known as Pulse Code Modulation (PCM) is employed on six assigned UHF 
(ultra high frequency) frequencies within the band between 216 and 219.6 
mega Hertz. Six shelf stations can therefore be operated simultaneously; each 
on its own UHF frequency band. 

Shelf Station Electronics 

Sensors can be located either within, clamped to the outside or on the 
bottom near the base of the shelf station. As many as 15 sensors can be 
accomodated by a single station. Among the most frequently used sensors are 
digital wave staffs, absolute pressure sensors, passive electronic current 
meters and accelerometers (accomodation for other sensors which might be 
developed in the future, whose output is in volts is assured). 

A functional block diagram of the shelf station electronics is shown 
in Figure 5. The system is designed to accept 8 analog type sensors (e.g., 
pressure sensors) and 7 digital type sensors (e.g., digital wave staffs). 
Signals emanating from sensors having an analog format are amplified, attenuated, 
or offset in the signal conditioning section. Signal conditioning is necessary 
in order to take advantage of the entire dynamic range of the analog to digital 
converter. Sensors having an inherent digital format are interrogated by the 
digital multiplexer and their data is serially shifted into the PCM encoder. 

The PCM encoder functions as a master controller establishing the 
sampling rates for the sensor, converting all analog signals to digital, 
converting parallel data into serial,and generating a unique 10 bit pattern 
called a frame sync word. Timing is established by dividing down a high 
frequency oscillator to establish bit-time or clock, word time, and frame time. 
From these divider outputs, the necessary timing control signals can be 
derived. 

There are two interlocked multiplexers; one for analog data channels 
and one for digital data channels. The PCM format is designed to handle 16 
channels; 8 analog and 7 digital and 1 frame sync word. The frame sync word 
is assigned the first word in the frame; and is used by the receiving equip- 
ment to identify the start of the frame. During the second word time, the 
first analog channel is sampled, followed by the first digital channel. 
Alternating between analog and digital channels continues until all input 
channels have been sampled. This process constitutes a total frame of data. 
Frame after frame of data is formatted in this fashion giving a continuous 
serial stream of binary data. 

This serial bit stream of data consisting of a binary "l's" and "0's" 
is known as non-return to zero level code (NRZ-L). The NRZ-L signal turn is 
converted into a phase encoded signal called biphase level code (bi<j>-L). In 
a B1 <j>-L code the information (data) is contained in the clock phase (i.e., a 
binary "1" is represented by 0° clock and a binary "0" by 180° clock). It is 
this Bi(j>-L code, after it has been filtered at approximately twice the bit 
rate, that is transmitted over a UHF radio channel. The selection of Bi<j>-L 
code for transmission was motivated by one important characteristic; its 
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power spectrum density is zero at zero frequency, which is not true of other 
binary code types. This characteristic is important in this system for two 
reasons: (1) the design of the RF transmitter and receiver is much simpler 
because the RF system does not need dc response; and, (2) direct recording on 
a wide band analog tape record of the receiver output is more readily accomplished. 
A price must be paid for this desirable trait however; B1<j>-L code requires 
approximately twice the bandwidth for the same information rate than does NRZ-L. 
In the present system this increased bandwidth did not pose a problem. 

Presently the PCM encoder is set-up to operate at 50,000 bits per 
second which provides a single sensor sampling rate of approximately 300 samples 
per second. Although the sampling process used is sequential, this high rate 
insures virtually simultaneous data from all 15 sensors. 

Power Supply 

The shelf station and its complement of sensors are powered by especially 
packaged lead-acid batteries. A sketch of the power pack is shown in Figure 6. 
Two 12 volt batteries are connected in series to provide 24 volts for operating 
the system. For a typical installation, 80 amp-hr rated batteries will operate 
a shelf station continuously for 120 hours; or slightly longer if intermittently 
operated. 

In order to protect the battery's plates from the intrusion of sea 
water, a special oil mixture is used. The density of the oil is adjusted between 
that of the electrolyte and that of sea water. The oil allows the gas formed 
during battery discharge to escape, yet prevents sea water from mixing with the 
electrolyte. 

Most installations are in water shallow enough to have intensive wave 
action at the bottom and thus bottom scour is a potential problem. To prevent 
the power pack from tumbling a grid of aluminum tubing is used to support the 
batteries and extend support beyond the scour pit in the immediate vicinity of 
the battery. The power pack is diver recoverable and reuseable. Approximately 
four recharge cycles can be expected. 

Shore Station Electronics 

The shore station of the SAS System is a complete self-contained PCM 
ground station. It is housed in a mobile van to allow field work to be 
conducted at remote sites. Four 6 foot high racks of equipment comprise the 
electronics of the shore station. Data outputs from the system are in two 
forms: 1) hard copy in the form of 8 channel strip chart records; and, 2) 9 
level IBM compatible digital magnetic tapes. 

A functional block diagram of the shore station electronics is shown 
in Figure 7. A 6 channel receiver system was custom designed to 
receive the RF signal transmitted by as many as six shelf stations simultaneously. 
The six outputs of the receiver system are in the serial encoded Bi<t>-L format. 
All six Bicf-L signals are directly recorded on the 7 track, wide band analog 
tape recorder. This process is known as predetection recording. 

Along with the data, on the 7th track of the record, a precision time 
reference, IRIG standard time code format "B" (IRIG, 1960) is recorded. This 
time code uses amplitude modulation of a 1 KHz carrier to record the time of 
day in hours, minutes, and seconds. 
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Any one of the shelf stations can be selected for data reduction by 
the PCM system via the co-ax patch panel. The selection stations signal is 
applied to the PCM synchronization equipment. Synchronization must first be 
established with the serial Bi^-L encoded data. A PCM bit synchronizer, using 
a special type of phase lock loop, produces a coherent bit rate clock. The 
bit synchronizer also detects and converts the serial Bi<j>-L data back to NRZ-L. 

Recovered NRZ-L data and clock is used by the frame synchronizer which 
is programmed to recognize and synchronize to the frame sync word generated 
by the PCM encoder in the shelf station. The frame synchronizer is equipped 
with bit and word counter identical to those in the PCM encoder, therefore 
when the frame sync word is detected, these counters are forced into step with 
the counter generating the data. Once synchronization is established all 
data channels can be identified by their location in the PCM frame. The frame 
synchronizer groups the data into 10 bit words and presents these words in 
parallel to the channel selector/data filter along with frame location identi- 
fication. 

The channel selector/data filter allows the system operator to select 
any eight of the possible 15 data channels to be displayed on the strip chart 
recorder. Each selected channel can be filtered using a running-mean digital 
filter which averages the data over 2n samples where n can range between 0 
and 7. The selected data channels are formatted for digital magnetic tape for 
later computer analyses. Most analysis involves computation of power spectrum 
using fast fourier techniques. This technique requires a record length 2n where 
n is any positive integer. In our computer programs n is usually 12 (i.e., 
4096 data points). The system allows flexibility in selecting the sampling 
rate which produces the 4096 data points. The operator can select a rate from 
as low as one sample every two seconds to as high as 16 samples per second. 
In order to insure simultaneous data from all 8 channels, a memory is provided 
in the channel selector/data filter to store the data until requested by the 
tape formatter. 

Simultaneous samples from all six shelf stations are made possible by 
the serial time code recorded along with the data on the analog tape recorder. 
Precise control of the start time in the playback mode insures simultaneous 
sampling of the data. Playing the analog tape through the system while holding 
the start time constant, enables all shelf stations to be sampled at the same 
time. 

Applications 

The SAS System has many possible modes of operation,some of which are 
depicted in Figure 8. The general configuration shown in A might be used to 
study surface waves coupled through a thermocline, or to study the interaction 
of internal and surface waves. This configuration distributes sensors along 
the water column. 'Wave climate' can be obtained using a single shelf station 
as shown in B and C. Configuration B uses an array of pressure sensors placed 
along the bottom from which wave energy and directional spectra can be inferred 
by computation. Configuration C uses a passive electronic current meter to 
resolve direction and a pressure sensor for measuring wave energy. Finally, 
an array of shelf stations can be used to study larger scale phenomena such 
as edge waves, and the study of circulation and mixing over the shelf. 
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ANTENNA 

DIGITAL WAVE STAFF 

ACCELEROMETER-*^ 6 

ELECTROMAGNETIC 
CURRENT CHAIN-*. 

THERMISTOR CHAIN 

?£- 
PRESSURE SENSOR 

A. GENERAL CONFIGURATION B. WAVE   CLIMATE: 
-Array of blind sensors 

C.WAVE CLIMATE-- 
-Blind sensor with direction from 

orbital components 

D. WAVE   CLIMATE"- 
-Array of shelf stations 

Figure 8.    The shelf station is shown in four arrangements, each one of which 
uses common modules.    Survival of prototype units have encouraged 
speculation that storm data may be taken continuously. 
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The use of the SAS System is exemplified in a wave climate study. For 
this study a shelf station was deployed in 10 meters of water along with a 
four element pressure sensor array. The array was placed parallel with the 
beach and with a spacing of 30 meters, 60 meters, 30 meters (1-2-1). Figure 9 
shows the energy spectra computed from 4096 data samples. Sampling rates for 
all sensors was 4 samples per second. The maximum energy occurs at a wave 
period of 8.7 seconds. The directions of various wave periods were computed, 
and are shown in Figure 10. Note that the direction of the waves is frequency 
dependent varying from -5 degrees for the wave of 8.2 seconds and less through 
0 degrees for the 8.7 second wave to +5 degrees for the longer period wave of 
11.1 seconds and greater. 

Work is continuing on software for computing the directional spectra 
from the array data. The example given here represents preliminary results 
from this effort. 

SUMMARY 

The SAS System provides a nontraditional approach to simultaneity of 
measurement from large sensor arrays. Each record provides background for 
other measurements, and for cross-spectral analysis between various measure- 
ments. Synoptic collection of data is essential for a comprehensive and 
unifying study of the dynamic environment of the nearshore area. 
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CHAPTER 3 

A Discussion of Some Measured Wave Data 

by 

J.R. Wilson1 and W.F. Baird2 

ABSTRACT 

The significant wave height and peak period as derived from the spectral 
analysis of 171 measured wave records taken in the ocean off Western Head, 
Nova Scotia are compared to the more classical parameters derived from 
individual wave heights and by the Tucker method.  The highest surface 
elevation and the maximum wave height occurring in the records are 
compared to values predicted by Cartwright and Longuet-Higgins (1956), 
Goda (1970), and Longuet-Higgins (1952). 

1.  Introduction 

The Canadian Wave Climate Study has been in operation since 1968, as a 
joint venture between the Department of Public Works and the Department 
of the Environment. The present study was patterned after the pioneer 
one conducted earlier by the National Research Council of Canada in 
Lake Superior and the Gulf of St. Lawrence. The purpose of the effort 
was to obtain data in direct support of specific engineering projects, 
and to provide general coverage of large areas of the coastline. This 
has led to the maintenance by the study during the past two years of 
in excess of twenty-five wave recording stations, each recording for 
20 minutes every 3 hours. 

Because of the large quantity of wave records being collected, it became 
necessary to employ digital computing techniques if the analysis was to 
keep pace with the field program. Accordingly, a suitable recording and 
digitizing system, similar in general philosophy to the one employed 
earlier by the National Research Council, was developed.  The main 
difference in the new system was its orientation towards the production 
of a permanent file of wave profiles on digital magnetic tape in addition 
to an analysis for wave parameters. 

At that point it became necessary to make a decision as to the analysis 
technique to be employed.  It soon became obvious that the most economical 
and practical method was to compute the spectrum of each 20 minute wave 
record using the fast fourier transform algorithm developed by Cooley and 
Tukey.  The reasons for this were, firstly, that the signals recorded often 
contained some low and high frequency noise outside the wave frequencies. 
This made it necessary to digitally low pass and, in some cases, even band 
pass filter the data before reliable results could be obtained from a 

1. Wave Climate Study, Federal Department of the Environment, Ottawa 
2. Design & Construction, Federal Department of Public Works, Ottawa 
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computer algorithm for picking off crests, troughs, zero crossings, etc., 
for a traditional analysis.  Secondly, the computer algorithm developed 
to pick off the crests, etc., and perform the traditional analysis, 
proved to be slightly more expensive than the fourier transform. Adding 
to this the cost of filtering, the traditional analysis became prohibitively 
expensive.  The spectral analysis of a 20 minute wave record presently 
costs the study about 32 cents. 

A drawback of adopting this technique as our standard analysis procedure 
was that it has not been that commonly used.  Consequently, many applications 
and design techniques are based on parameters that are not directly derived 
from the spectrum. The zero crossing period, for example, has no spectral 
equivalent. Design may require the most probable maximum crest to trough 
wave height or the significant wave height defined as the mean of the highest 
one-third of the waves. Present theory permits derivation of these quantities 
directly from the specturm only when the spectrum consists of a single narrow 
band of frequencies. 

The work reported here was undertaken to gain some insight, for ourselves 
and users of our data unfamiliar with the spectrum approach, into the 
empirical relations between the spectral parameters and the more classical 
ones.  In particular, we are interested in this comparison for routinely 
gathered wave data featuring a range of spectral widths. Also because design 
techniques often require information on extreme wave heights or maximum water 
elevations, we required to compare observed values with those predicted by 
theory. 

2. Wave Data 

The wave data presented here was collected off Western Head, Nova Scotia, 
between May 1970 and July 1971. The wave measuring device employed was the 
Dutch waverider accelerometer buoy.  It was moored at a point where the water 
depth was approximately 20 fathoms, as shown in Figure 1. The water surface 
height was telemetered to the navigation light station at Western Head and 
recorded as an F.M. signal on a commercial quality stereo tape recorder. 

In selecting the records to be used in the analysis, care was taken to obtain 
a reasonably uniform distribution of spectral widths. The lowest value 
measured in the 15 months was 0.41, the highest 0.91. The distribution was 
fairly uniform from 0.5 to 0.8 with a few values between 0.41 and 0.5 and 
between 0.8 and 0.9.  In all, 171 records were used in the exercise. 

The data was first passed through our standard system of programs to obtain 
the spectral parameters.  In computing the spectrum the records were broken 
into 8 sections, each section consisting of 1,024 samples of water surface 
height.  The time step between samples was chosen to give about 60 estimates 
of spectral density in the frequency band corresponding to 2 to 20 second 
period waves. The spectral density was then computed as the mean of the 8 
values at each frequency. 
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Secondly, the data was filtered with a sharp cut-off phase shiftless 
digital band-pass filter which effectively removed frequencies above 
0.7 and below 0.025 Hz. Algorithms were then developed to pick off 
crests, troughs, zero crossings, etc., and compute from these the non- 
spectral parameters discussed in the following section. 

3.  Experimental Results 

3.1 Significant Wave Height 

Figure 2 shows the comparison between the significant wave height 
defined as 4-rriJ and Hj* , the mean of the highest 1/3 of the 
crest to trough waves. Here ma is defined as the zeroth moment 
of the spectrum integrated between frequencies corresponding to 
periods of 2 and 20 seconds. The crest to trough wave is defined 
as the difference in height between a crest and the preceeding 
trough. 

The slope of the least squares line is 0.8. The spectrum has 
generally yielded a significant wave height of the order of 25 
percent greater than H'/3 . The cluster of points in the lower 
left corner of the plot is contributed by the records with the 
smaller values of spectral width. As would be expected the 
scatter is considerably less and this data would be better fitted 
by a line of steeper slope. 

Figure 3 shows the comparison of the significant wave heights as 
derived by the Tucker and spectrum methods.  The second highest 
crest and lowest trough were used for the Tucker analysis in this 
case. The scatter has slightly increased but general agreement 
is improved as the slope of the least squares line is 0.87. 

Figure 4 shows the comparison of the mean of the highest 1/3 of the 
zero upcrossing waves and the significant wave height from the 
spectrum. The zero upcrossing wave was calculated as the difference 
in height between the highest surface elevation between a zero 
upcrossing and the following downcrossing and the the lowest surface 
depression between the previous zero downcrossing and upcrossing. 
The slope of the least squares line is 0.94 and the correlation 
coefficient is 1.00. 

The rather good agreement should not be surprising.  The slope of 
the spectrum for most of the records considered would be a steep 
rise at the low frequency end to a peak followed by a fall at a 
rate something like f-5. The integral under the spectrum would be 
relatively insensitive to the presence of higher frequencies because 
of the f~5.  By calculating the zero upcrossing waves as defined, 
the effect of small waves carried on large waves has essentially 
been ignored.  It would seem, therefore, that both analyses have 
been determined by waves with frequencies in the neighbourhood of 
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Figure 2.  H l/3, in feet, of crest to trough waves plotted against the 
significant wave height, in feet, as obtained from integration under the 
spectrum.  The correlation coefficient is 0.99 and the slope of the least 
squares line is 0.80. 
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Figure 3. Significant wave height in feet as obtained by the Tucker method 
plotted against significant wave height as obtained from integration under 
the spectrum. The correlation coefficient is 0.98 and the slope of the 
least squares line is 0.87. 
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Figure k.    H 1/3 in feet of zero upcrossing waves plotted against the 
significant wave height as obtained'from integration under the spectrum. 
The correlation coefficient* is 1.00 and the slope of the least squares 
line is 0.94. 
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the peak of the spectrum.  Consequently, the statistics of the 
zero upcrossing waves should be rather similar to those of the 
crest to trough waves in the case of a wave record featuring 
a single narrow band of frequencies. This is in part borne out 
by the observations that zero upcrossing waves are Rayleigh 
distributed irregardless of spectral width. These comments, 
of course, do not necessarily apply to a double peaked spectrum. 

3.2  Wave Period 

Figures 5, 6 and 7 are the comparisons between the peak period 
of the spectrum, and the zero crossing, significant crest to 
trough and significant zero upcrossing periods respectively. 
The peak period of the spectrum is defined as the inverse of the 
frequency at which the maximum spectral density occurred. The 
zero crossing period was computed in the usual manner. The 
significant crest to trough period is the mean of the periods 
of the highest one-third of the crest to trough waves. 
The significant zero upcrossing period is the same parameter for 
the zero upcrossing waves. 

The correlation coefficients of 0.89 to 0.98 came as a surprise 
as various people had commented to us that these correlations 
did not exist.  In retrospect it is clear that for the type of 
wave records analysed they must exist.  If the type of waves 
encountered are those associated with more or less fully developed 
wind generated seas, then the spectrum will usually be of the 
single peaked f~5 type discussed earlier.  If this is the case, 
the waves in the neighbourhood of the peak of the spectrum will 
essentially determine when the surface crosses zero. Lacking 
strong phase coherence, the other waves simply do not possess 
enough amplitude to overcome the large waves very often. 

Since most of the wave records analysed here had significant wave 
heights in excess of 5 feet, the fully developed condition usually 
existed and, therefore, the high correlation.  If lower significant 
wave heights had been considered, more double peaked spectra might 
have been encountered with a resulting decrease in the correlation. 

3.3  Height of the Maxima of Surface Elevation 

A comprehensive theory has been developed for the statistical 
behaviour of the maxima of surface elevation by Cartwright and 
Lonquet-Higgins (1956).  The maxima are defined as the heights of 
the crests above the zero line. The theory shows that the statistical 
distribution of these maxima when normalized by m^-   is a function 
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Figure 5-  Average zero upcrossing period in seconds plotted against the 
peak period of the spectrum.  The correlation coefficient is 0.96 and the 
slope of the least squares^line is 0.56. 
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Figure 6. Significant period in seconds of the crest to trough waves plotted 
against the peak period of the spectrum. The correlation coefficient is 0.90 
and the slope of the least'squares line is 0.53- 
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.Figure 7-  Significant period in seconds of the zero upcrossing waves plotted 
against the peak period of the spectrum.  The correlation coefficient is 
0.98 and the slope of the least squares line is 0.S4- 
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only of the spectral width, m,   Is the square root of the 
Integral under the spectrum and the spectral width is defined 
as: , i 

C1   _  '",,"'>«. _ m2. 

where m is the n1-" moment of the spectrum taken about zero. 

From the distribution the following relations are developed: 

Mx   - 2. - C ,-V, 

where yut' is the second moment of the normalized maxima, >i 
taken about zero, 1] m  is the expected mean of the highest 
maximum in the sample, and N is the No. of waves in the 
sample. 

This leads to: y_ -.'<, i ~f ^ 

which describes the ratio of the maximum in a sample to the 
root-mean-square as a function of spectral width. 

Figure 8 shows a comparison of the above theoretical relations 
with the observed values for the first 100 maxima in each of the 
171 wave records. The records were grouped according to spectral 
width and then the means and standard deviations in the means were 
plotted as the error bars. The smooth curve in each case is the 
expected theoretical value. 

In the upper plot only the first point shows significant departure 
of {/J% )±  from the theoretical value. Both the first and last 
points were determined by only a few records. These records were 
characterized by significant wave heights small enough so that the 
signal to noise ratio of the recording system might have been 
important. Little weight can therefore be given to the departure. 

The middle plot describing the normalized expected maximum in 100 
waves as a function of spectral width shows good agreement with the 
theory with no significant departures. 
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FIGURE 8.  Parameters of Cartwright and Longuet-Higgins (1956) plotted 
against spectral width.  The error bars represent the mean and the 
standard deviation in the mean of the observed values.  The continuous 
lines are the values predicted by the theory. 
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The lower plot shows the mean of the ratio of the largest in the 
sample to the root-mean-square as a function of spectral width. 
The points corresponding to the smallest and largest values of 
the absissa are in doubt as mentioned earlier. Although it 
would appear that the other observed points tend to take a 
slightly lower value than the theoretical,  the agreement must 
be considered good as the largest deviation is approximately 4%. 

Figure 9 is a comparison of the experimentally observed 
distribution of the highest maximum in a train of 100 zero 
upcrossing waves compared to the theoretical distribution as 
developed by Goda (1970) from the theories of Cartwright and 
Longuet-Higgins (1956) and Davenport (1964).  It is expected 
that the records for which the signal to noise ratio was poor 
would in this case also tend to yield too small values of the 
highest maximum. This might account for the excess of low values. 
However, the conclusion reached by Goda in his simulation study 
that the observed concentration was narrower than the theoretical 
would not seem to be justified here. The number of observed 
values in excess of 4 is greater than the theory predicts. 

_•* 
The theoretical curve is given by  P'Clmox) - *)   Xe 

i,1 

- 'max 
where, J z.   Ne e.      'Z-      N0 - 100 

3.4 Maximum Wave Amplitude 

Figure 10 shows plots of the ratio of the maximum wave amplitude 
to the root-mean-square wave amplitude as a function of spectral 
width for the first 100 waves of each record. The upper plot 
is for zero upcrossing waves and the lower for crest to trough 
waves. The horizontal line corresponds to the expected value 
of 2.28 proposed by Longuet-Higgins (1952) for 100 waves.  In the 
case of the crest to trough waves the observed values increase 
with spectral width as expected. The value for the small spectral 
widths is less than the expected theoretical value by about 3 to 5%. 
In the case of the zero upcrossing waves the observed value appears 
to be nearly independent of spectral width as would be expected 
under the assumption that the statistics of the zero upcrossing 
waves are similar to crest to trough waves with a small value of 
spectral width. The value is also slightly lower than the predicted 
2.28 however. 

3.5 Runs of Waves greater than Hj/g. 

A run of waves of length j is said to have occurred when j waves 
in a row have exceeded some predetermined value. Goda (1970) gives 
the probability of a run of waves greater than Hj/3 and of length j 
occurring as: 

Pj (j) = PJ-i-q 
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Figure 9- Observed and theoretical values of the highest maxima (normalized) 
in 100 zero upcrossings plotted gainst the probability density. The bar 
graph is the observed data and the smooth curve the predicted probability 
density function. 
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Figure 10. The observed ratio of the highest wave amplitude in a train of 
100 waves' to the root-mean-square wave amplitude plotted against spectral width. 
The top plot is for zero upcrossing waves and the bottom plot is for crest 
to trough waves.  The horizontal line represents the value of 2.28 predicted 
by Longuet-Higgins (1952) for a narrow band spectrum. 
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FIGURE 11.  The observed and. theoretical values of the probability of a run of 
waves greater than H 1/3 versus the length of the run. The top plot is for 
zero crossing waves and the bottom plot is for crest to trough waves. 
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where P is the probability of a wave exceeding H,/, (=0.134) and 
Q •= 1-P. ' 

Figure 11 shows a comparison of the observed results for zero 
upcrossing waves (top plot) and crest-to-trough waves (bottom 
plot). The line is the theoretical value and the points the 
observed probabilities. The results are very similar. Both 
tend to show runs of waves tend to occur much more frequently 
than the simple theory suggests. 

4.  Conclusions 

The significant wave height computed from the integral under the 
spectrum most nearly represents the mean of the highest one-third 
of the zero upcrossing waves and is independent of spectral width 
for the type of records analyzed here. 

There are strong correlations between the zero crossing period, 
significant period and significant zero upcrossing period respectively 
and the peak period at least in the case of fully developed seas 
featuring a singly peaked spectrum with an f-5 behaviour. 

The theories of Cartwright and Longuet-Higgins predict very well the 
values of the ratio of the largest in a sample of maxima to the root- 
mean-square as a function of spectral width for values of spectral width 
between 0.5 and 0.9, the largest observed deviation being about 4%. 
The theoretical distribution presented by Goda (1970) for the maximum 
water surface height in 100 zero upcrossings fits the observed distribution 
reasonably well. However, the deficiency of high values found by Goda 
in his simulation experiment has not occurred here. 

Runs of waves greater than Hj^/3 and of lengths greater than 1 seem to 
occur in some cases several times more frequently than indicated by 
simple theory based on the probability that the event will occur at 
one trial. 
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CHAPTER 4 

SOME RESULTS OF A DIRECTIONAL WAVE RECORDING STATION 

by 
* 

J. Ploeg 

ABSTRACT 

An experimental deep water wave recording station has 
been operated in Lake Ontario, Canada, from 1969 to 1971. 
The station included a triangular array with four wave 
sensors and a stable platform.  The aim of the study was to 
obtain a better understanding of the usually rather vaguely 
defined wavelength parameter of a wind-generated sea and to 
record the direction of wave propagation directly in the 
wave generation field. 

The station has also been used to test newly developed 
wave sensors, or to check and calibrate some of the exist- 
ing wave recording systems, including staff gauges, pressure 
cells and accelerometers. 

The paper describes briefly the mooring system of the 
floating stable platform and the triangular array.  A 
comparison is made between various wave recorders, mainly 
by using spectral analysis, and some results of the wave- 
length and wave direction study are discussed. 

INTRODUCTION 

A general wave climate study of the Great Lakes and 
the Gulf of St. Lawrence for the Canadian Ministry of Trans- 
port in the late sixties resulted in some 20,000 wave freq- 
uency spectra.  These wave data were presented in a report, 
which listed the significant wave heights and frequencies 
of the peak of the spectra as the two basic parameters 
defining the recorded sea state.  ("Wave Climate Study - 
Great Lakes and Gulf of St. Lawrence", J. Ploeg, May 1971, 
NRC Report MH-107A or T- and R-Bulletin 2-17, Society of 
Naval Architects and Marine Engineers.)  A number of other 
parameters was derived from the two basic parameters, such 
as the wavelength, which was calculated from the frequency 
of the peak of the spectrum, using the first order, small 

amplitude wave theory, L = 2—_—ZL. 
to2 

However, it was felt that no information was available 
on the physical meaning of this computed wavelength para- 
meter.  In the past, the mean wave period has often been 
used to calculate the wavelength, mainly because spectral 

Head, Hydraulics Laboratory, National Research Council, 
Ottawa, Canada, K1A 0R6. 
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analysis was not readily available. 

Just as the original significant wave height defini- 
tion was chosen to correspond to the wave height estimated 
visually by an experienced observer, the wavelength should 
perhaps also be defined as a physically more meaningful 
parameter, possibly corresponding to the obvious periodicity 
of the sea, which can be observed on so many aerial photo- 
graphs . 

More directional information of wind generated seas 
in areas of limited fetch lengths, such as the Great Lakes, 
was also desirable. 

Lake Ontario was chosen to install an experimental 
wave recording station, from which the above mentioned 
studies could be conducted.  The development of new wave 
recorders and the calibration of some of the existing 
instruments was a natural extension of the main study. 

STATUTE MILES 

EH h-d.   t-H . 

Fig. 1.  Location of Wave Direction Study Station 
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MOORING SYSTEM OF THE STATION 

The station was installed near Presqu'ile Point, Ont., 
about 7 miles offshore in 155 ft of water, guaranteeing the 
recording of true deep water wave conditions.  The maximum 
fetch was approximately 110 miles from the S.W. (Fig. 1). 
The station consisted of a stable floating platform, built 
up from 8 inch diameter tubular steel, with an 8 ft triang- 
ular cross-section and an overall length of 100 ft.  The 
10,000 lbs positive buoyancy was supplied by two steel 
tanks, housed within the triangular framework; the vertical 
stability of the platform was excellent.  Two buffered guy 
wires prevented rotational movements of the platform.  On 
top of the platform, which protruded 12 ft above the mean 
water level, a 60 ft high fibreglass mast was mounted to 
install the meteorological sensors (Fig. 2).  All power 
supply and recording equipment was mounted in waterproof 
cabinets on top of the platform. 

The array of wave sensors was moored to a 60 ft triang- 
ular anchor, built up from tubular steel and guy wires.  It 
was placed about 100 ft away from the platform.  Four, 60 ft 
long slender spar buoys, made up of steel and plastic pipes, 
with 6 00 lbs buoyancy each, were suspended from the three 
apexes of the triangle and from the centroid.  Pressure type 
wave sensors were installed on top of the buoys, 15 ft below 
the mean water level.  A small triangular framework was 
attached to the buoys just below the pressure cells, to 
guarantee the exact geometry of the array.  The 60 ft 
dimension of the array was chosen as half the most frequ- 
ently occurring wavelength on Lake Ontario. 

INSTRUMENTATION AND ANALYSIS 

The platform was instrumented with a step resistance 
type wave staff gauge, a transmission line type wave staff 
gauge and an absolute and differential pressure cell type 
wave sensor.  The array was equipped with four absolute 
pressure cells.  All these instruments were developed and 
built at the National Research Council.  Two commercial 
accelerometer type wave recorders were moored a short 
distance away from the platform, namely a B.I. wave re- 
corder made in Canada and a Waverider, made in the 
Netherlands. 

The step resistance type staff gauge and the pressure 
cells were of fairly standard design and no details are 
given here.  The transmission line gauge used a relatively 
new approach and is briefly described next. 

The gauge consisted of two concentric metal tubes, the 
outside one 2 inches in diameter, the inside one 1 inch in 
diameter.  The outside tube was perforated to allow the 
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water level inside the tube to follow the wave profile.  The 
two tubes formed a coaxial transmission line.  An electro- 
magnetic wave generated at the top of the gauge and guided 
by this transmission line, reflected upon the water surface, 
where the permittivity changed by a ratio of 1:81 (air/water). 
The reflected wave travelled back to the top of the gauge, 
where it was used to generate a new wave, but of opposite 
polarity.  The result, of course", was a square wave oscilla- 
tion with the period linearly proportional to the wave height. 
The frequency of the oscillation was typically several mega- 
hertz and had to be scaled down to be recorded on tape. 

Output signals of all wave recording instruments were 
transmitted by cables to the recorders on the platform to 
eliminate noise problems.  The pulse frequency or period 
modulated signals were simultaneously recorded on a multi- 
channel tape recorder.  Only the Waverider system was trans- 
mitted to a shore station and recorded separately as an 
analog signal on an F.M. tape recorder. 

The analysis of the recorded data was done on a small 
digital computer, which had an extensive analog to digital 
interface.  A special programme was written, which allowed 
the analysis to be carried out as a one-pass computation-, 
with a minimum of manual intervention from the operator. 
The programme allowed a simultaneous input of up to four 
channels.  Demodulation of the signal into an analog voltage 
preceded the power spectral density analysis, which used the 
Fast Fourier Transform technique.  The spectra were displayed 
to enable the operator to select frequency limits, if so 
desired, to compensate the "pressure spectra" using the Airy 
theory to obtain wave height spectra.  Filtering of the data 
to specific bands of frequency could be done next.  The 
computation of the RMS values of the four records was used 
to normalize the data, before the cross-correlation functions 
were computed. 

The various calculations were done for the spectra as a 
whole as well as for different filtered portions of the spectra, 
with the filter limits selecting the frequency bandwidth defined 
by the location of peaks in the spectra.  The bandwidths of the 
filtered spectra were typically 0.1 to 0.2 rad/sec.  The time 
delays, resulting from the 6 cross-correlation functions 
were then used to compute the direction of wave progagation 
and the wave celerity.  The wavelength was obtained by multiply- 
ing this wave celerity with the period corresponding to the 
frequency of the peak of the unfiltered or filtered spectrum. 
A flow chart of the programme is shown in Fig. 3. 

COMPARISON OF WAVE RECORDERS 

Although a comparison of wave recorders was originally 
not the reason for this study, it certainly turned out to be 
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an integral part of the programme.  The entire facility lent 
itself pre-eminently for this purpose and the results were 
rather interesting. 

The two different types of staff gauges yielded nearly 
always identical results in the power spectral densities, as 
well as the demodulated analog signal of the wave heights. 
Figure 4 is a typical example of the excellent comparisons 
obtained between the two instruments.  The distance between 
the two gauges on the platform was approximately 4 ft.  The 
transmission line wave staff gauge will be developed further 
by the National Research Council within the next year, be- 
cause the cost and maintenance requirements turned out to be 
much less than any of the known staff gauge type wave recorders. 

The differential pressure cell showed generally also 
good agreement with the wave staffs, except for frequencies 
higher than 0.3 Hz.  The time history of wave heights from 
a pressure cell record was obtained by doing a Fourier trans- 
form on the recorded pressures, a compensation and conversion 
from pressures to amplitudes and a subsequent inverse Fourier 
transform to give wave height (Fig. 5). 

The absolute pressure cell was slightly less accurate 
than the differential cell, probably because of the depth of 
submergence term, which had to be supplied from estimates of 
the mean water level.  The differential cells, were of course 
not sensitive to the long term changes of the mean water level. 
Figure 6 shows an example of the typical results of a compari- 
son between an absolute pressure cell and a wave staff gauge. 

The B.I. wave recorder is not available anymore, but 
since it had been used extensively in the earlier quoted 
Wave Climate Study, this evaluation was extremely useful 
and a number of corrections were indeed applied to the 
original data as a result of this study. 

The Waverider system could not be recorded on the same 
tape recorder with the other instruments and a direct 
comparison was therefore not possible.  However, spectra 
recorded over the same time intervals compared reasonably 
well, both in spectral shape and in RMS values, the latter 
mostly within 10% of those of the wave staffs.  It should be 
remembered that Lake Ontario does not have any high currents, 
which may in other locations affect some of these floating 
and moored wave recording systems severely. 

RESULTS OF THE DIRECTIONAL ANALYSIS 

The principal aim of the study was to determine a 
realistic wavelength parameter in a wind generated sea. 
The flow chart in Fig. 3 showed briefly how the outputs of 
the four sensors of the triangular array were used to 
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calculate the wave celerity and the direction of wave propaga- 
tion. 

In all cases the wavelengths resulting from this calcula- 
tion turned out to be very close to the wavelength parameters 
obtained from the frequency of the peak of the unfiltered or 
filtered spectra and the small amplitude wave formula 

L =  =—2L.  An interesting observation was that the devia- 

tions which occurred always indicated the wavelengths observed 
with the array to be longer than those calculated from the 
standard linear formula.  The maximum difference was of the 
order of 10%.  This discrepancy might be real, or might have 
been caused by a slight movement of the mooring system of the 
array.  A further survey will be done in the near future to 
examine this in detail. 

It appears reasonable to use the frequency of the peak 
of the spectrum to calculate a wavelength parameter, using 
the linear formula.  This wavelength will indeed have a very 
real physical meaning, since it almost certainly corresponds 
to the length dimension between the crests of successive 
waves, which is so obvious when flying over a wind generated 
sea.  It might be useful to refer to this wavelength para- 
meter in the future as the "dominant wavelength". 

As far as directional information is concerned, the 
results of the analysis indicated that the propagation of 
waves with frequencies close to the peak of the spectrum was 
parallel to the average wind direction, after the wind had 
been blowing sufficiently long from the same direction. 
There was some doubt about the accuracy of the observed wind 
direction by the meteorological mast on the platform, due 
to a possible rotational movement of the platform over ±10°. 

The triangular array in Lake Ontario was not very 
sensitive for the higher frequency components of the spectra. 
Directional and wavelength resolution beyond 0.3 Hz was not 
very good, although improvements in the results can be 
obtained by a more sophisticated analysis technique, which 
is presently being programmed. 

Prom the results so far it appears that no definite 
trend in the spread of the wave direction occurred over the 
various bands of frequency of the spectra.  It is expected 
that next year's study will resolve this question. 

However, it should be noted that Lake Ontario has 
limited fetch lengths and swell does not develop.  Only 
locally wind generated waves are observed at a recording 
station.  In the oceans, swell will often start reaching a 
wave recording station long before the actual storm arrives 
which causes the locally generated waves.  The low frequency 
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components of an ocean wave spectrum (the swell) will usually 
have a directional component different from the direction of 
the wind driven sea.  Therefore, less spread should be 
expected in the Lake Ontario spectra than in the ocean 
spectra reported in the literature. 

SOME OTHER ANALYSIS RESULTS 

A number of other analyses were performed on the wave 
data from the Lake Ontario station and some of the prelim- 
inary results are briefly reported here because of their 
general interest. 

Wave and meteorological data were observed and recorded 
continuously during an average storm on October 24 and 25, 
1971.  The record of a wave staff gauge was used to carry 
out some 200 spectral analyses over 16 minute intervals, 
with the starting points only 4 minutes apart, covering a 
total of about 13 hours of the storm.  Figure 7 illustrates 
the spectral history of the storm, showing the familiar 
pattern of the build-up to a fully developed sea state with 
the peak of the spectrum continuously shifting to the lower 
frequencies and increasing its power spectral density value. 

One of the conclusions to be drawn from this presenta- 
tion pertains to the degree of stationarity of the input 
signal in the various frequency bands.  Figure 8 is a plot 
of the power spectral density values at 13 different freq- 
uencies versus time.  Typically the analysis had 20 degrees 
of freedom, giving a spread in the estimates of the spectral 
density values of about ±50%, using the 90% confidence limits 
of the Chi-square distribution.  Figure 8 reveals that at 
most frequencies the spectral density values are within the 
±50% band and therefore the process can be considered to be 
stationary.  Only at the lower frequencies does the non- 
stationarity of the record become obvious and conclusions 
from spectral analysis techniques Should thus be drawn with 
the necessary care. 

The final figure, Fig. 9, is a plot of the RMS values, 
the peak frequencies and the meteorological data versus time 
for the length of this particular analysis.  The RMS values 
over the 16 minute periods at 4 minute intervals show ex- 
cellent continuity and give added confidence in the use of 
the RMS value for the estimation of wave heights even if the 
process is somewhat non-stationary as demonstrated earlier. 
Evidently, spectral analysis techniques are often employed 
to obtain RMS values because of compensation requirements. 

The peak frequency curve seems to show a tendency to 
jump between discrete frequencies.  No satisfactory physical 
interpretation has been found so far. 
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HISTORY OF A STORM ON LAKE ONTARIO 
NEAR PRESQU'ILE  OCT 24 TO 25, 1971 

POWER SPECTRAL DENSITY VALUES 
AT 

13 SELECTED PEAK FREQUENCIES 

51 RAD/SEC 

24 OCTOBER ,1971 —-| — 25 OCTOBER, 1971 

Fig. 8.  Power Spectral Density Values at 
Different Frequencies During a Storm 
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Wave and Wind Parameters of a 
Lake Ontario Storm 

The wind data were recorded 10 m above the mean water 
level; no attempt has been made yet to correlate the wave 
and wind records. 

CONCLUSIONS 

The study has probably up to now presented more problems 
than it has solved, although the question of a definition of 
the wavelength appears resolved.  It is intended to improve 
on the mooring and recording aspects of the station in the 
coming years so that the many other questions which have 
arisen may also be answered, such as the up to 10% difference 
between measured and calculated wavelengths, the spread in 
the direction of wave propagation in a wind generated sea, 
the possibility of the occurrence of discrete frequencies in 
a wave spectrum and also, a further correlation between the 
wind and wave records. 





CHAPTER 5 

AN APPROACH TO AN OFF-SHORE WAVE CLIMATOLOGY 

by 

J.A.W. McCulloch 

Atmospheric Environment Service 
Canada Department of the Environment 

ABSTRACT 

A project to derive a wave climatology for that portion of the Atlantic Ocean 
between 30° and 60° N. and west of 30° W, recently begun by the Atmospheric Environ- 
ment Service of Environment Canada, is described. The data base is produced from 
isolines of significant wave height and from plotted ship data. Details of the preparation 
of the basic analysis as well as the design of the remainder of the project are presented. 
Intermediate results will provide guidance to potential users of the wave climatology until 
sufficient data have been accumulated to lend statistical reliability to the analysis. 

INTRODUCTION 

In his opening address to the Thirteenth International Conference on Coastal 
Engineering, Mr. M.P. O'Brien, Chairman of the Coastal Engineering Research Council of 
American Society of Civil Engineers stated, inter alia, that knowledge of wave climate is 
primitive, and that this fact has created a " . . . most frustrating gap in the kit of tools 
available to the coastal engineer." A major cause of this unfortunate situation is the lack 
of a suitable data base for many areas of interest. This paper describes a project designed 
to reveal the wave climate of the portion of the Atlantic Ocean between 30° and 60° north 
latitude, and west of 30° west longitude, but the approach is potentially applicable to any 
ocean area. 

Measurements are ordinarily the raw material for any statistical study. Unfor- 
tunately, in the area under consideration, few deep-water wave measurements exist, and 
those are strongly biased in position and time. Visual estimates of wave conditions are 
made by ships crossing the area, but like any visual estimate, accuracy depends strongly on 
the individual, the conditions to which he is exposed at the moment, and other unquanti- 
fiable variables. Furthermore, most such estimates are also biased in space and time. 
Hindcasts based on the surface wind field are possible, but the derivation of the latter 
from surface pressure gradients and isobar curvature is tedious and can produce misleading 
results. Perhaps within the decade, satellite-borne instruments will relieve the problem. 

Faced with the immediate problem of wave statistics for the continental shelf 
areas of Canada's Atlantic Coast, H.J.A. Neu, an engineer on the staff of the Bedford 
Institute, Marine Sciences Directorate of the Canada Department of the Environment, 
recognized the potential of routine analyses of significant wave height (Hs) at 0001 and 
1200 GMT over the northwest Atlantic made by the Atmospheric Environment Service 
(AES) of the Canada Department of Environment. He undertook a feasibility study 
(Neu, 1971), and demonstrated to the AES the desirability of undertaking a similar program 
on an operational basis. 

145 
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In the following sections of this paper, the procedures used in the preparation 
of the basic wave-height analysis are presented, Neu's pilot project is briefly described, and 
the AES project which has evolved is discussed in detail. While many years of data will be 
required to determine the wave climate, intermediate results will be of interest to those for 
whom alternative guidance does not exist. However, in such cases, the user of the inter- 
mediate results must recognize the limitations of the program and the hazards of using 
samples of insufficient size for statistical reliability. 

THE BASIC ANALYSIS 

To meet a portion of the requirements of maritime units of the Canadian 
Armed Forces, the Meteorology and Oceanography (METOC) Centre in Halifax has 
undertaken a program of the analysis and prognosis of significant wave height. Isolines 
of significant wave height at one-metre intervals are analysed twice daily (fig. 1), and are 
used as the base charts for 12-, 24- and 36-hour prognostics. The method of analysis 
combines observations from ships and offshore drilling platforms with hindcasting, while 
imposing spatial and temporal continuity for the control of quality. 

The 12-hour prognostic of the 0001 GMT analysis becomes the first-guess 
field for the 1200 GMT analysis. This prognostic is prepared using extrapolation, including 
simple trends, as well as compatability with the forecast surface weather map. 

When the observational data arrive, they are plotted on a blank chart. With 
the earlier prognostic chart as an underlay, discrepancies between the expected pattern 
and the observational data become obvious. Resolution of these may require several 
approaches. Prime suspect must be the first guess field, for errors in judgement about the 
intensification of a weather system (and thus, a wave system), or about the speed or 
direction of movement of such systems must be expected. However, observing, transmis- 
sion or plotting errors must not be overlooked. For example, a ten-degree error in 
latitude or longitude of the ship can be caused by the mistaking of a dot for a dash 
during communication; ordinarily, this can be detected on the weather chart since wind, 
pressure, previous position and water temperature could singly or collectively provide 
evidence. The forcing of temporal and spatial continuity and compatability with the 
weather map on the resulting analysis provide the best quality controls possible in 
these circumstances. 

Once the large discrepancies are resolved, the first-guess field is adjusted to 
account for the observed data and unexpected developments in the wind field. In 
general, adjustments are mainly in the location, strength or shape of troughs, ridges 
or centres of low or high significant wave height. 

While only one set of isolines is produced, many observations show sea and 
swell separately. Such observations are used to calculate a combined wave whose Hs is 
the square-root of the sum of the squares of the significant wave height of each train. 

Large portions of the area analyzed lie off regualar sea lanes; observed 
data in these sections are scarce. To make the "analyses" more meaningful in such 
regions, hindcasts based on the current weather map and its recent history are made. 
The nomograms used in this task are those due to Suthons (1945) as modified by 
Morgan (1971). 
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The resulting isolines of combined significant wave height (in metres) are 
transmitted by radio-facsimile to Canadian naval vessels and merchant ships of all 
nations with appropriate receiving equipment. Figure 1 demonstrates an analysis with 
the plotted data (which are usually transmitted as well) missing. At the same time, the 
prognostic patterns of significant wave height for 12-, 24- and 36-hours are also trans- 
mitted. As a measure of the quality of the analyses, the prognostics which are based 
upon them are routinely verified against subsequent observations and analyses.  During 
1971, the AES products at 24- and 36-hours had a lower monthly root-mean-square error 
(over a ten-point grid which includes the ocean weather ships) than the other forecast 
available for the area, the U.S. N.W.S. computer-derived prognostics. This applied to all 
twelve months at 24 hours and to eleven of the twelve at 36 hours. It is reasoned that 
this fact is evidence that the analysis is a useful representation of the actual conditions. 

THE PILOT PROJECT 

Neu recognized the potential of the routine analysis described above to serve 
as a data base for a wave climatology of the shelf areas off Canada's Atlantic coast. He 
undertook a pilot project (Neu, 1971) to establish the feasibility of the approach. A grid 
system 2.5 degrees latitude by 2.5 degrees longitude (termed Neu-Squares by this writer 
and his colleagues) was established. From each analysis, and from a linear interpolation 
between them providing a time scale of six hours, Neu abstracted the average significant 
wave height in each grid square along with an appropriate direction and period. The latter 
two quantities were inferred from the plotted data. 

In the report on this pilot project, (Neu, 1971), the data are presented in 
several ways: 

(a) for each month of 1970, and for each Neu-square, the total energy per 
metre of wave crest is presented graphically; 

(b) for each month of 1970, for each Neu-square, and for each of eight 
directions, graphs of total energy per metre of wave crest as functions 
of wave period are given; 

(c) for each month of 1970, for each Neu-square and for each of eight 
directions, the number of occurrences by height and period class is 
shown in tables. 

The graphs and tables contained in this report are the only readily available 
wave statistics for the whole area in print at the present time. Because the AES required 
time to adapt and take over the program on an operational basis, Neu continued the pro- 
ject through 1971 and it is hoped that he will publish those data as well. 

As an interesting sidelight, Neu's 1971 analysis brought to light an unexpect- 
ed flaw in the operational wave information service of the AES. Unknown to the 
forecasters at the METOC Centre, the various drill rigs had been reporting maximum 
waves over differing time intervals. It had been assumed that the heights being reported 
were significant wave heights.  In the higher wave situations where the difference between 
the maximum and the significant waves was large, the quality control procedures outlined 
in the section above detected the discrepancy and the data were modified. However, a 
bias toward higher values remained, especially since one reaches the stage where present 
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techniques cannot determine with certainty that a particular value of significant wave 
height is inconsistent with history and weather. This bias resulted in an anomalous 
bulge of high energy in all months into the Neu-squares occupied by the rigs, signalling 
very clearly the existence of an observational problem. Once identified the problem 
was resolved through consultations with the operators. 

PROGRAM MODIFICATIONS 

Neu reasoned, quite justifiably, that the concept had been proven valid and 
should be carried on by an operational agency. The AES concurred and began a modified 
program on May 1, 1972 after the completion of a further, but relatively small, feasibility 
study. The modifications were necessary to permit the program to be undertaken within 
existing resources. 

The relationships between the space and time scales chosen by Neu was 
deemed suitable. However, Neu was interested mainly in the shelf areas, while the AES 
had to consider a much large portion of the northwest Atlantic Ocean. To keep the 
activity to a size such that it could be undertaken within existing resources, it was 
decided to consider areas five degrees latitude by five degrees longitude with a time base 
of 12 hours. No time resolution was being sacrificed because the 6-hour "data" used by 
Neu were simply linear interpolations between the basic analyses. Considerable spatial 
resolution is sacrificed, but intelligent interpretation of the results will offset this to some 
extent. Doubling both the space and time scales reduces the effort involved by about one 
order of magnitude. 

The other major change from Neu's design is the quantity being abstracted. 
When one considers a point, at any time there is a single significant wave height. However, 
when one is dealing with an area, unless circumstances are exceptional there is a variation 
of Hs across this area at any one time. The problem resolves itself into determining what 
quantity one should abstract.   Neu chose an average Hs over his areas. The AES felt that 
the following types of questions are the ones that would be asked: 

(a) What is the probability that the significant wave height at a point will 
equal or exceed a particular value in a particular month; or 

(b) What is the significant wave height that will be exceeded, say, five 
percent of the time in a given month at a particular place?   Using 
standard statistical results, the above questions could treat the average 
wave, or the maximum wave instead of the significant wave. 

On the reasoning outlined above, the AES has chosen to abstract the highest 
significant wave height occurring at analysis time within each of the grid squares. This 
quantity will permit the derivation of a climatology of extremes (such as those for 
temperatures, humidities and winds used by heating and cooling engineers) so that 
questions similar to those posed above may be answered. Furthermore, the highest 
significant wave in an area at map time is easier to determine and is less affected on a 
percentage basis by irregularities in the analysis than is the average over the area. 



150 COASTAL ENGINEERING 

•°%' •     •   ' y\   ' 
\   -«5 •    >/.   \   ' 

' jr\     • <p • ' • \y^ 

- rO    , 

•<x>     •   5 

2o^ \.   ><F   '.    " <^y. co.   V^- 
W     ^    s XV    '      '"^' 

co c*.     • "\ 
^ 

\(-    ••&• 

\^\             •<*>•            \     — "-^ \      'r*-       \ 
o 
co 

•<s'      \    ^*-~^^\^ CO             \f^ 

'.c*-       \ 
s\\  '. '•c*'      \-^ 

•^""''rfO '     \ "^ir-—*—    •   \ ""> 
••" •    'in 1 

'f* "V         1 
il- —*•—'m^r^t. \.     •    \    '      "O.     •    \ *-°i                    \ tfv        1   '                 1 

\         '                                    ^ u->.    •   1 
>^\ .   -s 1 

IPS 7] '•"• W \'. >*'• • 

-t '•*t 

A^—<7 *>5>8 ^^^ p# \ : : : i       i   °°i       i 

#^ i§» USSI V4;   .   . 
Of  / xy*J\ x<v\ K§S?$§ ||§pi| V   n'. ro' 00 2 

o 

f'f \ Bill IPtl ^m$z 
CO 

'   '    o  ,/           #\ 

^^^^^^ ^? ill ̂  i^^Pi^^j^^S 
^            / 

c\ 

y"^ /^ •   v°* 

-^V^J4 

•^^5v§§^Tl 
OS 

0| ^                   / 

{£     V* q? TfJ^vV ^•^-x. 

«  I a&- ftr ' US-,-        <* 0£ \^f- -1- 

•S 



OFF-SHORE WAVES 151 

cgs GiD   CSD     CS53   cSb   C§3   C^>   C&   CiD 

o 
cz=> 

H        CM       CO 
czz> 
en 

o     —i     CM     ro 
CZZ)   C=)   CZZ)   CZZ) 

CltD   CS2D     CiQD 

CZZ>   CZZ>   CZZ)   CZZ)     CZZ)    CZZ)    CZZ>    CZZ)    CZZ) 
a     .-<     CM     ro      •*     in     <x>     r^     co 

czz> CZD czz> czz>   czz> czr> czz> czz> czz> 

czz> czz> czz> cr=> errs 
o —< CM CO "* 

CZZ)   CZZ)   CZZ)   CZZ)     CZZ) 
in     IO     r-     co 

Crp   r^->   ri^-i 

CZZ) CZZ) CZZ) CZZ) 
O •-> CM CO 

CZZ)    CZZ)   CZZ)    CZZ) 

CZZ>   CZZ)    CZZ)    CZZ) 
in    10    r-     oo 

CZZ) 
cr> 

CZZ) 

czz> czz) czz> czz> 
o     —t     CM     m 

CZZ   CZZ)    CZZ)   CZZ) 

C<p    CS C*3    C3D    CSD    Ci3 

czz> czz> czz> czz>   czz> czz> a  czz>  a a 
o     —i     CM     ro      -a-     in     10     r-     co     cr> 

I CZZ)   CZZ)   CZZ)   CZZ)     C3   CZZ)   CZZ)    CZZ)   CZZ)    CZZ) 

CZZ)    CZZ)   CZZ)   CZZ)     CZZ)   CZZ)    CZZ>   CZZ)   CZZ)    CZZ) 
.©     *-<    CM     <r>      •=)-     in     co    r-~     00     cr> 

c-p CS CMZ> Ci^3   OiO   <L£3   rSr")   CS)    C=Z 

O        *~<        CM        CO 
czz> czz> CZD czz> 

*t     in     \&     r--.     oo 
czo  czz)  czz>  czz> czz) 

O     —< -=f     m     IO     r»     co    a> 
<—>  czz  czz>  czz  czo  czz 

o Cg3 C23 Cg3 

X C§3 CS) c£z> cSo 

< o 
CZZ) czz 

CM 
CZZ) 

<zzz> 
CO 

CZZ) 
•=*- in 

CZZ) 
CD 

CZZ) CZZ) 
CO 

CZZ) 
CD 

c§3   C §3 c§:> cSz Cub c<p cl3 cl3 c|z c^z C§3 cgp 
£E CS c= CSO CI23 CSD C!£> OBJ CZ-3 C»3 <-CT>T 

^ czz> 
o 

CZZ) 
i—f 

CUD 

<—> 
CM 
CD 

CO 
czz> czz) 

in 
ezz> 

CZZ) 
CD 

CZZ) 

CZZ) 

CZZ) 

CZZ) 
CO 

CZZ) 
XT) 
CZZ> 

Z CZZ) CZZ) 

S3AV/^A  M3XVAA  d33Q    ~   VQVNVO 

3 

o 

CM) 

s 
3 

8 

•a 

8 

o 
s o 

1 

b. 



152 COASTAL ENGINEERING 

THE AES PROJECT 

Figure 2 shows the area covered by this project along with the system of 
identification of each grid square. The squares are grouped in fives, with the group 
identification consisting of the latitude of the southern boundary prefixed by a "O" or 
"1". For those groups whose western boundary is 80° W. longitude, the prefix is "O". 
If the western boundary of the group is 55° W longitude, the prefix is " 1". Within each 
group, the squares are numbered one through five. 

It should be noted that some squares are invalid because they are largely or 
completely land. Furthermore, some boundaries have been distorted to conform to the 
coastline. For example, the western boundary of square number five in group 055 has 
been extended to the coastline of Labrador, and all other squares in that group are invalid. 
Similarity, square one of group 150 has been extended westward to the coastline, and group 
050 is completely invalid. Square four of group 045 constitutes the Gulf of St. Lawrence. 

Data are recorded by the analyst on optical mark recognition (OMR) cards 
such as the one illustrated in figure 3. The first several columns are for the identifying 
information of the group (identifier, date/time, and mode — in this case, 5-degrees), and 
the remainder for the data for each square in the group. Ten such cards are produced from 
each chart. At the end of each month, the accumulated cards and copies of the analyses 
from which they were produced are forwarded to the AES headquarters for processing. 

The first pass through the computer is to detect and note reading or coding 
errors. These are corrected on the original cards by headquarters staff, referring where 
necessary to the copies of the base charts. Second pass is for sorting and punching cards 
(as a permanent archive because the contents of two OMR cards can be recorded on one 
standard 80-column punched card). 

Sorting is by month, area, wave direction, and classes of height and period. 
Initially, the height and period classes described in table 1 will be used because of the 
number of data available. After several years have passed, it may prove necessary to 
increase the resolution in height and period, but this may be easily accomplished at that 
time because the original data are still available on the punched cards. 

TA1 

Limits of Height 

BLE1: 

and Period Classes 

Height Classes — Metres Period Classes - - Seconds 

HI 0.5-   1.4* SI <4 
H2 1.5-   3.4 S2 5 to 7 
H3 3.5 -   5.4 S3 8 to 9 
H4 5.5 -   7.4 S4 lOto 12 
H5 7.5 - 10.4 S5 >12 
H6 > 10.5 

*Waves with height less than 0.5m are classed as "calm", and the total of such cases listed in the 
area summary. 
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During the sorting program, the extreme significant wave height for the area 
for the month for each direction is flagged along with its associated period and date of 
occurrence. Similarily, the longest period is noted along with the accompanying height 
and date. 

Printer output will be in the form of tabulations of actual occurrences of 
height and period classes for each of the eight directions, and for the whole area regard- 
less of direction. This will exist for actual and for collective month (all Januarys grouped 
together, for example). A model of the printer output is presented in fig. 4. 

The project will be continued until the frequency of occurrence of the various 
classes for the collective month becomes stable, and thus can be used as a predictor of the 
probability of occurrence of the classes in the future. It is not possible to estimate at this 
time how long it will require to reach that stage. 

If an area is more than 75 % ice covered, no attempt is made to abstract the 
wave information. Instead, a code "88" is used in the position reserved for wave height. 
The number of such occurrences will provide a very rough guide to the temporal extent of 
ice cover. 

SUMMARY 

In response to a long-standing need, the Atmospheric Environment Service of 
Environment Canada has embarked on a project that ultimately should provide a definitive 
wave climatology for the northwest Atlantic Ocean. In place of "measurements" the data 
base will be drawn from analyses of significant wave height based on a combination of 
observations and hindcasting within the constraints of continuity both in space and time. 

Both the data base and the study design contain flaws, but the best compro- 
mises possible under the circumstances have been made. With suitable care by the user, 
the intermediate results may be used as interim guidance in the absence of other sources. 
Even inshore interests may find these results useful provided they take bottom 
and other boundary processes into account. 

It must be emphasized that: 

(a) the wave height parameter being abstracted is the highest significant 
wave height at map time anywhere within the grid square, in order 
that an extremes climatology could be produced. Since these are 
significant wave heights, they may be interpreted in terms of maximum 
wave heights using standard techniques. 

(b) the period and direction are the values which, in the judgement of the 
analyst, are representative of the height chosen. These quantities are 
not analyzed separately but are deduced from the surrounding plotted 
data and the analyst's knowledge of how the present wave situation has 
evolved. 



OFF-SHORE WAVES 155 

ACKNOWLEDGEMENTS 

The writer is spokesman for persons too numerous to mention who have 
participated in the development of the program. Special mention is due Mr. B.S.V. 
Cudbird, Chief of the Data Processing Division of AES, Mr. M.R. Morgan, OIC of the 
METOC Centre at Halifax, and the staffs of both organizations. Mr. M.S. Webb also 
played a major role in the development of the project. 

REFERENCES 

Morgan, M.R., 1971, "The Analysis and Forecasting of Sea and 

Swell Conditions in Deep Water", TEC 763, 
Atmospheric Environment Service, 
Downsview, Ontario, 32 p. 

Neu, H.J.A., 1971, "Wave Climate of the Canadian Atlantic Coast and 

Continental Shelf - 1970", 
AOL Report 1971 - 10, Bedford Institute, 
Dartmouth, N.S. 28 p + 24 appendix figures. 

Suthons, C.T., 1945, "The Forecasting of Sea and Swell Waves", 

Memo No 135/45, Naval Weather Service, British 
Admiralty, London, 84 p. 





CHAPTER 6 

EXTREME WAVE  CONDITIONS  IN  BRITISH  AND  ADJACENT WATERS 

LAURENCE  DRAPER 

NATIONAL  INSTITUTE  OF  OCEANOGRAPHY 

Wormley, Godalming, Surrey, Great Britain. 

ABSTRACT 

Information on extreme wave conditions is needed in the design of offshore 

structures.   This paper present the results of calculations of the parameters 

in the 50-year storm; the work has been based on extreme wind data and on 

instrumental wave measurements.   The results are complementary, and are 

combined in two maps, one of extreme wave height and the other of the corres- 

ponding wave period. 

INTRODUCTION 

Systematic measurements of wavesin British and adjacent waters have 

been made during the last quarter of a century.    Estimates of extreme wave 

parameters for specific sites have been required for a number of purposes, 

but until recently no attempt had been made to produce a coherent picture of 

conditions in all these waters.   The need for such an overall picture has existed 

for some time, but the study has been precipitated by- the imminent government 

regulations required by the Mineral Workings (Offshore Installations) Act 1971. 

This Institute was requested by the Department of Trade and Industry to provide 

guidance on the oceanographic parameters which the installations must be 

designed to withstand.   Of these, probably the most critical single phenomenon 

is that of wave activity. 

157 
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Before such a task could begin, certain basic criteria had to be laid 

down.   The first concerns the return period for the parameters being forecast. 

A typical estimated life-span for many of these structures was in the region 

of 20 years.   The probability of occurrence of, for example, a 50-year return- 

period wave is 0. 332 during a 20-year life-span, whilst there is an even 

probability of its occurrence in a 35-year life-span (Borgman 1963).   This does 

not mean that the structure can be expected to fail during, say, a 40-year life- 

span, as safety factors used in the design are likely to reduce the failure 

probability. 

Because of these and other considerations, it was decided, for the 

governmental 'Guidance Notes' on offshore environmental parameters, to quote 

the characteristics of the 50-year storm as the minimum acceptable parameters. 

The second basic criterion to be decided is that of storm duration.   The 

50-year storm hourly-mean wind speed is predicted by Shellard (1965), but its 

duration is not known.   The average relationships between that speed and the 

mean speed over other durations, such as 6, 12, 18 and 24 hours, have been 

calculated.   The average wind speed for a given storm decreases as duration 

increases, but the ratio of the height of the highest wave in the storm to the 

significant wave height increases.   Because of this, the postulated storm 

duration is not critical over the range of storm durations likely to occur.   A 

short storm will yield a high significant wave height but the ratio of the 

likely height of the highest wave to significant height will not be very high;  a 

longer storm (but of lower mean speed over the longer duration) will in 

practice yield a lower significant wave height but, because of the longer duration, 

the ratio of likely height of the highest wave to the significant height will be 

higher.   These two effects tend to cancel out.   In addition, the number of waves 

will be slightly different in the two cases.    Experience has shown that a 12-hour 

duration yields marginally higher waves than any other duration when the 

Darbyshire and Draper (1963) curves are used.   Because of this, a duration 

of 12-hours has been postulated for the 50-year storm. 

Methods used in this Study 

The primary sources of wave information are forecasts based on 
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estimates of the 50-year extreme wind calculated by Shellard (1965), and 

extrapolations of data obtained from instrumental measurements made by Ocean 

Weather Ships and Light Vessels. 

Estimates based on Wind Data 

The wind information is applied to established forecasting techniques 

such as Darbyshire and Draper (1963) which was derived entirely from instrumental 

measurements in the waters presently considered, or Bretschneider (1970 

revision).   Because of the large amount of wind data available over the whole 

country, the wave field can be forecast for most sea areas. 

The 50-year hourly-mean wind speed is converted to mean speeds over 

longer durations using relationships (unpublished) provided by the Meteorological 

Office.     This is applied to the appropriate wave forecasting graphs, from which 

the required parameters are obtained. 

The wave heights derived from the Darbyshire system are of the most 

probable value of the height of the highest wave in a ten-minute record. These 

values can be used to derive the significant wave height, and the most probable 

value of the height of the highest wave in some longer time, very often 3-hours 

(Draper 1966), but in this case 12-hours as previously stated. The 

Bretschneider method yields the significant height directly, from which other 

parameters are speedily derived in the same way. The period forecast by both 

methods is the significant period, T . 

Estimates based on Instrumentally-measured Wave Data 

The records, which must normally be a sample representative of one 

or more complete years, are analyzed following the standard N. I. O. routine 

(Draper 1966).   One parameter which is derived is the most probable value 

of the height of the highest wave likely to have occurred in a 3-hour interval, 

H max (3 hours).   These values are then plotted as cumulative exceedances 

on log-normal probability paper, and extrapolated to yield an estimate of 

the 50-year wave height appropriate to a 3-hour interval.   Wave period data, 

in this case zero-crossing period T , is usually a best fit on linear 

probability paper, but it is not always as well behaved as is the height data. 

This yields an estimate of T   in the 50-year storm.   The value of H max (storm) 
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for the 50-year storm assuming it lasts for 12 hours is then derived 

using the number of waves (T ) expected to occur in the storm, using 

Longuet-Higgins statistics (Draper 1963).   In addition, the methods used by 

Battjes (1970) are also employed to make a further estimate of H max (storm). 

There are two essential checks which must be made on data derived 

from instrumental measurements.   The first is that all the records showing 

the highest waves of the series must be examined individually and the significant 

height determined from either the spectrum or by the traditional method of 

taking the average height of the highest one third of all the waves.   The most 

probable value of the height of the highest wave in a typical record must be 

determined from this reliably-determined significant height and must be used 

instead of the value determined by the standard method.   This must be done 

to   eliminate the fairly high probability, for such records, of employing an 

unusually high wave height as a base   from which to calculate extremes. 

Secondly, the wind data for the year in which the wave measurements were made 

must be compared with some longer-term average to ensure that the deviations 

from normal can be taken into account.   Th e two simplest comparisons which 

can be made are of the relationship between the annual mean speed during the 

year in which wave measu rements were made, and that over many years, 

and also between the number of hours of gale in the year and that in the longer- 

term average. 

Use of this Information 

This information has been compiled to give an indication of the likely 

extreme wave parameters in these waters.   Very little account has been taken 

in this study of the details of the sea-bed topography, except at measurement 

locations where this information is, obviously, already incorporated in the 

data.   Before any structure can be erected it will be necessary for a detailed 

study to be undertaken covering a large area around the site to ensure that 

no focussing of waves, even from large distances, or severe confused seas 

are likely to occur at the site.   Although in principle it might be technically 

feasible to produce a detailed picture covering all these areas, the cost would 

be enormous, and in only a few areas would the information be used 
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before the planned increase in measurement activity yields further data which 

could modify the picture significantly. 

Presentation of Results 

Agreement between the two main approaches of derivation has been 

comfortingly good, more especially so in height. The results are expressed 

in two maps.   Figure 1 gives the height data and Figure 2 the period data.   The 

height map, presenting the most probable value of the height of the highest 

wave in the 50-year storm, is based largely on wave forecasts, supplemented 

wherever possible by data derived from instrumental measurements.   Heights 

are now expressed in metres, in accordance with the change to the metric 

system.   Periods are expressed in seconds; the parameter presented is the 

zero-crossing period T   derived from instrumental measurements, supplemented 

where necessary by estimates of  T   derived from forecasts of T .   The 

relationship found by Darbyshire between T   and T   has been summarized 

(Draper 1965) and, in general, T   is slightly larger than T .   However, in 

this study no systematic relationship was found between wind-forecast and 

extrapolated instrumentally-measured period data, although the differences were 

small. 

The basic pattern of wave height is similar to that on the map produced 

in the spring of 1971.   Since that time there has been a significant increase 

in the amount of data available, the most noticeable change being in the 

eastern English Channel where more data has resulted in a decrease in predicted 

extreme wave height of 2 metres.   There are minor variations in the positions 

of some of the contours elsewhere, but the extent of the changes is difficult to 

discern when comparing this height map with the previous one, because in the 

previous map the heights are expressed in feet.   There was no previous 

publication of wave period information, except in tabular form. 

Location of Reference Points 

The locations are indicated by dots, together with a code letter based 

on the name of the station.   With the exception of Dowsing and Royal Sovereign 

these locations are stations at which instrumental measurements have been 

made and analyzed.   Data from Dowsing are being analyzed at present.   To 
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50-YEAR  DESIGN WAVE HEIGHTS FOB A FULLY - 

DEVELOPED STORM   LASTING  12 HOURS. 
BASED  ON   INSTRUMENTAL   MEASUREMENTS  AND 

FORECASTS   FROM   WIND DATA 

WAVE HEIGHTS IN METRES 

CONTOURS : 

WAVE   HEIGHT  
DEPTH : 

180   METRES  
40 ..         

NATIONAL    INSTITUTE 
OF 

.OCEANOGRAPHY,   July 1972 

Figure 1:   The most probable value of the height of the highest wave likely to 

occur in the 50-year storm. 
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Figure 2 : The most probable value of zero-crossing period likely to occur in 

the 50-year storm. 
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reduce the length of this paper, details of N. I. O. data publications for these 

locations are omitted from the Reference, but can be obtained from the author. 

B Barrels L. V. OWS Ocean Weather Ship Stations, I and J 

BAR Bar L.V. RS Royal Sovereign 

D Dowsing L. V. SB Shambles 

DT Daunt L. V. SK Snith's Knoll L. V. 

F FAMITA SS Sevenstones L. V. 

K Kish Bank T Tongue L. V. 

MB Morecambe Bay- V Varne L. V. 

NC North Carr L. V. WB West Bexington 

0 Owers L. V. 
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obtained by Mr. P. Hardcastle (Hardcastle and King, 1972) of the Unit of 

Coastal Sedimentation, Taunton. 
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CHAPTER 7 

REVISIONS  TO HURRICANE  DESIGN WAVE PRACTICES 

BY 

CHARLES   L.   BRETSCHNEIDER 

Professor  of  Ocean Engineering 
University  of Hawaii 

Honolulu, Hawaii 

1.     ABSTRACT 

The  1959  paper "Hurricane Design Wave Practices"   (ref.   1)  has been widely 
used in the past  for obtaining design wave  criteria.     Additional wave data and 
revisions  in wave  forecasting procedures,  including computing techniques,  ideas 
and experience,  make  it possible  to bring these  techniques  up to date. 

This  paper should be   considered also as   an extension of the paper "A Non- 
Dimensional Hurricane Wave Model"   (ref.   2)   as well as  revisions  to the 1959 
paper  (ref.   1). 

Graphs,   formulae and procedures  are presented making it possible to calcu- 
late  the entire  deep water wave  fields   from model hurricane wind  fields. 

The   revisions have been  applied  to the  U.S.   East   and  Gulf  coasts  past his- 
torical hurricanes   and  also to the U.S.   Weather Service standard project   and 
probable maximum hurricanes   for deep water  conditions.     The  results   of these 
calculations   are presented  in   figures   and  tables   and  can serve   as   inputs   for 
particular locations  to calculate  design storm surge  and design wave criteria 
over the  continental shelf to the  coast  line,  making use of the material in the 
references  listed  at the end  of this  paper. 

2.     SUMMARY BASIC  RELATIONSHIPS  FOR STATIONARY 
MODEL HURRICANE WIND FIELDS 

Detailed equations  are  given in  reference  2.     Specifically, 

1) 
JR 

R    + (   1 + 
fR .   R     (1-R/r) 

U„ 

where    U      and    U       are the wind speeds  at  radial distance    r    and    R    (radius 

of maximum wind)   from the hurricane center, 
velocity  of the earth,  and    f    =    2 u> sin <j> 

is  latitude,    W    is  angular 
(See list of symbols) 

167 
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For wave generation we  consider only    U       for    r    =    R,   and  avoid 

entering into the eye  of the hurricane.     Fig.   1 shows  relationships   for 
for    r/R    =    1.0   .     The wind speed    U_     is  given  (ref.   5)  by 

2)       U„    =    K   V AP    -    0.5  fR 
R 

where AP is the central pressure reduction in inches of mercury from normal 
pressure, and the constant K varies from 67 at 20 to 25 degrees latitude to 
about 63  at  45 degrees   latitude  for U.S.   coasts. 

The sustained wind speed at  the  10-meter  reference plane  above mean sea 
level is  given  (ref.   5)  by 

3)     U_       =    K    U„   ,  where    K    -     0.865     for  all U.S.   East  Coast   and 
Rs R * 

Gulf Coast  zones,  except    K    = 0.886     for Gulf Coast Zone B.     The components 
U   /U      and    U  /U       of  the wind speeds  depend upon  the   angular position  of     r/R 

and the incurvature angle    &    that the wind makes with the tangent to the 
is ob ars. 

3.     SUMMARY BASIC  RELATIONSHIPS   FOR STATIONARY 
MODEL HURRICANE DEEP WATER WAVE  FIELDS 

Detailed expressions are given in reference 2. Specifically, the com- 
ponent wind fields are used together with wave forecasting relationships to 
calculate  component wave  fields    H /H      and    H  /H„   ,  and  the  final resultant 

c-   u u x    R y    R wave   field becomes 

4)     H       = \ / H +    H and 5)       H       =    K       \l RAP r \J      x y R 

Fig.   2    in  analogy  to Fig.   1  gives   relationships   for    H  /H     ,  based on 
r    K 

calculations  for 51 model stationary hurricanes.     Fig.   3 can be used to deter- 
mine    K'     for use in eq.   5.     K'     in  Fig.   3 must be increased by 0.886/0.865 = 
1.024     for Zone B of the  Gulf of Mexico. 

4.     MOVING HURRICANE 

The stationary model hurricane wave  field is  directly  coupled with  the 
corresponding model hurricane wave   field.     Any  change  in  the wind   field will 
result  in a directly  related change  in the wave  field.     For a moving hurricane 
the  changes   in wind speed   components   are 
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6) AU v cos e and 7) AU where    V    is  the 

forward speed of the hurricane, whose path is parallel to the y-  axis  and 9 
is  the  angle of radius     r    measured counterclockwise  from the x-  axis.    There 
will  also be  a change in effective  fetch  length  as   a result in movement  of 
the hurricane. 

There is  a critical forward speed of the hurricane, when the hurricane 
moves  in phase with the  group  velocity  of the waves ,  afterwhich  a  faster 
forward speed will result in the hurricane moving  ahead of  the maximum waves. 

Eqs.   for critical  forward speed  are  as   follows: 

8)       V      =     1.515  T      knots 
c c 

9) =     T„ 
.7575  T. 

R 

Rs 
1 + 

Rs 

10)       H 1 + 
Rs 

and  the wave period can be   obtained   from 

11)      ~    =    0.4    tanh    <   1.07 arc    tanh 
40H 

0.6 

In eq.   11 

URs + V 

and    T       in sec, H = H and    H      in  feet    and 
R 

in knots.     Eqs.   10  and  11    can be used also for  actual 

forward speed  of the hurricane when    V      =    V     , by replacing    V      with    V 

H    and    H      with    H     ,  and    U    =    U_    + h V    . 
c a Rs a 

For  complete   development   of the   above equation,   see   reference  2.     Figs. 
1,   2,   3   and 4   are  selected from reference  2. 
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5.     APPLICATION TO HISTORICAL,   STANDARD PROJECT 
AND PROBABLE MAXIMUM HURRICANES 

The parameters  of the hurricanes   for various  zones   and latitudes  are 
R,    AP   ,  and    V      (see  refs.   5  and 6).     The summary  of relationships  given in 

this paper were used to calculate the  deep water wave  characteristics.     The 
range in critical forward speed seems  to be between about  18 and 28 knots. 
Only  a few  of the Gulf of Mexico hurricanes  exceed the  critical  forward speed. 
However,  there  are quite a  few Atlantic hurricanes,  particularly  for higher 
latitudes  that exceed the  critical  forward speed.     Calculations  are made  for 
H„   ,    H      and    H      and    T_   , T       and    T     .     However, when    V      >    V      we 
Re a R'c a ac 

use  the  values   of    H       and    T       in place  of    H       and    T       respectively, 
c c r a a 

The  results  of these  calculations   are given in  appendix A for  the histor- 
ical hurricanes   and in  appendix B  for the standard project  and probable maximum 
hurricanes,   all  for the U.S.   Gulf of Mexico  Coast  and  the U.S.   East  Coast. 
Fig.   5 shows  the various  zones   for the  Gulf of Mexico and the  U.S.   Eastern 
seaboard. 

6.     PRESENTATION  OF RESULTS 

6.1 Historical Hurricanes     (See  Figs.   6,   7,8 and 9   and  appendix A) 

The  above  are  for the historical hurricanes.     Generally,  the maximum 
significant wave heights  occur for the East  Coast.     Most  of the hurricanes 
for about  latitude  30°N enter the U.S.  mainland  from the  Gulf of Mexico. 
The extreme  range in critical forward speed of the hurricanes   for maximum 
significant wave heights   fall between 18 and 28 knots.     For latitudes   lower 
than  about  30°N latitude,  the  actual  forward speeds  are  less  than the  critical 
forward speed.     For latitudes  greater than about  30°N  latitude, many  of the 
hurricanes exceed the critical  forward speed.     The maximum intensity  of the 
hurricanes  seem to be  reached at  about  30°N latitude.     At higher latitudes  the 
actual forward speeds  of many  of the hurricanes  greatly exceed the  critical 
forward speed. 

Generally speaking    R    increases  and    AP    decreases with increase in 
latitude,  and    RA£    increases with  latitude  to about  30  or 35°N latitude. 
According to Fig.   3    K'  decreases with increase in  latitude.     Thus  the 

product    K'   / RAP    increases  to a maximum at  about  30°N latitude  and then 
decreases northward.     This,   of course,  is   for deep water conditions.     The 
effect  of the depth  and width  of  the continental shelf will result in  other 
possible modifications.     The  total water depth,  including storm surge will 
have  an effect  on the maximum waves  over the  continental shelf. 

6.2 Standard Project  and Probable Maximum Hurricanes     (See  Figs.   10 
through  14  and   appendix B) 

The  above are  for the standard project  and probable maximum hurricanes 
for the East  Coast U.S.A.     These  figures  show that  the worst hurricane deep 
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water wave  conditions  occur around 30°N  latitude.     Fig.   10  adds  emphasis  to 
the  fact  that there is  a sudden increase in actual forward speed between 30°N 
and 35°N  latitude,  and these speeds  exceed  the  critical  forward speed.     Figs. 
13  and  14 show the  limiting wave height  conditions  as   governed by the  critical 
forward speed. 

The standard project hurricane is  estimated  as  that extreme hurricane 
that   can be  reasonably expected  to  occur within  a particular  zone on the   average 
of  once every  100 years.     Similarly  the probable maximum hurricane has  the 
1000-year recurrence interval. 

It  is  interesting to compare  the historical with the standard  and probable 
maximum hurricane.     The maximum significant wave height  calculated for the 
historical hurricane moving at  actual speed and  that  for the maximum standard 
project hurricane  are  about    H      =    60   feet.     The maximum significant wave 

K 
height  calculated  for the historical hurricane  assuming critical  forward speed 
and  that   for the  maximum probable maximum hurricane   are   about    H       =     70   feet. 

Thus  the wave energy spectrum of the 1000-year hurricane  as  compared to  the  100- 
2 

year hurricane will be in the  ratio of  ^70/60)     =    1.36. 

7.     WAVES  OVER THE  CONTINENTAL SHELF 

The standard project  and probable maximum hurricanes   given in  appendix B 
can be moved  over the  continental shelf.     The  data in the tables  can be used 
as  input  data,  together with previous  expressions   for  calculating the storm 
surge  (see  ref.   1,   2,   & 4).     Each  location will have  to be  treated as  a separate 
problem.     The  two-dimensional hydrodynamical equations   for storm surge should 
be used to determine the  total water  depths.    The  generation of waves  over the 
continental shelf will have to take into  account  the modifications   of wave 
height  due  to bottom  friction, percolation,  refraction  and  diffraction,   and  a 
regeneration  due  to  the wind,   and   finally  the breaking wave   criteria. 
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9.     LIST OF SYMBOLS 

e base of natural logarithms 

f Coriolis  parameter 

H significant wave height  (in general) 

H significant wave height  due to  actual increase in forward speed 
of hurricane 

H maximum significant wave height  for hurricane moving at  critical 
forward speed 

H significant wave height  at R,  stationary hurricane 

H component  of H  along x-axis 

H component  of H along y-axis 

K constant varying from 67  at  20  to 25 degrees  latitude  to about 
63  at 45 degrees  latitude for U.S.   coasts 

* 
K 0.865  for all U.S.  East Coast  and Gulf Coast Zones  and  0.886 

for Gulf Coast Zone B 

K' coefficient   (see Figure 3) 

AP central pressure  reduction  from normal in inches  of mercury 

R radius  of maximum wind,  nautical miles 

r radial distance 

T significant wave period 

T significant wave period  at  R for actual  forward speed  of hurricane 

T significant wave period at R for  critical  forward speed 

T significant wave period at  R for stationary hurricane 

U wind speed  (general) 

U_       geostrophic wind speed at distance R from hurricane center 

U       geostrophic wind speed at distance r from hurricane center 

U„      surface wind speed at distance R from hurricane center 
Rs 
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U component  of wind speed  along x-axis 

U component of wind speed along y-axis 

tsU change in x component of wind speed for a moving hurricane 

AU change in y  component of wind speed  for a moving hurricane 

V forward speed  of the hurricane 

V actual forward speed of a hurricane 

V critical forward speed  of  a hurricane 

3 incurvature  angle of the wind vector 

9 angle position of the radius measured counterclockwise 
from the x-y  axis 

ij> latitude 

a) angular velocity of the earth 
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FIGURES 
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APPENDIX A 
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TABLES I AND II 

Deep Water Hurricane Wind and Wave Calculations for Historical 
Hurricanes, Hindcasts for U.S. Gulf Coast and U.S. East Coast. 

TABLE I 

Atlantic Ocean U.S. East Coast Historical Hurricanes Zones One to Tour 

TABLE II 

Gulf of Mexico U.S. Coast Historical Hurricanes Zones A, B, and C. 

Notations in the Above Tables: 

4>       latitude degrees 

R       radius of maximum wind nautical miles 

AP      central pressure reduction from normal in inches of H 
g 

U maximum sustained 10-minute average wind velocity  above  friction 
layer  for stationary hurricane in knots 

U 0.865    U    - 10-minute average  at  the  10-meter level for stationary 
KS K 

hurricane  (except  Zone B) 

U„ 0.886    V„ for Zone B only 
Rs E ' 

V critical  forward speed  in knots 

U„ U„      +   \   V Re Rs 2       c 

V actual forward speed in knots 

U
B       

U
B  + \    v Ra      Rs    2  a 

H       (1) H ,  (2) H ,  (3) H  significant wave height feet at R for 

(1) stationary, (2) critical speed and, (3) actual speed respectively 
T , T , T significant wave period seconds at R for (1) stationary, 

(2) critical speed and (3) actual speed respectively. 
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TABLE    I      -    1 

ATLANTIC OCEAN   U.S.   EAST  COAST HISTORICAL HURRICANE  ZONE ONE 

! 

Date 

Ut    <j> 

Degrees 

R 

rt.M. 

- 
In Hg 

STATIONARY CRITICAL SPEED ACTUAL SPEED 
 , 

S URS »R TR "c URc «c '= Vg URa Ha Ta 

te_ Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

i 
z 

Sept.    2, 1935 
Sept.    9,  1919 

24.8 
24.8 

6 
15 

3.57 
2.48 

125 
103 

108 
89 

32.5 
38.4 

12.1 
13.6 

20.0 
23.3 

118 38.8 13.2 9 113 35.3 12.6 
74.2 
15.6 4 Sept.  10, 1960 

24.6 
24.5 

21 2.40 
2.37 

101 87 41.9 14.3 24.8 99 54.6 16.3 16 95 50.0 

25.8 24 2.33 99 86 42.5 14.5 25.1 
26.7 53 2.30 95 82 51.2 16.0 28.5 

94 81 44.8 15.0 
26.9 29 1.94 89 77 39.9 14.1 24.8 

24 1.83 88 76 36.9 13.5 23.7 
25.2 22 1.78 87 75 35.4 13.2 23.2 47.2 15,3 

1.77 86 74 38.0 13.7 24.3 
26.7 23 1.76 85 74 35.2 13,2 
25.8 1.72 
24.5 22 1.62 83 72 33.6 13.0 22.7 

1.58 82 71 28.2 11.7 (ll)**1 
26.8 16 1.51 80 69 29.0 12.0 21.0 
25.5 1.35 

:iov.      4, 1935 (25.8)* (25.8)" 1.19 (>,,*- 
1,09 67 58 27.2 11.7 27.0 

25.8 43 1.08 64 55 30.3 12.4 
26.9 35 1.08 65 56 28.8 12.7 21.9 41.0 14,4 

31 1.07 65 56 28.2 11.9 27.5 
26.9 26 1.01 64 55 25.8 11,4 20.5 65 36.3 13.5 12 61 31.7 12.7 

* Average of all  latitudes    Zone One 
* Average of all R Zone One 
* Average of all V Zone One 

TABLE    I      -    2 

ATLANTIC  OCEAN  U.S.   EAST COAST HISTORICAL HURRICANES  ZONE TWO 

1 

Date Degrees ,'J.M. In Hg 

STATIONARY CRITICAL SPEED ACTUAL SPEED 

No 

UR URS HR TR Vc URC 
H
c Tc va URa H Ta 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

1 Sept. 26 1958 32.7 19 2.40 100 87 38.6 13.7 23.6 99 49.8 15.6 12 93 44.1 74.6 

2 Oct.    15 1954 32.0 36 2.26 95 82 44.4 14.9 26.1 95 59.7 77.2 (26) 95 59.7 17.2 

3 Sept.  29 1959 32.0 (29.3)** 1.87 72 

'    4 July    28 1926 28.4 14 1.58 82 71 28.1 11.7 20.3 82 36.7 13.4 8 75 31.3 12.4 

1    5 Aug.    30 1954 (31.4)* (29.3)* 1.57 (12.6* * 
6 Aug.    12 1955 32.5 45 1.52 75 65 35.7 13.4 24.1 77 50.2 15.9 7 69 39.7 14.2 

7 Sept.  70, 1960 32.9 33 1.45 75 65 32.5 12.8 22.8 76 44.9 15.0 (26 J1 78 44.9 15.0 

8 

9 

Sept.   79, 

Sept.    9 

1955 

1964 

32.8 

33.1 

50 

(29.3)* 

1.41 

1.39 

71 61 34.5 13.2 23.9 73 49.1 15.8 70 

17 

66 40.3 14.3 

10 

11 

Oct.    15 

Sept.  16 

1947 

1928 

32.1 

29.5 

13 

(29.3)* 

1.33 

1.77 

75 65 24.2 10.9 19.0 74 31.9 12.5 17 

f12.6)* 

73 31.0 12.4 

12 Aug.    11, 1940 32.0 27 1.14 67 58 26.9 11.6 20.8 68 37.4 13.7 12 64 32.7 12.8 

13 Oct.    25, 1921 29.0 (29.3)* 1.01 10 

14 Sept.   15, 1945 29.0 (29.3)*" 1.01 (12.6)*' 
,5 Aug.    28, 1911 32:1 27 1.00 62 54 24.7 11.2 20.1 64 34.7 13.2 8 58 28.5 72.0  j 

1 
Average all  latitude    Zone Two 
Average all  R Zone Two 
Average all  V, Zone Two 
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TABLE    I      -    3 

ATLANiTC OCEAN U.S.  EAST COAST  HISTORICAL HURRICANES  ZONE  THREE 

No Date 

Lat * 

Degrees 

R 

:I.H. 

fiP 

In Hg 

STATIONARY CRITICAL SPEED 

\ URs HR TR \ V c Tc va «„ Ha          T 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

i Sept 27 1956 34,0 25 2.26 96 83 40.0 14.0 24.4 95 52.7 16.1 18 92 49,2 15.6 

t Oct. IS 1954 33.0 36 2.26 94 81 44.0 14.8 26.0 94 59.2 17.2 26 94 59.2 17.2 

3 Sept 21 1938 33.7 50 2.06 88 76 44.0 14.9 26.5 89 69.2 17.2 (17)* 85 54.4 16.6 

4 Sept 14 1944 35.2 (39)* 2.04 90 78 33.4 12.8 22.0 89 43.3 H.5 (23)1 90 43.3 14.5 

5 Sept 10 1954 (34.8)* 17 1.95 

6 Sept. 15 1933 35.2 42 1.67 78 68 36.6 13,6 24.3 80 50.9 16.0 9 72 41.6 14.5 

7 Aug. 28 195S 34.0 (39)* 1.66 17 

e Aug. 30 1954 33.4 (39)* 1,57 (17) 

9 Sept 11 1960 37.4 36 1.57 76 66 33.5 13.0 23.2 78 46.4 15.3 (30)' 81 46.4 15.3 

10 Aug. 12 1955 34.5 45 1.52 75 65 35.1 13.3 24.0 77 49.3 15,8 7 68 39.0 14.0 

11 Sept. 19 1955 35.0 50 1.41 71 61 33.7 13.1 23.7 73 48.1 15.6 9 65 38.9 14.0 

12 Sept. IB, 1935 35.2 34 1.39 72 62 31.2 12.5 22.4 74 43.4 14.8 16 71 39.7 14.1 

13 Aug. 23 1933 36.9 36 1.29 68 59 29.6 12.2 22.0 79 41.6 14.5 18 68 39.3 14.1 

14 Aug. 25 1924 35.2 34 1.22 67 53 28.6 12,0 .21.6 69 40.3 14.3 (22)1 69 40.3 14.3 

15 Sept. 3 1913 35.a 41 1.11 63 55 27.6 11.8 21.5 66 39.7 14.2 16 63 36.4 13.6 

16 Aug. 24, 1949 33.5 24 1,06 65 56 24.7 11.2 19.9 66 34.3 13.1 22 67 34.3 13.1 

17 Dec. 2, 1925 34.2 54 .97 47 41 26.4 11.6 21.4 51 39.2 14.2 14 56 34.5 13.3 

18 
19 

Sept. 
Sept. 

16, 
17 

1967 
1906 

36.6 
34.0 

f39)* 
61 

.95 

.94 55 48 26.1 11.6 21.5 59 39.2 14.2 
9 

16 56 35.6 13.5 

Average for Zone 3 

ATLANTIC OCEAN  U.S.  COAST HISTORICAL HURRICANES ZONE FOUR 

No Date 

Lat    * 

Degrees 

R 

H.M. 

ap 

In Hg 

STATIONARY CRITICAL SPEED ACTUAL SPEED 
UR \ HR TR vc URc HC Tc \ \* H Ta 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

1 Sept 21, 1939 41.8 50 2.06 82 71 40.8 14.3 25.7 84 56.8 16.9 (47)' 95 56.8 16.9 

I Sept 11 1954 41.3 (44) 1.95 (40)' 

3 Sept 16 1933 (40.3)* (44) 1.67 (33)1 

4 

5 

Sept 

Sept. 

14, 

11, 

1944 

1960 

41.4 

38.0 

48 

(44) 

1.61 

1.57 

72 62 34.4 13.2 23.8 74 48.8 15.7 (30)' 

(32)' 

77 48.8 15.7 

6 Aug. 31 1954 41.8 22 1.54 75 65 28.8 12.0 21.2 76 39.1 14.0 (33)' 82 39.1 lfl.0 

7 Sept 18 1936 38.0 34 1.39 71 61 30.4 12.4 22.2 73 42.4 14.6 (33)' 78 42.4 14.6 

0 Aug. 26, 1924 41.3 66 1.22 59 51 28.7 12.1 22.4 62 42.7 14.8 (89)' 66 42.7 14.8 

9 Aug. 29, 1958 39.0 (44) 1.19 21 
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TABLE    II -    A 

GULF    OF    MEXICO    U.S.    COAST    HISTORICAL    HU UCANES    ZONE    A 

Ho Oate Degrees 

R 

N.M. 

flP 

In Hg 

STATIONARY CRITICAL SPEED ACTUAL SPEED 

UR 
Uto HR TR Vc URc 

H T va URa 
H T 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

, Sept ? 1935 24.8 6 4.00 125 108 32.5 12.1 20.0 118 39.0 13.2 9 113 35,3 12.6 
2 Sept 9 1919 24.6 2.50 103 89 38.4 13.6 23.3 101 49.1 15.4 8 93 42.0 14.2 
H Oct. XII 1926 23.8 21 2.40 101 88 42.2 14.4 24.9 100 55.0 16.4 16 95 50.2 15.7 
4 Sept III 1960 26.0 2.37 9 
b Sept 21 1948 24.5 7 2.30 10O 87 27.4 11.3 19.0 106 33.7 12.5 91 30,0 

1910 24.5 2.12 95 35.8 22.8 94 46.3 15.0 40.7 
Sept. H 1965 25.2 21 2.00 90 78 36.6 13.4 23.4 90 48,4 15.5 15 86 
Oct. IH 1944 24.6 27 1.90 89 77 39.3 14.0 24.6 90 52.8 16.2 13 83 46.2 

1 Sept. 1/ 1947 26.4 34 1.90 76 45.1 14.3 25.3 87 55.9 16.7 <10.7)» 75 47.1 
Sept IX 1926 26.5 24 1.90 88 76 37.1 13.5 23.7 49.4 15.7 57 

m 1929 24.8 28 2.00 86 74 38.0 13.8 24.3 86 51.4 16.0 10 79 43.3 14.7 
Oct. 2b 1921 28.1 2.00 83 72 31.0 12.4 22.0 Si 41.0 14.2 10 77 35.4 13.2 
Oct. 1909 24.3 22 2.00 83 71 33.7 53.0 22.7 45.3 15.0 10 76 38.6 

14 Sept. IS 1928 27.7 53 2.00 78 68 40.3 14.3 81 57.0 17.0 (10. TT 67 57.0 17.0 
IS Sept. 4 1950 29.1 2.00 qp>* Aug. 2ft 1949 27.2 23 2.00 80 69 32.5 12.7 22.4 80, 43.8 14.S 76 39.4 

Sept. IS 1945 25.5 2.00 80 69 33.1 22.7 Bl 44.8 15.0 10 74 38.0 
Oct. ft' 19G4 24.0 

11 Sept. 4 1933 27.8 29     , 1.44 76 66 32.9 12.8 22.8 78 45.2 15.1 I! 72 38.6 14.0 
m 1 1966 30.0 (18.6)" 1.28 9 

Oct. 19 1924 25.0 W     . 1.22 72 62 27.0 11.6 72 36.8 13.5 66 
•n 4 1935 25.0 (18.6) 1.20 
r.\ Sept. II 1903 27.0 43 1.10 64 56 30.0 12.3 22.5 66 43.3 14.8 7 59 33.8 13.1 
24 Oct. IH 1906 25.0 1.10 65 29.3 12.2 68 42.0 14.6 60 12.9 
•/h Oct. S 1948 24.0 31     * 1.10 66 57 28.7 12.1 68 40.8 14.4 13 63 35.6 13.4 
«i Oct. 1950 28.0 (18.6) 1.04 (10.77* 

June 1906 25.1 26     * 1,01 26.3 37.0 13.7 56 37.0 /» Oct. 4 1966 24.2 (18.6) 1.00 7 
29 Oct. /, 1941 29.8 18 l.OO 62 54 22.0 10.5 18.7 63 30.3 12.3 11 59 26.7 11.6 

TABLE    II -    B 

GULF   OF    MEXICO    U.S.    COAST    HISTORIC ANES    ZONE    B 

Oate 

Lat    4> 

Degrees 

R 

N.M. 

flp 

In Hg 

STATIONARY CRITICAL SPEED ACTUAL SPEED 

UR URs HR TR vc URc Hc 
Tc va Ufia Ha 

Ta 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

, „ 1900 2.28 98 87 37.3 23.2 98 49.0 15.3 (13.8r 94 43.5 15.0 
? Sept II) 1965 28.9 32 2.13 93 83 43.8 14.7 25.8 95 58,6 17,0 17 91 53.3 
3 Sept 24 1915 29.9 £9. 2.05 91 81 41.3 14.3 25.0 94 55.1 16.5 10 86 46.6 

Sept 14 1919 27.0 2.00 20 
S Sept m 1926 30.5 17 1.72 85 75 31.7 12.5 21.6 86 41.4 14.2 7 79 
h July 21 1909 26.8 19 1.61 82 73 32.3 12.6 22.0 84 42.7 14.5 (13. ef* 72 / •K 1926 29.6 27 1.61 81 72 35.0 13.2 23.3 83 47.3 15.4 10 77 
H Oct. •< 1964 29.0 21 1.59 81 72 32.5 12.7 22.2 83 43.3 14.0 7 75 
9 July <; 1916 30.7 50 1.54 76 67 38.2 14.0 25.0 80 53.8 16,5 25 80 53.8 

III July ;-ti 1936 30.5 19 1.46 78 69 29.7 12.1 21.2 79 39.5 14.0 9 73 
II 28 1917 30.4 33 1.44 75 67 33.8 13.0 23.2 78 46.6 15.3 13 73 40.8 14.3 
12 Sept. 27 1906 30.6 73 1.42 69 62 38.0 54.0 25.4 74 55.3 16.8 16 69 48.5 
n 16 1934 30.0 37 1.40 74 65 34.2 13.1 23.5 77 47.6 15.5 16 73 43.1 
14 Sept 19 1947 30.0 33 1.35 73 65 32.6 12.8 22.8 76 45.2 15.1 16 73 
15 14 1901 30.0 33 1.20 69 61 30.2 32.4 22.1 72 42.3 14.6 14 
IS Oct. IH 1916 30.4 19 1.56 69 61 25.8 11,4 20.0 71 35.0 13.2 21 72 35.0 
17 / 1940 29.0 11 1.16 70 62 22.1 10.4 18.1 71 29.0 12.0 8 66 25.0 
IH Sept. 23 1956 30.0 22 1.16 69 61 27.0 11.6 20.6 71 37.0 13.6 10 56 
19 July n 1943 28.2 16 1.14 69 61 24.7 11.1 19.4 71 32.1 12.8 8 65 28.0 
m •«) 1929 30.1 65 1.12 62 55 32.0 !3.8 23.6 66 47.2 15.5 6 58 35.6 
21 m 1950 30.2 21 1.00 64 57 24.3 11.1 19.7 66 33.5 53.0 23 , 68 33,0 13,0 
T/ Sept. 21 1920 29.6 28 .99 63 55 25.8 11.4 20.5 65 36.3 53.6 69 36.3 13.6 
n Sept. 211 1909 29.9 .98 54 48 29.3 12.3 23.0 60 45.0 15.2 54 36:4 
vn Oct. / 1941 29.9 18 .94 62 55 22.5 10.6 18.8 30.8 12.4 11 62 
2b Sept. lb 1960 28.1 19 1.04 91 81 35.0 13.0 23.0 92 45.0 15.0 10 87 

Estimated Averaoe of all  R Average of all V 

TABLE     II -    C 

GULF    OF    MEXICO    U.S.     COAST    HISTORICAL    HURRICANES    ZONE    C 

Lat    * R flp 
STATIONARY CRITICAL SPEED ACTUAL SPEED 

HO Date Degrees N.M. In Hg 

UR URs HR TR c URc c c a URa a a 

Knots Knots Feet Sec Knots Knots Feet Sec Knots Knots Feet Sec 

, Sept.  20 1967 26.0 (19.9)* 2.66 (11-2? 

2 Sept.   11 1961 27.2 20 2.28 98 85 39.3 13.9 24.0 97 51.2 15.8 6 88 42.1 14.3 

3 Sept.    G 1900 29.2 14 2.28 99 85 34.7 12.9 22.2 96 44.3 14.6 10 90 38.9 13.7 

4 Aug.    13 1932 29.1 12 2.09 95 82 31.4 12.3 21.0 92 40.0 13.9 55 89 37.4 13.4 

5 June   27 1957 29.2 19 1.97 91 79 35.0 13.1 22.7 90 45.8 15.0 14 86 41.5 14.3 

6 Aug.    18 1916 27.5 35 1.92 88 76 41.3 14.4 25.4 89 56.3 16.8 1) 82 47.5 55.4 

7 Sept.  14 1919 27,7 (19.9)* 1.92 

8 Sept.    6 1933 25.9 20 1.90 90 78 35.6 13.2 23.0 89 46.9 55.2 8 82 39.3 13.9 

9 Aug.    30 1942 28. S 18 1.85 88 76 33.3 12.8 22.2 88 43.7 14.6 14 83 39.7 14.0 

10 Aug.    16, 1915 29.8 32 1.78 85 73 37.8 13.7 24.3 86 51.4 16.0 11 79 43.7 14,8 

11 June    22 1921 29.7 17 1.75 86 74 31.4 12.4 21.6 85 41.2 14.2 11 80 36.3 13.3 

12 July    21 1909 29.0 19 1.61 82 71 31.1 12.4 21.6 82 41.2 14.3 12 77 36.5 13.4 

13 Sept.  23, 1941 29.7 21 1.61 82 71 31.8 12.6 22.0 82 42.5 14.5 13 77 38.0 13.7 

14 Aug.    27, 1945 29.0 18 1.35 75 65 27.5 - 11.7 20.5 75 36.8 13.5 4 67 29.2 12.0 

15 June    28, 1929 28.5 13 1.30 74 64 24.4 11.0 19.1 74 32.2 12.6 15 72 30.5 12.2 

16 Aug.     7 1940 29.9 11 1.16 70 61 21.5 10.3 17.9 70 28.3 11.8 8 65 24.4 51.0 

17 July    27 1943 29.5 16 1.14 69 60 23.9 10.9 59.2 68 32.2 12.6 8 64 27.2 11.6 

18 Aug.      4 1933 25.9 25 1.12 68 59 27.6 11.8 21.1 69 38.4 13.9 10 64 32.5 12.8 

19 Oct.      4 1949 28.9 28 1.04 64 56 26.3 11.5 20.7 66 37.0 53.7 11 61 31.7 12.7 
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APPENDIX B 
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TABLES  III  TO VI 

Deep Water Hurricane Wind  and Wave Calculations   for Standard Project 
Hurricanes,  Probable Maximum Hurricanes.     Predictions   for U.S.  Gulf of 
Mexico:     Zones A,  B,  and C;  U.S.  East  Coast:     Zones  1,  2,  3  and 4. 

TABLE  III 

Standard Project Hurricanes  for Gulf Coast U.S.   Zones A,  B  and  C. 

TABLE IV 

Probable Maximum Hurricanes  for Gulf Coast U.S.  Zones  A,  B and C. 

TABLE V 

Standard Project Hurricanes   for  East  Coast  Zones   1,   2,   3  and  4. 

TABLE VI 

Probable Maximum Hurricanes for East Coast Zones  1,   2,  3 and  4. 

Notations  in the Above Tables: 

<j> latitude  degrees 

AP central pressure  reduction from normal inches of H 
g 

R radius  of maximum wind nautical miles 

U maximum sustained 10-mlnute average wind velocity  above friction 
layer  for stationary hurricane, knots 

V forward speed of hurricane in knots   (V = 0 stationary, V = V 

critical speed,  V = slow,  medium or fast speed of translation 
as  indicated) 

U maximum 10-minute average sustained wind speed  at 10 meter 
water level,  knots 

U„ 0.865 U„ + i   V,  knots   (except Zone B) 

U_ 0.886 U_ +i   V,  knots   for Zone B only 
KS K / 

H        significant wave height in feet at R 
K 

T_       significant wave periods in seconds at R 
K. 
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TABLE III- A 

DEEP WATER WAVES 

STANDARD PROJECT HURRICANES FOR GULF COAST U.S. 

Stat Crit Slow Hed Fast Stat Crit Slow        Med Fast Stat Crit Slow Msd Fast 

1 

Lat • • 24°                 UR 

Small R = 4 Medium R = 7 Large R • 11 

121.5 121.1 120.7 

A P = 3.34 in Hg    ?. 
uRs 

0 
105.1 

17.7 
114.0 

3.0 
106.6 

10.0 
115.1 

17.0 
113.6 

0 
104.8 

20.6 
115.1 

3.0        10.0 
106.3      114.8 

17.0 
113.3 

0 
104.4 

23.2 
116.0 

3.0 
105.9 

10.0 
105.4 

17.0 
112.9 

HR 
26.5 31.1 27.2 29.0 30.9 33.5 40.5 34.5        36.8 39.2 40.6 50.1 41.7 44.6 47.4 

TR 
10.8 11.7 10.9 11.3 11.7 12.4 13.6 12.5        13.0 13.4 13.8 15.3 14.0 14.4 14.9 

2 

Lat • • 25°                 UR 

Small R • 4 Medium R = 7 Large R • 12 
119.6 119.3 118.7 

A P = 3.24 in Hg   l 0 
103.5 

17.6 
112.3 

3.0 
105.0 

10.0 
108.5 

17.0 
112.0 

0 
103.2 

20.4 
113.4 

3.0        10.0 
104.7      108.2 

17.0 
111.7 

0 
102.7 

23.5 
114.5 

3.0 
104.2 

10.0 
107.7 

17.0 
111.2 

HR 
26.0 30.6 26.7 28.5 30.4 32.9 39.7 33.9       36.2 38.5 41.3 51.3 42.5 45.4 48.4 

TR 
10.7 11.6 10.8 11.2 11.6 12.3 13.5 12.4        12.9 13.3 13.9 15.5 14.1 14.6 15.1 

3 

Lat * • 26°                 UR 

Small R - 4 Medium R = 8 Large R = 14 
116.8 116.3 115.6 

A P = 3.09 in Hg    )( 
0 

101.0 
17.4 

109.7 
4.0 

103.0 
11.0 

106.5 
17.0 

109.5 
0 

100.6 
20.9 

111.1 
4.0        11.0 

102.6      106.1 
17.0 

109.1 
0 

100.0 
24.1 

112.1 
4.0 

102.0 
11.0 

105.5 
17.0 

108.5 

Marco, Florida 
TB 

25.2 

10.6 

29.8 

11.5 

26.2 

10.8 

28.1 

11.1 

29.7 

11.4 

33.8 

12.5 

41.2 

13.8 
35.2       37.6 
12.7        13.2 

39.8 

13.6 

42.4 

14.2 
53.2 

15.9 

44.1 

14.5 

47.1 

15.0 

49.9 

15.4 

4 

Lat * = 27°               UR 

Small R» 5 Medium R = 10 Large R • 18 
112.1 111.5 110.6 

A P = 2.86 in Hg   .^ 0 
97.0 

18.1 
106.1 

4.0 
99.0 

11.0 
102.5 

18.0 
106.0 

0 
96.5 

21.8 
107.4 

4.0       11.0 
98.5      102.0 

18.0 
105.5 

0 
95.6 

24.8 
108.0 

4.0 
97.6 

11.0 
101.1 

18.0 
104.6 

Lemon Bay, Florida     R 
TR 

26.5 

10.9 

31.7 

12.0 

27.6 

11.2 

29.6 

11.6 

31.7 

12.0 

35.5 
12.9 

44.0 
14.4 

37.0       39.7 
13.2        13.7 

42.5 
14.1 

43.6 
14.5 

55.6 
16.4 

45.4 
14.8 

48.8 

15.3 
52.2 
15.9 

5 

Lat * = 28°                 UR 

Small R • 6 Medium R = M Large R * 21 

106.7 105.9 104.8 

A P = 2.60 1n Hg    I 0 
92.3 

18.6 
101.6 

4.0 
94.3 

11.0 
97.8 

19.0 
101.8 

0 
91.6 

22.2 
102.7 

4.0       11.0 
93.6       97.1 

19.0 
101.1 

0 
90.7 

24.9 
103.2 

4.0 
92.7 

11.0 
96.2 

19.0 
100.2 

27.2 32.9 28.3 30.5 . . 36.0 45.2 37.5       40.4 43.8 42.9 55.5 44.9 48.3 52.4 

TR 
11.2 12.3 11.4 11.8 . . 13.1 14.7 13.4        13.9 14.4 14.5 16.4 14.8 15.3 16.0 

6 Small R- 6 Medium R • 13 Large R = 24 
Lat * = 29°                 UR 104.1 103.2 101.8 

A P « 2.48 in Hg    f. 0 
90.0 

18.4 
99.2 

4.0 
92.0 

11.0 
95.5 

20.0 
100.0 

0 
89.2 

22.3 
100.4 

4.0        11.0 
91.2        94.7 

20.0 
99.2 

0 
88.0 

25.2 
100.6 

4.0 
92.0 

11.0 
93.5 

20.0 
98.0 

h 26.4 32.1 27.6 29.7 * * 35.7 45.2 37.3       40.2 44.1 43.2 56.4 45.2 48.7 53.5 

h 11.0 12.1 11.3 11.7 * * 13.1 14.7 13.4       13.9 14.5    • 14.5 16.6 14.9 15.4 16.2 

7 

Lat $ = 30°                 UR 

Small R - 7 Medi urn R = 14 Large R • 26 
102.4 101.4 99.9 

A P = 2.41 in Hg    Jj 0 
88.5 

19.0 
98.0 

4.0 
90.5 

11.0 
104.0 

21.0 
99.0 

0 
87.7 

22.4 
98.9 

4.0        11.0 
89.7       93.2 

21.0 
98.2 

0 
86.4 

25.3 
99.1 

4.0 
88.4 

11.0 
91.9 

21.0 
96.9 

Carbur, Florida         HR 27.7 33.9 28.9 31.2 * * 35.7 45.4 37.4       40.4 44.8 43.2 56.7 45.2 48.8 54.3 

TR 
11.3 12.6 11.6 12.0 13.1 14.8 13.4       13.9 14.7 14.6 16.7 14.9 15.5 16.3 

' FORWARD SPEED GREATER THAN CRITICAL FORWARD SPEED 
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TABLE in- B 
DEEP WATER WAVES 

STANDARD PROJECT HURRICANES FOR GULF COAST U.S. ZONE B 

Stat Crit Slow Tied Fast Stat CHt Slow         Med Fast Stat CHt Slow Med Fast 

1 

Lat 4> = 30° UR 

uRs 
HR 
TR 

Small R = 7 Medium R - 14 Large R - 27 

101.5 100.6 98.9 

a P - 2.3? 

Apalachicola, 
Florida 

0 
89.8 

28.1 

11.4 

19.1 
99.4 

34.3 

12.6 

4.0 
91.8 

29.3 

11.7 

11.0 
95.3 
31.6 

12.1 

28.0 
103.8 

0 
89.0 

36.2 

13.2 

22.5 
100.3 
45.9 

14.8 

4.0       11.0 

91.0       94.5 
37.8       40.8 

13.5        14.0 

28.0 
103.0 8?.5 

44.2 

14.7 

25.6 
100.3 

58.1 

16.9 

4.0 
89,5 

46.2 

15.1. 

11.0 
93.0 

49.9 

15.7 

28.0 
101.5 

2 

Lat 4> = 30° UR 

n Hg    J 
uRs 
HR 
TR 

Small  R * 7 Medium R = 14 Large R = 28 

100.8 99.9 98.1 

A P = 2.34 
0 

89.2 
19.1 
98.8 

4.0 
91.2 

11.0 
94.7 

28.0 
103.2 

0 
88.4 

22.4 
99.6 

4.0        11.0 
92.4        93.9 

28.0 
102.4 

0 
86.8 

25.7 
99.6 

4.0 
88.8 

11.0 
92.3 

28.0 
100.8 

Grayton Beach 
F1 ori da 

27.9 

11.4 

34.1 

12.6 

29.1 

11.6 

31.4 

12.1 

35.9 

13.1 

45.6 

14.8 

37.6        40.5 

13.4        13.9 ** 44.3 

14.8 

58.4 

17.0 

46.4 

15.1 

50.1 

15.7 ** 
3 

Lat $ = 30.5° UR 

Small  R = 7 Medium R = 14 Large R - 29 

100.5 99.6 97.6 

& P = 2.33 "H9   J 0 
88.9 

19.0 
98.4 

4.0 
90.9 

11.0 
94.4 

28.0 
102.9 

0 
88.1 

22.4 
99.3 

4.o     n.o 
90.1      103.6 

28.0 
102.1 

0 
86.4 

25.8 
99.3 

4.0 
68.4 

11.0 
91.9 

28.0 
100.4 

Pensacola, HR 
27.8 34.0 29.0 31.3 * * 35.7 45.4 37.4       40.3 . * 44.5 58.8 46.6 50.3 * * 

Florida 
TK 

11.4 12.6 11.6 12.1 * * 13.1 14.8 13.4        1,3.9 ** 14.8 17.0 15.2 15.8 * * 
4 

Lat <t> = 30.5° UR 

Small R = 7 tedium R = 14 Large R = 30 

100.3 99.4 97.2 

& P = 2.32 n Kg   J 
0 

88.8 
19.0 
98.3 

4.0 
90.8 

11.0 
94.3 

28.0 
102.8 

0 
87.9 

22.3 
99.1 

4.0        11.0 
89.9        93.4 

28.0 
101.9 

0 
86.0 

25.9 
99.0 

4,0 
88.0 

11.0 
91.5 

28.0 
100.0 

HR 
27.7 34.0 29.0 31.2 * * 35.6 45.3 37.3        40.2 * * 44.8 59.3 46.9 50.7 * * 

TR 
11.3 12.6 11.6 12.0 * * 13.1 14.7 13.4        13.9 * * 14.9 17.1 15.2 15.8 * * 

* FORWARD SPEED GREATER THAN CRITICAL FORWARD SPEED 

STANDARD 

TABLE III- B 
DEEP WATER WAVES 

PROJECT HURRICANES  FOR GULF COAST U.S.  ZONE E 

stat Crit Slow Med Fast Stat Crit Slow Med Fast Stat CHt Slow -ted Fast 

5 

Lat $ = 30° UP 

Small R = 7 Medium R - 14 Larqe R = 30 

100.4 99.5 97.4 
V 

S.9 
19.0 4.0 11.0 28.0 0 22.4 4.0 11.0 26.0 4.0 n.o 28.0 

URs 99.2 92.0 93.5 102.0 86.2 

h 27.7 34.0 29.0 31.3 * * 35.7 45.4 37.4 40.3 ** 45.0 59.5 47.1 50.9 
lR 12.1 * * 13.1 14.8 13.4 13.9 * * 14.9 17.1 15.2 15.8 * * 

6 

Lat * = 29.5° UR 

Small  R = 7 Medium R -  14 Large R = 29 

100.7 99.8 97.8 

V 0 19.1 4.0 n.o 28.0 
88.3 

22.4 4.0 n.o 0 25.9 4.0 11.0 28.0 "to 94.6 103.1 99.0 90.3 93.8 102.3 99.6 88.6 92.1 100.6 

»P 
27.8 34.1 29.1 31.4 * * 35.9 45.6 37.6 40.6 * * 44.8 59.2 46.9 50.7 * * 

Louisiana TR 
11.4 12.6 11.6 12.1 * * 13,1 14.8 13.4 14.0 * * 14.9 17.1 15.2 15.8 

7 

Lat <j> " 29.5° UP 

Small R = 7 Medium R" 14 Larqe R = 29 

100.9 100.0 98.0 

6 P = 2,34 in Hg V 0 19.1 4.0 11.0 28.0 0 22.5 4.0 11.0 
86.8 

25.9 4.0 11.0 28.0 
URs 94.8 103.3 99.8 90.5 94.0 102.5 99.8 88.6 92.3 

March Island, 
Lou1 ana 

HR 27.9 34.2 29.2 31.4 * * 36.0 45.8 37.7 40.6 * * 44.9 59.3 47.0 50.8 

TR 11.4 12.6 11.6 12.1 13.2 14.8 13.4 14.0 * * 14.9 17.1 15-2 15.8 * * 
8 

Lat $ = 30° UR 

Small R = 7 Medium R = 14 Large R = 29 

101.3 100.4 98.5 

a P = 2.36 in Hg V 0 19.1 4.0 n.o 28.0 0 22.5 4.0 11.0 25.7 4.0 11.0 28.0 
101.2 URS 

95.1 103.6 88.8 100.1 90.8 94.3 102.8 87.2 100.2 89.2 92.7 
Grand CheMer, HR 

28.0 34.3 29.3 31,5 * + 36.1 45.8 37.8 40.7 * * 44.5 58.7 46.6 50.3 * * 
Louisiana 

TR 11.4 12.6 11.7 12.1 * * 13.2 14.8 13.5 14.0 .. 14.8 17.0 15.1 15.7 *•* 

• FORWARD SPEED GREATER THAN  CRITICAL  FORWARD SPEED 
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TABLE IV - A 
DEEP WATER WAVES 

PROBABLE MAXIMUM HURRICANES  FOR GULF COAST U.S.  ZONE A 

1 

Lat * = 24° 

Stat Crit Slow Med Fast Stat Crit Slow Med Fast Stat Crit Slow Med Fast 

UP 

Small R = 4 Medi um R = 7 Urge  R = 11 

132.5 132.1 131.7 

A P = 3.97 in Hg V 

V 
0 

114.6 
18.4 

123.8 
3.0 

116.1 
10.0 

119.6 
17.0 

123.1 
0 

114.3 
21.3 

125.0 
3.0 

115.8 
10.0 

119.3 
17.0 

122.8 
0 

113.9 
24.1 

126.0 
3.0 

115.4 
10.0 

118.9 
17.0 

122.4 

Hr> 29.0 33.9 29.8 31.6 33.5 36.8 44.0 37.8 40.1 42.5 44.5 54.5 45.7 48.5 51.4 

TR 
11.2 12.1 11.4 11.7 12.1 12.9 14.1 13.0 13.4 13.8 14.4 15.9 14.6 15.0 15.4 

2 

Lat $ = 25° UP 

Small R = 4 Medium R » 7 Large R = 12 

130.4 130.1 129.5 

a P = 3.85 in Hg 
V 

V 
0 

112.8 
18.2 

121.9 
3.0 

114.3 
10.0 

117.8 
17.0 

121.3 
0 

112.5 
21.2 

123.1 
3.0 

114.0 
10.0 

117.5 
17.0 

121.0 
0 

112.0 
24.4 

124.2 
3.0 

113.5 
10.0 

117.0 
17.0 

120.5 

S 28.5 33,3 29.2 31.1 32.9 36.1 43.2 37.1 39.4 41.8 45.3 55.7 46.5 49.4 52.4 

TR 11.1 12.0 11.3 11.6 12.0 12.8 14.0 12.9 13.3 13.7 14.5 16.1 14.7 15.2 15.6 

3 

Lat tf = 26° S 
Small = 4 Medium R = 8 Large R =  14 

127.5 127.0 126.3 

A P = 3.68 in Hg V 

V 
0 

110.3 
18.0 

119.3 
4.0 

112.3 
11.0 

115.8 
17.0 

118.8 
0 

109.9 
21.7 

120.8 
4.0 

111.9 
11.0 

115.4 
17.0 

118.4 
0 

109.3 
25.1 

121.9 
4.0 

111.3 
11.0 

114.8 
17.0 

117.8 

Marco,  Florida h 
7R 

27.7 

11.0 

32.4 

11.9 

28.7 

11.2 

30.6 

11.5 

32.2 

11.8 

37.2 

13.0 

44.9 

14.3 

38.5 

13.3 

41.0 

13.7 

43.1 

14.0 

46.9 

14.9 

58.3 

16.6 

48.7 

15.1 

51.2 

15.6 

54.5 

16.0 

4 

Lat * = 27° UP 

Small   R = 5 Medium R =  10 Urge R =  18 

124.1 123.5 122.5 

A P = 3.50 in Hg 
V 

V 
0 

107.3 
18.9 

116.8 
4.0 

109.3 
11.0 

112.8 
18.0 

116.3 
0 

106.8 
22.7 

118.2 
4.0 

108.8 
11.0 

112.3 
18.0 

115.8 
0 

106.0 
26.1 

119.1 
4.0 

108.0 
11.0 

111.5 
18.0 

115.0 

HR 
Lemon Bay, Florida- 

'R 

29.6 

11.5 

35.0 

12.5 

30.7 

11.7 

32.7 

12.1 

34.8 

12.4 

39.6 

13.6 

48.5 

15.0 

41.1 

13.8 

43.8 

14.3 

46.6 

14.7 

49.1 

15.3 

61.9 

17.2 

51.0 

15.6 

54.4 

16.1 

57.8 

16.6 

5 

Lat $ = 28° UP 

Smal 1 R = 6 Medium R = 12 Large R = 21 

121.0 120.3 119.1 

A P = 3.34 in Hg V 

V 
0 

104.7 
19.6 

114.5 
4.0 

108.7 
11.0 

110.2 
19.0 

114.2 
0 

104.0 
23.6 

115.8 
4.0 

106.0 
11.0 

109,5 
19.0 

113.5 
0 

103.1 
26.5 

116.4 
4.0 

105.1 
11.0 

108.6 
19.0 

112.6 

Dunedin, Florida 
TR 

31.1 

11.8 

37.2 

12.9 

32.3 

12.1 

34.4 

12.5 

37.0 

12.9 

41.6 

14.0 

51.5 

16.6 

43.2 

14.2 

46.1 

14.7 

49.5 

15.3 

49.8 

15.5 

63.5 

17.5 

51.8 

15.8 

55.3 

16.3 

59.5 

16.9 

6 

Lat $ = 29° UR 

Small   R = 6 Medium R = 13 Large R = 24 

118.7 117.8 116.4 

A P = 3.22 in Hg 
V 0 

102.7 
19.4 

112.4 
4.0 

104.7 
11.0 

108.2 
20.0 

112.7 
0 

101.9 
23.7 

113.8 
4.0 

103.9 
11.0 

107.4 
20.0 

111.9 
0 

100.7 
26.8 

114.1 
4.0 

102.7 
11.0 

106.2 
20.0 

110.7 

HP 30.4 36.4 31.6 33.7 * * 41.6 51.9 43.3 46.2 50.2 50.5 64.9 52.5 56.2 61.0 

Florida TR 11.7 12.8 12.0 12.4 * * 14.0 15.7 14.3 14.8 15.4 15.6 17.7 15.9 16.5 17.2 

7 

Lat $ = 30° UP 

Small R = 7 tedium R = 14 Larqe R = 26 

116.8 115.9 114.3 

& P = 3.13 in Hg 
V 

URs 

0 
101.0 

31.9 

20.1 
111.1 

38.5 

4.0 

103.0 
33.1 

11.0 

105.5 
35.4 

21.0 

111.5 

0 

100.2 
41.7 

23.8 

112.1 
52.2 

4.0 

102.2 
43.4 

11.0 

105.7 
46.4 

21.0 

110.7 
50.9 

0 

98.8 
50.5 

27.0 

113.3 
65.3 

4.0 

100.8 
52.6 

11.0 

104.3 
56.3 

21.0 

109.3 
62.0 

TR 12.1 13.3 12.3 12.7 14.1 15.7 14.3 14.8 15.5 15.7 17.8 16.0 16.5 17.3 

Carbur,  Florida 

' FOFMARD SPEED GREATER THAN CRITICAL FORWARD SPEED 
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TABLE  IV - 8 
DEEP WATER WAVES 

PROBABLE  MAXIMUM HURRICANES  FOR GULF COAST  U.S.  ZONE £ 

Stat Crit Slow Med Fast Stat Crit Slow Med Fast Stat Crit Slow Med Fast 

1 

Lat * = 30° UR 

Small   R = 7 Msdium R = 14 Large R = 27 

115.8 114.9 113.2 

A P = 3.08 l n Hg    J 0 
102.5 

20.2 
112.6 

4.0 
104.5 

11.0 
108.0 

28.0 
116.5 

0 
101.7 

24.0 
113.7 

4.0 
103.7 

11.0 
107.2 

28.0 
115.7 

0 
100.2 

27.3 
113.9 

4.0 
102.2 

11.0 
105.7 

28.0 
114.2 

Apalachicola, HR 32.3 39.0 33.6 35.9 * * 42.3 52.8 43.9 46.9 51.8 66.9 53.9 57.6 * * 
TR 12.1 13.3 12.4 12.8 * * 14.1 15.8 14.4 14.9 15.9 18.0 16.2 16.7 * * 

2 

Lat <fr = 30° UR 

Small  R =  7 Medium R =  14 Larqe R = 28 

115.3 114.3 112.5 

A P = 3.05 i r> Hg    I 0 
102.0 

20.2 
112.1 

4.0 
104.0 

11.0 
107.5 

28.0 
116.0 

0 
101.2 

23.9 
113.2 

4.0 
103.2 

11.0 
106.7 

28.0 
115.2 

0 
99.6 

27.4 
113.3 

4.0 
101.6 

11.0 
105.1 

28.0 
113.6 

Grayton Beach, HR 32.1 38.8 33.4 35.7 * * 42.0 52.5 43.7 46.7 * * 52.0 67.3 54.1 57.9 * * 
FI o ri da 

TR 12.1 13.3 12.4 12.8 ** 14.1 15.8 14.4 14.9 * * 15.9 18.1 16.2 16.8 * * 
3 

Lat $ =  30° 
UR 

i Hg   I 

Smal 1  R = 7 Medium R =  14 Larqe R = 29 

114.7 113.8 111.8 

A P = 3.02 i 0 20.1 4.0 11.0 28.0 0 23.8 4.0 11.0 28.0 0 27.6 4.0 11.0 28.0 

101.5 111.6 103.5 107.0 115.5 100.7 112.6 102.7 106.2 114.7 98.9 113.7 100.9 104.4 112.9 

Pensacola, 
Florida 

HR 

TR 

32.0 

12.1 

38.6 

13.3 

33.3 

12.3 

35.5 

12.7 :; 41.8 

14.1 

52.2 

15.7 

43.4 

14.3 

46.5 

14.8 

* * 52.2 

15.9 

67.8 

18.2 

54.4 

16.3 

58.2 

16.8 

* * 

4 

Lat $ = 30° UR 

Small  R =  7 Medium R =  14 Larqe R = 30 

114.7 113.8 111.7 1 H9    I 0 20.1 4.0 11.0 28.0 0 23.8 4.0 11.0 0 27.7 4.0 11.0 28.0 
111.6 103.5 107.0 115.5 100.7 112.6 102.7 106.2 114.7 98.8 113.7 100.8 103.3 112.8 

Mobile, Alabama           R 

T
R 

32.0 

12.1 

38.6 

13.3 

32.3 

12.3 

35.5 

12.7 ** 
41.8 

14.1 

52.2 

15.7 

43.4 

14.3 

46.5 

14.8 .. 
52.8 

16.1 

68.6 

18.3 

54.9 

16.4 

58.8 

16.9 II 

' FORWARD SPEED GREATER THAN  CRITICAL  FORWARD SPEED 

TABLE   IV- B 
DEEP WATER WAVES 

PROBABLE  MAXIMUM HURRICANES  FOR GULF COAST  U.S.  ZONE E 

(CONTINUED) 

Stat Crit Slow       Mad Fast Stat Crit Slow Med Fast Stat Crit Slow Mad Fast 

5 

Lat $ = 30° UP 

Smal 1  R * 7 Medium R =  14 Larqe R = 30 

114.7 113.8 111.7 

A P = 3.02 

Hew Orleans, 
Florida 

n Hg 
V 
URs 

-HR 

TR 

0 
101.5 

32.0 

12.1 

20.1 
112.6 

38.6 

13.3 

4.0       11.0 
103.5      107.0 

33.3        35.5 

12.3        12.7 

28.0 
115.5 

0 
100.7 

41.8 

14.1 

23.8 
112.6 

52.2 

15.7 

4.0 
102.7 

43.4 

14.3 

11.0 
106.2 

46.5 

14.8 

28.0 
114.7 

0 
98.8 

52.8 

16.1 

27.7 
112.7 
68.6 

18.3 

4.0 

100.8 
54.9 

16.4 

11.0 

104.3 
58.8 

16.9 

28.0 

112.8 

6 

Lat * = 30° UR 

V 

V 

Smal 1  R = 7 tedium R =  14 Larqe R = 29 

115.1 114.1 23.9 4.0 11.0 112.2 

A P = 3.04 n Hg 
0 

101.8 
20.2 

111.9 
4.0        11.0 

103.8      107.3 
28.0 

115.8 
0 

101.0 113.0 103.0 106.5 
28.0 

115.0 99.3 
27.6 

113.2 
4.0 

101.4 
11.0 

104.9 
28.0 

113.4 

Up 32.1 38.8 33.4       35.7 * * 41.9 52.4 43.6 46.6 * * 52.5 68.1 54.6 58.4 * * 
Louisiana TP 

12.1 13.3 12.3       12.8 14.1 15.8 14.4 14.9 * * 16.0 18.2 16.3 16.9 * * 
7 

Lat * = 30° UP 

Small R = 7 Medium R =  14 Large R = 29 

115.4 114.5 112.6 

A P = 3.06 n Hg 
V 

V 
0 

102.2 
20.2 

112.3 
4.0        11.0 

104.2      107.7 
28.0 

116.2 
0 

101.4 
23.9 

113.4 
4.0 

103.4 
11.0 

106.9 
28.0 

115.4 
0 

99.6 
27.6 

113.4 
4.0 

101.6 
11.0 

105.1 
28.0 

113.6 

HR 

TR 

32.2 38.9 33.5        35.8 * * 42.1 52.6 43.8 46.8 * * 52.7 68.3 54.8 58.6 * * 
Louisiana 12.1 13.3 12.4        12.8 * * 14.1 15.8 14.4 14.9 * * 16.0 18.2 16.3 16.9 * * 

8 

Lat p = 30° UP 

Small R = 7 Medium R =  14 Large R = 28 

116.2 115.3 113.4 

A P = 3.10 in Hg 
V 

V 
0 

102.8 
20.2 

112.3 
4.0        11.0 

104.2      107.7 
28.0 

116.2 
0 

102.0 
24.0 
113.4 

4.0 
103.4 

11.0 
106.9 

28.0 
115.4 

0 
100.4 

27.5 
113.4 

4.0 
101.6 

11.0 
105.1 

28.0 
113.6 

Grand Chenier 
Louisiana 

HR 

TR 

32.4 

12.2 

39.1 

13.4 

33.7        36.0 

12.4        12.8 H 42.4 

14.2 

53.0 

15.8 

44.1 

14.4 

47.1 

14.9 ** 
52.5 

16.0 

67.9 

18.2 

54.7 

16.3 

58.5 

16.9 ** 
' FORWARD SPEED GREATER THAN  CRITICAL  FORWARD SPEED 
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TABLE V -  1 
DEEP WATER HAVES 

STANDARD PROJECT HURRICANES  FOR EAST COAST U.S.  ZONE  1 

Stat Cr1t Slow fed Fast Stat Crit Slaw Med Fast Stat Crit Slow Med Fast 

Lat » = 23° JP 

Small R = 4 Medium R = 7 Large H =  10 

122.9 122.6 122.3 

A P = 3.42 1 n Hg 
V 

V 
0 

106.3 
17.8 

115.2 
3.0 

107.8 
10.0 

111.3 
16.0 

114.3 
0 

106.1 
20.7 

116.5 
3.0 

107.6 
10.0 

111.1 
16.0 

114.1 
0 

105.8 
22.8 

117.2 
3.0 

107.3 
10.0 

110.8 
16.0 

113.8 
HP 26.9 31.6 27.6 29.5 31.1 34.1 41.1 35.1 37.4 39.4 39.6 48.6 40.7 43.4 45.8 

Lat $ 

TR 10.9 11.8 11.0 11.4 11.7 12.5 13.7 12.6 13.0 13.4 13.6 15.0 13.8 14.2 14.6 

2 

= 24° UR 

Small R - 4 tedium R = 7 Large R = 11 
121.5 121.1 120.7 

& P - 3.34 i nHg V 

URs 

0 
105.1 

26.5 

17.7 
113.9 

31.1 

3.0 
106.6 

27.2 

10.0 
110.1 

29.0 

17.0 
113.6 

30.9 

0 
104.8 

33.5 

20.6 
115.1 
40.5 

3.0 
106.3 
34.5 

10.0 
109.8 
36.8 

17.0 
113.3 
39.2 

0 
104.4 

40.6 

23.2 
116.0 
50.1 

3.0 
105.9 
41.7 

10.0 
109.4 
44.6 

17.0 
112.9 
47.4 

TR 10.8 11.7 10.9 11.3 11.7 12.4 13.6 12.5 13.0 13.4 13.8 15.3 14.0 14.4 14.9 

Lat * 

3 

= 25° UP 

Small R - 4 tedium R = 7 Large = 12 
119.6 119.3 118.7 

a P = 3.24 1 i>Hg V 0 
103.5 

17.6 
112.3 

3.0 
105.0 

10.0 
108.5 

17.0 
112.0 

0 
103.2 

20.4 
113.6 

3.0 
104.7 

10.0 
108.2 

17.0 
111.7 

0 
102.7 

23.5 
114.5 

3.0 
104.5 

10.0 
107.7 

17.0 
110.2 

HP 26.0 30.6 26.7 28.5 30.4 32.9 39.7 33.9 36.2 38.5 41.3 SI.3 42.5 45.4 48.4 

TR 10.7 11.6 10.8 11.2 11.6 12.3 13.5 12.4 12.9 13.3 13.9 15.5 14.1 14.6 15.1 

Lat * 

4 

= 25.5° UP 

Smal1  R = 4 Medium R = 8 Large R = 13 

118.5 118.0 117.5 

L P = 3.18 i n Hg V 0 
102.5 

25.7 

17.5 
111.3 
30.2 

3.0 
104.0 
26.4 

10.0 
107.5 
28.2 

17.0 
111.0 
30.1 

0 
102.1 

34.4 

21.0 
112.6 
41.9 

3.0 
103.6 
35.4 

10.0 
107.1 
37.9 

17.0 

110.6 
40.4 

0 
101.6 

42.2 

23.9 
113.6 
52.7 

3.0 
102.1 
43.4 

10.0 
106.6 
46.4 

17.0 
110.1 
49.5 

TR 10.6 11.5 10.8 11.2 11.5 12.6 13.9 12.8 13.2 13.6 14.1 15.8 14.3 14.8 15.3 

Lat * 

5 

= 26° UP 

Small  R = 4 Medium R = 8 Large = 14 

116.8 116.3 115.6 

fl P = 3.09 i n Hg V 

URs 

0 
101.0 

25.2 

17.4 
109.7 
29.8 

4.0 
103.0 
26.2 

11.0 
106.5 

28.1 

17.0 
109.5 
30.7 

0 
100.6 

33.8 

20.9 
111.1 
41.2 

4.0 
102.6 
35.2 

11.0 
106.1 
37.6 

17.0 
109.5 
39.8 

0 
100.0 

42.4 

24.1 
112.1 
53.2 

4.0 
102.0 
44.1 

11.0 
105.5 
47.1 

17.0 
108.5 
49.9 T« 10.6 11.5 10.8 11.1 11.5 12.5 13.8 12.7 13.2 13.6 14.2 15.9 14.5 15.0 15.4 

Lat * 

G 

= 27° "p 

Small  R - 5 Medium R =  10 Large =  18 

112.1 111.5 110.6 

A P = 2.86 1 n Hg V 

"is 

"R 

0 
97.0 

26.5 

18.1 
106.1 

31.7 

4.0 
99.0 

27.6 

11.0 
102.5 
29.6 

18.0 
106.0 
31.7 

0 
96.5 

35.5 

21.8 
107.5 
44.0 

4.0 
98.5 
37.0 

11.0 
102.0 
39.7 

18.0 
107.5 
42.5 

0 
95.6 

43.6 

24.8 
108.0 
55.6 

4.0 
97.6 
45.4 

11.0 
101.1 
48.4 

16.0 
104.6 
52.2 

TR 10.9 12.0 11.2 11.6 12.0 12.9 14.4 13.2 13.7 14.1 14.5 16.4 14.8 15.3 15,9 

TABLE V - 2 
DEEP WATER WAVES 

STANDARD PROJECT HURRICANES  FOR EAST COAST U.S.   ZONE 2 

Stat Crit Slow hfed Fast Stat Crit SIM *d Fast Stat Crit Slow fed Fast 

Lat $ 28° UP 

Small  R = 6 tedium R 12 Large R 25 

106.5 105.7 104.1 

A P 2.59 » Hg V 

V 92.1 
18.6 

101.4 
4.0 

94.1 
11.0 
77.6 

19.0 
101.6 

0 
91.4 

22.2 
102.5 

4.0 
93.4 

11.0 
96.9 

19.0 
90.9 

0 
90.1 

25.7 
103.0 

4.0 
92.1 

11.0 
95.6 

19.0 
99.0 

27.1 32.8 28.3 30.4 * * 35.9 45.1 37.5 40.3 43.7 45.2 59.0 47.2 50.8 55.2 

TR 11.1 12.3 11.4 11.8 * * 13.1 14.7 13.4 13.9 14.4 14.9 17.0 15.2 15.8 16.4 

Lat $ 29° UP 

Small   R = 7 Medium R = 15 Large R 32 

102.7 101.6 99.5 

A P 2.42 n Hg V 

V 
0 

88.8 
19.1 
98.4 

4.0 
90.8 

11.0 
95.5 

20.0 
98.8 

0 
87.9 

22.8 
99.2 

4.0 11.0 
92.4 

20.0 
97.9 

0 
86.0 

26.0 
99.0 

4.0 
88.0 

11.0 
91.5 

20.0 
96.0 

HR 

h 
27.8 

11.4 

34.1 

12,6 
29.1 

11.6 

31.4 

12.1 " 
36.8 

13.3 

47.0 
15.0 

38.5 

13.6 

41.6 
14.2 

45.7 
14.8 

46.2 

15.1 
61.5 
17.4 

48.4 

15.5 
52.3 
16.1 

57.6 
16.9 

Lat a 30.5° »» 
Small  R = 7 Medium R 17 Large R 38 

100.0 98.7 95.9 

A P 2.42 nHg 0 
86.5 

18.8 
95.9 

4.0 
88.5 

11.0 
92.0 

21.0 
97.0 

0 
85.3 

23.0 
96.8 

4.0 
87.3 

11.0 
90.8 

21.0 
95.8 

0 
83.0 

26.7 
96.4 

4.0 
85.0 

11.0 
88.5 

21.0 
93.5 

Hn 27.0 33.2 28.2 30.5 * * 36.9 47.6 38.7 41.9 46.6 46.2 62.3 48.5 52.5 58.7 

TP 11.2 12.4 11.5 11.9 . * 13.4 15.2 13.7 14.2 15.0 15.2 17.6 15.5 16.2 17.1 

Lat $ 30° »P 

Small  R = 7 Medium R 17 Large R 38 

99.2 97.9 95.1 

A P 2.3 1 Hg 0 
85.8 

18.8 
95.2 

4.0 
87.8 

11.0 
90.3 

22.0 
96.9 

0 
84.7 

22.9 
96.2 

4.0 
86.7 

11.0 
90.2 

22.0 
95.7 

0 
82.2 

26.5 
95.5 

4.0 
84.2 

11.0 
87.7 

22.0 
93.2 

"n 26.8 32.9 28.0 30.3 * * 36.5 47.1 38.3 41.4 46.7 45.6 61.5 47.9 51.9 58.7 

TR 11.2 12.4 11.4 11.9 * * 13.3 15.1 13.6 14.2 15.0 15.1 17.5 15.4 16.1 17.1 

Lat * 31° "p 

Smal 1  R = 7 Medium R 18 Large R 40 

98.9 97.4 94.4 

A P 2.26 n Hg 

HP 

0 
85.5 

18.8 
94.9 

4.0 
87.5 

11.0 
91.0 

23.0 
79.0 

0 
'84.2 

23.1 
95.8 

4.0 
86.2 

11.0 
89.7 

23.0 
95.7 

0 
81.7 

26.6 
95.0 

4.0 
83.7 

11.0 
87.2 

23.0 
93.2 

26.7 32,8 27.9 30.2 . * 37.0 47.8 38.8 42.0 47.8 45.8 62.0 48.1 52.2 59.6 

TP 11.2 12.4 11.4 11.9 * * 13.4 15.3 13.7 14.3 15.2 15.1 17.6 15.5 16.1 17.2 

Lat $ 32° »P 

Small  R = 7 Medium R 18 Large R = 40 

98.6 97.1 94.0 

A P 2.26 n Hg 
»RS 

HP 

0 
85.3 

18.7 
94.7 

4.0 
87.2 

12.0 
91.3 

26.0 
98.3 84.0 

23.0 
95.5 

4.0 
86.0 

12.0 
90.0 

26.0 
97.0 

0 
81.4 

26.5 
94.7 

4.0 
83.4 

12.0 
87.4 

26.0 
94.4 

26.6 32,8 27.9 30.5 * * 36.8 47.5 38.5 42.2 • * 45.4 61.4 47.7 52.4 61.1 

TR 11.1 12,4 11.4 11.9 * * 13.4 15.2 13.7 14.3 * * 15.0 17.5 15.4 16.2 17.5 

FORWARD  SPEED GREATER THAN CRITICAL  FORWARD SPEED 
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TABLE V - 3 
DEEP WATER WAVES 

STANDARD PROJECT HURRICANES FOR EAST COAST U.S. ZONE 3 

87.3 

27.9 

26.4 4.0 13.0 
94.6 83.2 87.7 
61.1 47.4 52.7 
17.4 15.4 16.2 

Large R ° 37 

95.5 

33.0 31.7 
12.2 

96.2 

46.7 

87.3 92.3 

38.5 43.0 
13.7        14.4 

* > 35° 

P = 2.36 in Hg 95.4 

33.3 

12.5 

32.6 

12.3 
36.4 
13.3 

46.9 

15.1 

82.8 

44.3 

tf 35.5° 

1 P = 2.37 1n Hg 

33.3 

12.5 

96.5 87.6 

46.9 38.6 
15.1 13.7 

105.7 

58.7 

tedl um R - 17 
t * 36" 

> = 2.37 1 18.9 
95.7 

33.3 

12.5 

3B.9 

13.7 

45.4 
14.8 

43.7 
14.7 

95.5 85.6 

58.S 47.0 

17.0 15.3 

Lat * = 37° 

' = 2.35 i 
84.0 

35.9 

87.5 95.0 

39.0 46.0 

13.8       14.9 

85.1 

47.2 

• *FORWARDSPEED GREATER THAN CRITICAL TOWARD SPEED 
TABLE V - 4 

DEEP HATER HAVES 
STANDARD PROJECT HURRICANES FOR EAST COAST U.S. ZONE 4 

Stat Crit Slow fed Fast Stat Crit Slow ted Fast Stat Crit Slow ted Fast 

Lat * 38° "n 

Small  R = 7 tedium R 18 Large R = 37 

97.6 95.8 92.7 

A P 2.32 1 n Hg V 

"D 

0 
84.4 

18.8 
93.8 

9.0 
88.9 

25.0 
96.9 

47.0 
107.9 

0 
82.9 

22.8 
94.3 

9.0 
97.4 

25.0 
95.3 

47.0 
106.4 

0 
80.2 

25.8 
93.1 

9.0 
84.7 

25.0 
92.7 

47.0 
103.5 

26.6 32.8 29.5 * . * * 36.1 46.7 40.1 * * * . 43.2 58.3 48.2 . * * * 
h 11.2 12.4 11.8 ** ** 13.3 15.1 14.0 14.7 17.0 15.5 * * * * 

Lat * 39° 
V 
URS 

HR 

Small  R = 7 (tedium R 19 Large R = 39 

95.9 93.9 

4 P 2.27 i n Hg 0 
82.9 

18.7 
92.3 

11.0 
98.4 

27.0 
96.4 

49.0 
107.4 

0 
81.2 

22.9 
92.7 

11.0 
86.7 

27.0 
94.7 

49.0 
106.7 

0 
78.4 

25.8 
101.3 

11.0 
83.9 

27.0 
91.9 

49.0 
102.9 

26.2 32.5 29.8 * * *  . 36.0 46.8 41.0 . * + * 42.7 57.9 48.9 * * . * 
11.1 12.3 11.8 .. .* 13.3 15.1 14.2 14.6 17.0 15.6 * * * * 

Lat * 40° UP 

Small  R 8 tedium R 21 Large R 43 

93.8 91.6 87.9 

fl P 2.21 1 i>Hg 
"a 

HP 

0 
81.2 

19.1 
90.8 

14.0 
88.2 

32.0 
79.2 

50.0 
106.2 

0 
79.3 

23.2 
90.9 

14.0 
86.3 

32.0 
95.3 

50.0 
104.3 

0 
76.0 

25.8 14.0 
83.0 

32.0 
92.0 

50.0 
101.0 

26.9 33.7 31.8 * * * . 36.2 47.6 42.9 . * * * 42.4 58.0 BO. 5 * * * * 
TR 11.3 12.6 12.3 ** 13.3 15.3 14.5 . . * * 14.6 17.0 15.9 * * * * 

Lat * 

A P 

40.5° 

2.18 1 n Hg 

UR 
V 

TR 

Small  R 8 tedium R 22 Large R 45 

92.9 
0 

80.3 
19.1 14.0 

87.3 
33.0 
96.8 

51.0 
105.8 

90.5 
0 

78.3 
23.3 
90.0 

14.0 
85.3 

33.0 
94.8 

51.0 
103.8 

86.6 

0 
74.9 

25.8 
87.8 

14.0 
81.9 

33.0 
91.4 

51.0 
100.4 

26.7 33.4 31.5 * * . . 36-3 47.9 43.1 . * * * 42.2 57.9 50.4 . * * * 
11.2 12.6 12.2 *• ** 13.4 15.4 14.6 

tedium R 

. * *. 14.5 17.1 15.9 * *   
Lat » 

5 
41° ur 

Small  R 8 > 24 
84.8 
  ----- 48 

91.7 88.9 

a P * 2.14 n Hg V 

URs 

0 
79.3 

19.0 
88.8 

15.0 
86.8 

34.0 
96-3 

51.0 
104.8 

0 
76.9 

23.4 15.0 34.0 
93.9 

51.0 
102.0 

0 
73.4 

25.9 
36.4 

15.0 
78.9 

34.0 
90.4 

51.0 
98.9 

26.3 33.0 31.5 « . * . 36.5 48.4 43.9 * * * * 41.9 58.0 50.9 * * * * 

Lat * 

A P 

TR 

UR 

11.2 12.5 12.2 .* ,. 13.4 15.5 14.7 * * 

52.0 
100.6 

14.5 

~ 81.9 
0 

70.8 

17.1 

25.8 
81.7 

16.0 

"52' 

36.0 
88.8 

52.0 
96,8 

S 
42° 

= 2.07 n Hg 

Small R 8 Medium R - 27 

36.0 
92.6 

Large R 

16.0 
78.8 

89.6 
0 

77.5 
18.8 
86.9 

16.0 
85.5 

36.0 
95.5 

52.0 
103.5 

86.2 

0 
74.6 

23.6 
86.4 

16.0 
82.6 

25.7 32.3 31.3 * * * * 36.4 48.9 44.6 . * * * 41.1 57.4 50.9 * * * * 

Lat * 

A P 

7 

= 43° 

= 1.99 n Hg 

TR 

"R 

V 

URs 

h 
TR 

11.1 12.4 12.2 

Small R 9 

* - 13.4 15.6 14.9 * * * * 14.4 17.0 16.0 * * 
Medium R - 31 Large R = 57 

37.0 
86.4 

52.0 
93.9 

87.0 
0 

75.3 
19.0 
84.H 

17.0 
83.8 

37.0 
93.8 

52.0 
101.3 

83.1 
0 

71.9 
23.8 
93.8 

17.0 
80.4 

37.0 
90.4 

52.0 
97.9 

78.5 
0 

67.9 
25.6 
80.7 

17.0 
76.4 

25.9 32.9 32.1 * . . * 36.3 49.3 45.4 • . * * 40.0 56.4 50.6 * * * * 
11.2 12.6 12.4 * * * * 13.5 15.7 1S.1 * * * * 14.2 16.9 16.0 ..:*._ 

•FORWARD SPEED GREATER THAN CRITICAL FOWARO SPEED 
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TABLE VI - 1 
DEEP WATER WAVES 

PROBABLE  MAXIMUM HURRICANES  FOR EAST COAST U.S.   ZONE 1 

Stat Crit Slow Med Fast Stat Crit Slow Med fast Stat Crit Slew Med Fast 

Lat $ = 23° UP 

Small   R = 4 Medium R = 7 _Large_R_ = 10 

132.6 132.3 132.0 

AP - 3.98 n Hg V 
0 

114.7 
18.4 

123.9 
3.0 

116.2 
10,0 

119.7 
16.0 

122.7 
0 

114.5 
21.4 

125.2 
3.0 

116.0 
10.0 

119.5 
16.0 

122.5 
0 

114.2 
23.5 

126.0 
3.0 

115.7 
10.0 

119.2 
16.0 

122.2 

29.2 34.0 29.9 31,8 33.4 37.0 44.2 38.0 40.3 42.3 43.0 52.3 44,1 46.8 49.2 

h 11.3 12.2 11.4 11.7 12.0 12.9 14.1 13.1 13.5 13.8 14.1 15.5 14,3 14.7 15.1 

Lat t 

a 
24° % 

Small  R = 4 Msdium R =  7 Large R = 11 

132.5 132.1 131.7 

A p = 3.97 n Hg V 
0 

114.6 
18.4 

123.8 
3.0 

116.1 
10,0 

119,6 
17.0 

123.1 
0 

114.3 
21.3 

125.0 
3.0 

115.8 
10,0 

119,3 
17.0 

122.8 
1    o 
!   113.9 

24.1 
126.0 

3.0 
115.4 

10.0 
118.9 

17.0 
322.4 

HP 29.0 33.9 29.8 31,6 33. S 35.8 44.0 37.8 40,1 42.5 44.5 54.4 45.7 48.5 53.4 

TR 11.2 12.1 11.4 11,7 12.1 12.9 14.1 13.0 13.4 13.8 14.4 15.9 14.6 15.0 15.4 

Lat $ 

3 

25° % 
Smal 1  R = 4 Mad1 um R = 7 Larqe  R *  12 

130.9 130.6 130.0 

A P - 3.88 n Hg V 
Uftc 

0 
H3.3 

18.3 
123.8 

3.0 
114.8 

10,0 
118.3 

17.0 
121.8 

0 
113.0 

21.2 
223.6 

3.0 
114.6 

10.0 
118.0 

17.0 
121.5 

0 
112.5 

24.5 
124.8 

3.0 
114.0 

10.0 
117.5 

17.0 
121.0 

28.6 33.4 29.4 31.2 33.0 36.3 43.4 37.2 39.5 41.9 45.5 55.9 46.7 49.6 52.6 

TR 11.2 12.1 11.3 11.6 12.0 12.8 14.0 13.0 13.4 13.8 14.6 16.1 14.8 15.2 15.7 

Lat $ 25.5° UP 

small R = 4 Medium R - 8 Large R - 12 

130.4 130.0 129.4 

A P 3.85 n Hg V 

V 
0 

112.8 
18.2 

121.9 
3.0 

114.3 
10.0 

117.8 
17.0 

131.3 
0 

112.4 
21.9 

123.4 
3.0 

113.9 
10.0 

117.4 
17.0 

120.9 
0 

111.9 
24.9 

124.4 
3.0 

113.4 
10.0 

116.9 
17.0 

120.4 

HP 28.4 33.2 29.2 31.0 32.9 38.1 45.9 39.2 41.6 44.1 46.8 57.8 48.0 51.0 64.1 

TR 11.1 12.0 11.3 11,6 12.0 13.2 14.5 13.4 13,8 14.2 14.8 16.4 15.0 15.5 15.9 

Lat* 26° UP 

SFiall ft = 4 Medium R = 8 Large R = 14 

129.7 129.3 128.6 

A  P 3.81 n Hg V 0 
112.2 

18.2 
121.3 

4.0 
114.2 

11.0 
117.7 

17.0 
120.7 

0 
111.8 

21.8 
J22.7 

4,0 
113.8 

11.0 
117.3 

17.0 
120.3 

0 
111.2 

25.3 
123.9 

4.0 
113.2 

11.0 
116.7 

17.0 
119.7 

HR 28.2 33.0 29.3 31,1 32.; 37.9 45.6 39.2 41.7 43.9 47.9 59.4 49.6 52.7 55.5 

TR 11.1 12.0 11.3 11.6 11-9 13.1 14.4 13.4 13.8 14.1 15.0 16.7 15.3 15.8 16.2 

Lat 4, 

A p 

27° 

3.7 1 Hg 

Small  R = 5 Medium R = 10 Large R »  18 
127.6 

0 
110.4 

19.1 
120.0 

4.0 
112.4 

11,0 
115.9 

16.0 
118.4 

127.0 
0 

109.9 
23.0 

U1.4 

4.0 

111.9 
11.0 

115.4 

16.0 

117.9 

-TZ6T1— 

0 

109.0 

26.4 

122.2 

4.0 

111.0 

11.0 

114.5 

16.0 
117.0 

HP 30.5 36.0 31.6 33.6 35.1 40.8 50.0 42.3 45.0 47.0 50.8 63.8 52.6 56.0 58.5 
TR 11.6 12.6 11.8 12,2 12.5 13.7 15.2 14.0 11.4 14.7 15.5 17.4 15.8 16.3 16.7 

TABLE  VI  - 2 
DEEP WATER WAVES 

MAXIMUM HURRICANES  FOR EAST COAST U.S. ZONE 2 

Stat Crit Slow Med Fast Stat Crit Slow Med Fast Stat Crit Slew       Med Fast 

L.t, 28° UP 

Small = 6 Medium R * 12 Large R = 25 
124.6 1    123.8 122.2 

'» 3.54 n Hg V 0 
107.8 

19.9 
117.8 

4.0 
109.8 

11.0 
113.3 

19.0 
117.3 107.1 

23.9 
119.1 

4.0 
109.1 

11.0 
112,6 

19.0 
115.6 

0 
105.7 

27,8 
119.6 

4.0        11.0 
109.7      111.2 

19.0 
115.2 

HP 32.1 38,3 33.3 35.4 38.0 42.9 53.0 44.5 47.4 50.9 54.5 69.7 56.5       60.3 64.7 

'R 12.0 13,1 12.2 12.6 13.1 I      14.2 15.8 14.4 14.9 15.4 15.2 18.4 16.5         17.1 17.7 

L.t, 29° UR 

Small = 7 Medium R =  15 Large R = 32 
122.0 |    121.0 118.8 

A  P  - 3.41 n Hg V 
0 

106.0 
20.5 

116.3 
4.0 

108.0 
11.0 

111.5 
20.0 

116.0 
0 

104.7 
24.8 

117.1 
4.0 

104.7 
11.0 

110.2 
20.0 

114.7 
0 

102.8 
28.8 

117.2 
4.0        11.0 

106.8      108.3 
20.0 

112.8 
HR 33.5 40.3 34.7 37.0 40.1 45.1 S6.4 46.8 50.0 54.1 56.9 74.0 59.2        63.2 68.5 

•R 12.3 13.5 12.6 13.0 13.5 14.6 16.4 14.9 15.4 16.0 16.7 19.0 17.0        17.6 18.3 

3 
Lat <j> = 30° % 

Small = 7 Medium R =  17 Large R = 38 
119.6 118.2 115.5 

A p = 3.28 n Hg V 
UR. 

0 
103.4 

20.3 
113.6 

4.0 
105.4 

11.0 
108.9 

21.0 
119.4 

0 
102.3 

25.1 
124.9 

4.0 
104.3 

11.0 
107.8 

21.0 
112.8 

0 
99.9 

29.3 
114.6 

4.0        11.0 
101.9      105.4 

21.0 
110.4 

HR 32.7 39.4 34.0 36.2 . * 45.6 57.5 47.4 50.6 55.4 58.0 76.3 60.3        64.6 70.8 

'« 12.2 13.4 12.4 12.9 * * 14.8 16.6 15.0 15.5 16.3 16.9 19.4 17.2        17.8 18.7 

4 
Lat $ = 30.5° »R 

Small =  7 Msdium R= 17 Large R = 38 
118.7 117.4 114,6 

A P = 3.24 1 n Hg V 
0 

102.7 
20.2 

110.8 
4.0 

104.7 
11.0 

108.2 
22.0 

113.7 
0 

101.5 
25.0 

114.0 
4.0 

103.5 
11.0 

107.0 
22.0 

112.5 
0 

99.1 
as.2 

113.7 
4.0        11.0 

101.1       104.6 
22.0 

110.1 

«R 32.4 39.1 33.7 36.0 * . 45.1 56.9 46.9 50.2 55.4 57.4 75.5 59.7        63.9 70.8 

'R 12.2 13.4 12.4 12.8 * * 14.7 16.5 15.0 15.5 16.3 16.8 19.3 17,1         17.7 18.7 
5 

Lat $ = 31° "R 

Small * 7 Medium R =  18 Large R « 40 
116.3 113.4 

A P = 3.2 In Hg 
V 0 

101.9 
20.2 

112.0 
4.0 

103.9 
11.0 

107.4 
23.0 

113.4 
0 

100.6 
25.2 

113.2 
4.0 

102.6 
11.0 

106.1 
23.0 

112.1 
0 

98.1 
29.2 

112.7 
4.0        11.0 

100.1       103.6 
23.0 

109.6 

»R 32.2 38.9 33.4 35.7 . * 45.5 57.6 47.3 50.6 56.5 57,2 75.5 59.5        63.8 71.4 
'R 12.1 13.3 12.4 12.8 14.8 16.6 15.1 15.6 16.4 16.8 19.3 17.1         17.7 18.8 

6 
Lat $ = 32° UR 

Small R = 7 Medium R = 16 
116.4 114.9 111.9 

A P = 3.14 1 n Hg 1 

V 
HR 

0 
100.7 

31.8 

20.1 
110.8 

38.4 

4.0 
102.7 

33.0 

12.0 
106.7 

36.7 

26.0 
113.7 

0 
99.4 

44.7 

25.0 
111.9 

56.7 

4.0 
103.4 

46.5 

12.0 
105.4 

50.3 

26.0 
132.4 

0 
96.8 

56.0 

29.0 
111.3 
74.1 

4.0        12.0 
98.8      102.8 
58.4        63.2 

26.0 
109.8 
72.1 

'R 12.1 13,3 12.3 12.8 " 14.6 16.5 14.9 15.5 16.6 19.1 17.0         17.7 18.9 

FORWARD SPEED GREATER THAN CRITICAL FOFWARD SPEED 
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TABLE VI - 
DEEP WATER W 

PRC8ABLE MAXIMUM HURRICANES F 

Stat Crft Slow Med Fast Stat Cr-it Slow Med Fast 5 tat Crit Slow Med Fast 

Lat * = 38° UP 

Small  R = 7 Medium R = 18 Large  R = 37 

109.0 107.3 104.2 

A P = 2.89 J n Hg V 

V 
0 

94.3 
19.7 

104.1 
9.0 

98.8 
25,0 

106.8 
47.0 

117.8 
0 

92.8 
24.1 

104.9 
9.0 

97.3 
25.0 

105.3 
47,0 

116.3 90.1 
27.4 

103.8 
9.0 

94.6 
25.0 

102.6 
47.0 

113.6 

HP 30.0 36.5 32.9 * . * * 41.2 52.6 45.3 * - •• 49.8 66.1 54.9 * * * * 
TR n.s 13.0 12.3 * * * * 14.1 15.9 14.8 * * 15.7 18.1 16.5 ** 

2 

Lat <j> = 39° <V 

Small R = 7 Medium R = 19 Large R = 39 

107.2 105.2 101.9 

1P = Z.83 in Hg V 

V 
0 

92.7 
19.6 

102.S 
11.0 
98.2 

27.0 
106.2 

49.0 
117.2 

0 
91.0 

24.2 
103.1 

11.0 
96.5 

27.0 
104.5 

49.0 
115.5 

0 27.3 
101.9 

11.0 
93.7 

27.0 
101.7 

49.0 
112.7 

HP 29.5 36.1 33.2 * » * * 41.1 52.7 46.2 * * * * 49.3 65.8 55.6 65.5 * * 
h 11.7 12.9 12.4 * * * * 14.1 16.0 15.0 * * * * 15.6 18.0 16.6 18.0 * * 

3 

Lat $ = 40° UP 

Small  R = 8 Medium R = 21 Large R * 43 

104.8 102.6 98.9 

iP « £.76 in Hg 
V 

V 
0 

90.7 
20.2 

100.8 
14.0 
97.7 

32.0 
106.7 

50.0 
116.7 

0 
88.8 

24.5 
101.1 

14.0 
95.8 

32.0 
104.8 

50.0 
113.8 

0 
85.6 

27.4 
99.3 

14.0 
92.6 

32.0 
101.6 

50.0 
110.6 

Hp 30.6 37.8 35.5 * * * * 41.4 S3.5 48.1 * * * * 48.9 65.9 57.3 * * * * 
TR 12.0 13.3 12.9 14.2 16.1 15.3 ** ** 15.6 18.1 16.9 

4 

Lat * = 40.5° UP 

Small   R = 8 Medium R = 22 Large R = 45 

103.7 101.3 97.4 

t P = 2.71 1 n Hg 
V 

V 
0 

89.7 
20.1 
99.8 

14.0 
96.7 

33.0 
106.2 

51.0 
115.3 

0 
87.6 

24.6 
99.9 

14.0 
94.6 

33.0 
104.1 

51.0 
113.1 

0 
84.2 

27-4 
97.9 

14.0 
97.1 

33.0 
100.7 

51.0 
109.7 

HR 30.3 37.4 35.2 * * * * 41.4 53.8 48.3 * * * * 48.7 65.8 57.1 * * * * 
TR 11.9 13.2 12.8 * * * * 14.2 16.2 15.4 15.6 18.1 16.9 ** 

5 

Lat ij) = 41° UP 

Small  ft •= 8 
Medium R = 24 Large R * 48 

102.4 99.6 95.5 

4 P = 2.66 1 n Hg V 

V 
0 

88.6 
20.0 
98.5 

15.0 
96.0 

34,0 
105,5 

51.0 
114.4 

0 
86.2 

24.8 
98.6 

15.0 
93.7 

34.0 
103.2 

51.0 
112.0 

0 
82.6 

27.5 
96.4 

15.0 
90.1 

34.0 
99.5 

51.0 
108.4 

HP 29.9 37.0 35,2 * * * * 41.9 54.8 49.5 * * * * 48.4 65.9 57.6 * * * * 
h 11.8 13.2 12,8 * * * * 14.3 16.4 15.6 * * * * 15,6 18.1 17.0 * * * * 

' FORWARD SPEED GREATER THAN CRITICAL FORWARD SPEED 

TABLE VI  - 4 
DEEP HATER WAVES 

PROBABLE MAXIMUM HURRICANES  FOR EAST COAST U.S.  ZONE 4 

Stat Crit Slow Med Fast Stat Crit Slow Mad _Fast_^ ! Stat Crit Slow Med Fast 

Lat * 

S 

= 42° UR 

Small  R = 8 Medium R = 27 Large R = 52 

100.0 96.6 92.2 

4 P = 2.57 i H9  V 
0 

86.5 
19.8 
96.9 

16.0 
94.5 

36.0 
104.5 

52.0 
112.5 

0 
83.6 

25.0 
96.0 

16.0 
91.5 

36.0 
101.5 

52.0 
109.6 

0 
79.8 

27.4 
93.5 

16.0 
87.8 

36.0 
97.8 

52.0 
105.8 

29.2 36.2 34.8 * * * * 41.8 55.2 50.2 * * * * 47.5 65.3 57.6 . * * * 
11.7 13.1 12.8 * * * * 14.4 16.5 15.7 - * * * 15.4 18.1 17.0 * * * * 

Lat « 

7 

= 43° UB 

Small  R = 9 Medium R = 31 Large  R = 57 

97.4 93.4 88.8 

4 P = 2.48 1 "9 I 0 
84.2 

20.1 
94.3 

17.0 
92.7 

37.0 
102.7 

52.0 
110.2 

0 
80.8 

25.2 
93.4 

17.0 
89.3 

37.0 
99.3 

52.0 
106.8 

0 
76.8 

27.3 
90.5 

17.0 
85.3 

37.0 
95.3 

52.0 
102.8 

29.5 37.0 39.8 * * * * 41.8 55.9 51.1 * * * * 46.6 64.7 57.5 * * * * 
11.8 13.3 13.0 * * * * 14.4 16.7 15.9 * * * * 15.3 18.0 17.0 * * * * 

L3t <|> 

8 

= 44° h 
Smal 1  R = 9 Medium R = 36 Large R = 61 

94.7 89.8 85.2 

4 P = 2.38 i 

h 

0 
81.9 

19.9 
91.9 

18.0 
90.9 

38.0 
100.9 

53.0 
108.4 

0 
77.7 

25.4 
90.4 

18.0 
86.7 

38.0 
96,7 

53.0 
104.2 

0 
73.7 

27.1 
87.3 

18.0 
82.7 

38.0 
92.7 

53.0 
100.2 

28.7 36.1 35.3 * * * * 41.7 56.5 51.9 * * 45.1 63.2 50.6 * * * * 
TR 11.7 13.1 13.0 14.4 16.8 16.1 * * * * 15,1 17.9 16.9 

Lat * 

9 

= 45° UR 

Smal 1  R = 9 Medium R = 41 Large R = 66 

91.6 85.7 81.1 

4 P -2.26 i "    V 
0 

79.3 
19.6 
89.1 

19.0 
88.8 

39.0 
98.8 

53.0 
105.9 

0 
74.1 

25.4 
86.8 

19.0 
83.6 

39.0 
93.6 

53.0 
100.6 

0 
70.1 

26.7 
83.5 

19.0 
79.6 

39.0 
89.6 

53.0 
96.6 

27.7 35.0 34.8 * * . * 40.9 56.2 52.1 * * * * 43.3 61.4 55.8 * * * * 
11.5 12.9 12.9 * * * * 14.3 16.8 16.2 * * * * 14.8 17.6 16.8 * * * * 

' FORWARD SPEED GREATER THAU CRITICAL FORWARD SPEED 





CHAPTER 8 

PERIOD BY THE WAVE-GROUP METHOD 

Warren C.   Thompson,   Professor of Oceanography 
Naval Postgraduate School,   Monterey,   California 

ABSTRACT 

The wave-group period, T , is obtained by a eimple manual procedure 
from the periodic wave groupff'and sequences that appear in strip-chart 
records. A dozen or more values are commonly derived from a 20-minute 
record. When plotted as a time-series, T values form patterns that rep- 
resent individual wave trains, each generated by a synoptic weather event. 
Swell trains and wind-wave trains can be distinguished by their character- 
istic period distributions. 

For swell trains,  the mean  wave-group frequency,   f  ,   obtained from 
the best-fit line to the time-series plot of f_ values (reciprocal T    values), 
is equivalent to the frequency of maximum energy density,   fm,   obtained 
from spectral analysis.    The distance and time of origin for a swell train 
can be determined from the time rate of change of f„,  and with the use of 
weather maps the generating area can be identified and the deep-water 
arrival direction of the swell train at the wave  gage determined. 

The zero-line crossing period,   T   ,   represents an integration of the 
waves from all wave trains present and has no synoptic significance. 

INTRODUCTION 

Period is ordinarily obtained from a wave record by computer analysis 
of the wave information in digitized form to produce an energy density 
spectrum,   or by manual analysis of an analog trace written on a strip 
chart to produce one or more of a half dozen kinds of period measures. 
Computer algorithms have also been developed for picking off crests, 
troughs,   and zero-line  crossings from analog data for use in obtaining 
several of the latter period measures. 

Spectral analysis has an important advantage over other methods in 
that it yields the energy-density distribution over the full range of fre- 
quencies considered,   although from this writer's observations it is only 
the period associated with the dominant frequency peak present that is 
used in most practical applications.    In addition,   there is adequate 
demonstration of the fact that prominent maxima in the spectrum represent 
wave trains from individual generating areas.    The latter frequently can be 
followed in the wave records for several days. 

Among the non-spectral procedures for processing analog records,  the 
wave-group method has received little attention in the literature (Harris, 
1970; Thompson,   1970).    Nevertheless,   as will be demonstrated,   the 
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wave-group period is equivalent to the spectral peak period for swell,   and 
in addition it is similarly identified with individual wave trains and is 
therefore a synoptically significant period parameter.    The zero-line 
crossing method,   which may be regarded as the standard non-spectral 
method of analysis by reason of its common use and frequent reference 
in the literature,   is also examined in relation to the wave-group and 
spectral methods. 

The results presented in this paper are principally drawn from the 
analysis of swell generated in moving cyclonic storms and propagated 
over distances of several hundred miles or more to wave gages on the 
California coast located in the general direction of storm advance.    The 
data were recorded using pressure-type  sensors mounted in 25 to 40 feet 
of water. 

Period and frequency are referred to interchangeably throughout the 
paper in accord with conventional useage and ease of visualization. 

WAVE-GROUP METHOD 

Those who work with analog strip-chart records are familiar with the 
sequences of more or less periodic'waves that appear at intervals in the 
record.    Examples are illustrated in Figure 1.    All wave sequences that 
can be identified in a record are here termed wave groups,   whether they 
appear as discrete groups,  as in Figure  1(a),   or combined with other 
waves to form an irregular profile. 

The wave-group period,   T   ,   can be obtained by identifying the first and 
last waves in a periodic sequence,   and dividing the time interval between 
by the number of waves in the sequence.    The measurement is made between 
those equivalent parts of the wave form that the analyst judges to give the 
best measure in each case,   e.g.,   between selected crests,  troughs, 
centers of wave mass,   or zero-line crossings.    Measurement between 
centers of mass are most useful when the wave shape is irregular and 
crest or trough measures are unsatisfactory (Figure 1(b)).    Zero-line 
crossings should in general be avoided because most wave  sequences are 
not symmetrical with respect to the zero line of the  record due to super- 
imposition on other waves that are ordinarily present.     Occasionally, 
more than one wave sequence can be identified from the same time interval 
(Figure 1(d)).    A quick check of the period of each wave in the sequence is 
recommended to avoid sequences containing phase changes. 

The identification of periodic sequences  requires judgment and seems 
at times to be quite subjective; nevertheless,   even T„ values derived from 
waves of highly irregular form ordinarily prove to be associated with a 
recognized wave train.    Rapid improvement in the identification and evalu- 
ation of wave sequences comes with a little practice,  and the measurement 
of T„ for a selected sequence is a very quick operation.    Best results in 
both quantity and quality of the data obtained requires the judgment of an 
analyst having a basic understanding of the fundamentals of wave inter- 
ference,   such as are given by Manley (1945). 

A 20-minute record will frequently contain a dozen or more sequences 
of 3 or more waves.    The T    values obtained should be identified whenever 
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possible with individual wave trains present,   as described in the next 
section.    Averaging of the values from a given wave record without 
segregating them will yield an integrated period measure of uncertain 
significance,   and a primary advantage of the wave-group method will have 
been discarded.    The wave-group method is meant here to include both the 
mechanics of obtaining the wave-group period from a wave sequence and 
the association of the T„ values with wave trains present so as to yield 
synoptically significant period information. 

SYNOPTIC WAVE TRAINS 

Values of T„ plotted as a time series usually form well-defined patterns, 
each representing an individual wave train generated by a synoptic weather 
event,   such as a cyclonic storm,   occurring locally or at a distance from 
the recording station.    These synoptic wave trains can ordinarily be 
recognized,   from their distinctive period distributions,   either as swell 
generated at a distance from the wave gage or as wind waves and associ- 
ated young swell of local origin.     Wave trains may appear singly in the 
Tg data,   but two or more frequently are present at once.    Most of the 
time individual trains can be distinguished from one another,   but at times 
their period distributions merge and cannot be separated,   and at other 
times during periods of very low waves the T„ values fall in a random 
pattern across the spectrum and no wave trains can be recognized.    The 
identification of wave trains and their recognition as sea or swell from the 
period data are usually correctly confirmed by the associated wave-height 
data and weather maps. 

Figure 2 presents values of Tg derived from 5-minute  records made 
hourly for 7 days at Monterey,   California,   and reveals three successive 
wave trains arriving during otherwise quiet sea conditions.    The continuous 
decrease of period with time from the initial appearance of each train 
clearly marks them as swell.    The T„ distribution in a typical swell train 
also displays a relatively small scatter about the mean,   which is consistent 
with the narrow spectral bandwidth character of swell.    About the time of 
appearance of the first T    values in a newly arriving swell train,   the wave 
height normally rises above the energy level of the existing waves; however, 
on uncommon occasions during intervals of very low wave height {half a 
foot or less) the period distribution has unmistakably revealed the presence 
of a swell train when its height did not rise above the energy level of the 
background.    When one swell train replaces another in time,   the T„ values 
associated with each train during the interval of overlap (when the energy 
levels are of the same order of magnitude) may appear either as independent 
distributions,   as in the case of Trains  1 and 2 of Figure 2,   or they may form 
a continuous transition zone,  as occurs from Train 2 to Train 3.     Whether 
the period distribution is continuous or discontinuous appears to be deter- 
mined by the magnitude of the period separation between the trains.    The 
swell properties described here are typical of swell generated in approaching 
cyclonic storms. 

Wind waves and associated local swell are revealed in the T„ data by the 
initial appearance of short periods,   which increase with time as the sea 
grows until the wave height peak is reached.    The T„ values display wide 
scatter,   consistent with the broadband spectral nature of a sea,   but tend to 
be concentrated near the upper envelope of the distribution.    Following 
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passage of the wave peak,   the T„ values for the young swell trailing in 
after the wind has fallen off diminish with time,  and the period distribution 
takes on more the appearance of a distant swell train.    No clearcut example 
of a wind-wave train is available for illustration. 

Tg values obtained from the analysis of a series of wave records can be 
put to practical use best by fitting a curve to the time-series data associ- 
ated with each wave train identified.    In the case of a swell train,   a curve 
fitted to the Tg values will represent the mean wave-group period for the 
train,   Tg.    If reciprocal fg values are plotted instead,   as  shown in Figure 
3 for the swell trains of Figure 2,   the best^fit curve will be,   similarly,   the 
mean wave-group frequency for the train,   f„; this curve should properly be 
linear for distant swell trains,   as discussed? in a later section.    The fg 
curve,  as will be shown in the next section,   agrees closely with the frequency 
of maximum energy density,   fm,   for the swell train as determined by 
spectral analysis.    In the case of wind-wave trains,   no comparative analyses 
of the same wave records have been made by the wave-group and spectral 
methods; however,   inductive evidence indicates that a curve drawn near the 
upper envelope of the T    distribution and through the densest concentration 
of values will give a reasonable approximation of T      for the wave train. 

In this manner,   a time series of Tm curves (or fm curves) can be pro- 
duced from which the user can pick off the value  or   values prevailing for 
any selected time.    When more than one wave train is  recognized to be 
present at a given time,  the dominant train can be identified by the fact 
that its period will be associated with the wave sequences of largest ampli- 
tude.    The dominant train can often be identified also from examination of 
the wave-height distribution in relation to the period data.    For most 
practical applications,   when more than one wave train is present the ocean 
surface can be characterized by using the observed wave height along with 
the period of the dominant train. 

EQUIVALENCE OF 7  AND f      FOR SWELL g m 

In the case of swell trains generated in wind areas located several 
hundred miles or more from the recording station,  the mean wave-group 
frequency,   f„ and the spectral peak frequency-,   f    ,   derived from the same 
wave records by the respective methods of analysis have been found to 
agree closely in all comparisons made. 

By way of demonstration,   a swell train recorded at Monterey during 
otherwise quiet wave conditions was selected,   and 20-minute  strip-chart 
records made every 6 hours for its 2-day life were analysed by the two 
methods.    The analog traces,   written at a chart speed of 2 inches per 
minute,   were converted for spectrum computation to digital data using a 
digitizer,   and analysis was performed using the Blackman-Tukey (1958) 
method.    The energy densities were computed to an upper limit of 0.24 
Hertz using a frequency increment of 4. 16 milliHertz,   with 90 per cent 
confidence limits estimated at 0.60 and 2. 10.    The results are presented 
in the form of spectral density topography in Figure 4. 

The prominent ridge in the topography extending across the lower part 
of the figure represents the swell train of interest.    The frequency along 
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the ridge line, or spectral peak, is f , and is seen to increase with time 
in the characteristic manner of swell. The swell train reached its maxi- 
mum height of two feet at 0200Z on 29 November. Several hours later, a 
new swell train with considerably more energy and of lower frequency 
began to arrive and caused the frequency peak to shift (just off the graph) 
in the same manner as shown in Figure 3 between Trains 2 and 3. 

Values of f„ obtained from periodic sequences in the wave records are 
shown as dots in Figure 4,   and are seen to be concentrated about the ridge 
line of the swell train in the lower part of the graph and to be  scattered 
about a dying wave train in the upper left corner.    This association of the 
f„ values with the spectral masses of the two trains is also illustrated in 
Figure 6,   which shows the 14 f    values obtained from "Wave Record No.   2. 

The fg values shown in Figure 4 for the swell train of interest were 
averaged to obtain f„,   and these values are plotted in Figure 5,    Also 
plotted are the values of maximum energy density frequency,   f    ,   obtained 
from the spectral computation for each wave record.    The two sets of 
values are also tabulated in Table 1.    fm exceeded f„ in six of the seven 
records by an average amount,   expressed as period,   of 0. 3 seconds. 
Agreement within one second is typical of all comparisons we have made 
on swell trains. 

f„ for a given wave record can be obtained,  as just illustrated,   by 
averaging the f„ or T„ values associated with the swell train of interest. 
It can also be ODtained in the form of the mean or the median of the dis- 
tribution of frequency or period of the individual waves composing the 
appropriate wave sequences.    These procedures each give results that 
agree closely.    The simplest and most practical means of obtaining f„ for 
an entire swell train,   however,   is to fit a straight line visually to the time 
plot of the f„ values for the train,   as illustrated in Figure 3. 

It is pertinent here to note that Harris (1970) compared six kinds of 
period measures and found the highest correlation to occur between the 
most prominent period in a 7-mlnute wave record and the spectral peak 
period.    He stated that the period correlation might be improved if the 
data were stratified in some way so as to make the data samples more 
homogeneous.    The present study indicates that stratification of a basic 
sort can usefully be performed on Pacific Coast wave data by differenti- 
ating between swell and wind waves where possible before manipulating 
the data,   and that correlation can be further improved by use of a larger 
sample of periods such as is derived from the wave sequences appearing 
in wave records. 

ZERO-LINE CROSSING METHOD 

The zero-line crossing method (also called zero-upcrossing and zero- 
crossing method) involves determining the mean water level or zero line, 
usually visually,   then counting the number of intervals between upcrossings 
(or downcrossings) of the zero line and dividing this number into the 
duration of the wave record to obtain Tz.    The zero-line crossing method 
and the wave-group method are similar in that both basically involve the 
measurement of wave intervals  relative to a datum surface,   but differ in 
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that the datum used in the first method is of constant elevation and repre- 
sents the still water level for the entire wave record (after the tides are 
filtered out) and the datum in the second method is the ordinarily irregular 
water surface on which a wave sequence is superimposed.    Because of the 
difference in datums,   Tz can be obtained by use of a computer algorithm 
that picks off zero crossings (Wilson,   Wu,   and Baird,   1972),   but the task 
of discriminating individual wave sequences and measuring T„ remains 
beyond the accomplishment of computer programming. 

The relationship of the zero-line crossing period,  in the form of its 
reciprocal,  fz,  to f    and fm is illustrated for the swell train of interest 
in Figures 5 througH 7.    In Figure 5,   and in Table 1,  fz is  seen to differ 
considerably from the other two values and to display large variability 
from record to record.    In the first four wave records fz migrates from 
near the spectral peak of the dying wave train in Record No.   1 toward the 
spectral peak of the growing swell train.    Subsequently,   fz roughly approxi- 
mates f„ and fm for the dominant swell train.    The relationship of fz to the 
spectra of the first four records is best shown in Figure 7. 

This example serves to illustrate the fact that Tz is not equivalent to T 
or Tm in the case of a swell train (wind waves have not been examined 
sufficiently),   and that it has no synoptic significance,   i.e.,   it gives no 
information about the number of wave trains present,  their dominant 
periods,   or their identification as  sea or swell,  and unlike T„ and Tm it 
yields no information about the wind field that produced the swell (discussed 
in next section).    Since a single period value is derived from a given record, 
Tz is clearly an integration of the waves associated with all wave trains 
present.    It is evident that the zero-line crossing period should be used 
with these characteristics and limitations in mind. 

In other evaluations,   Harris (1970) found a poor correlation between 
the zero-line crossing period (T^uc) and the period corresponding to the 
frequency of maximum energy density per unit frequency (TTPM) from wave 
records recorded at Atlantic City,   and presented a short series of compara- 
tive data showing Tz to be smaller than Tm in every record analysed. 
Wilson,   Wu,   and Baird (1972) compared Tz and Tm from recordings made 
at Western Head,   Nova Scotia and Ocean Station Papa and stated they found 
no strong correlations. 

SOME APPLICATIONS 

Swell Source and Direction Determination 

Using spectrally analysed wave data,   Munk,   et al.,   (1963),   showed that 
swell trains arriving from generating areas located at distances greater 
than a few hundred miles from the wave gage are revealed on a frequency- 
time graph by ridges in the spectral energy density topography,   and noted 
that the ridge axes are linear or very nearly so.    A straight ridge line 
implies a point source for the swell train in space and time.    In view of the 
fact that a storm system produces swell for the duration of its passage over 
the ocean,   the point source computed from wave records    appears to repre- 
sent that location and moment in the storm history at which the maximum 
energy density in the sea directed toward the wave gage was generated. 
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The distance from the wave  gage to the effective swell source,   D0,   can 
be computed from the slope of the ridge line,   dfm/dt,  using the relationship 

n    = g    , 
o      4 ir df    /dt m 

D 
1.515 

o     df    /dt m 

where DQ is in nautical miles,   fm is in Hertz,   and t is in hours.    The 
effective origin time,  tQ,   is given by the intercept of the ridge line with 
zero frequency. 

In view of the equivalence of wave-group frequency and spectral peak 
frequency in swell,   it is evident that the effective origin of a swell train 
can also be computed using frequencies obtained manually through appli- 
cation of the wave-group method.    In regard to the swell train presented 
in Figure 4,   for example,   a straight line fitted to the f    data has a slope 
of 0. 42Z0 milliHertz per hour,   giving a source distance of 3590 nautical 
miles from the wave gage at Monterey and an origin time of 0918Z/23 
November,   or about 5-1/2 days before the swells were first detected.    A 
straight-line fit to the spectral peak frequencies derived from the same 
wave records (Figure 5) gives dfm/dt = 0.4175 milliHertz per hour, 
D0 = 3622 nautical miles,   and t0 = 0654Z/23 November.    The swell source 
in space and time computed from the two data sets is seen in this example 
to agree within approximately 1/2° latitude and 2-1/2 hours. 

With regard to application of this procedure,   it should be pointed out 
that the peak frequency theoretically can shift as a wave train passes 
through shoal water to the wave gage due principally to differential 
amplification of the spectral components by refraction.    A significant 
shift could produce an erroneous computed swell source; however,   it can 
be demonstrated that because of the narrow-banded character of swell 
spectra no shift effectively occurs,  even when the rate of change of the 
refraction factor with frequency for a given shoal-water site is large.    It 
may be concluded that nearly everywhere in shoal water the peak frequency 
of swell is conserved for purposes of swell origin computation. 

Records from a single wave  gage provide no directional information 
that can be used to locate the wind area in which the swell was generated. 
The storm responsible can be identified,   however,  using the computed 
origin distance and time derived from the wave records combined with 
weather charts.    An arc of great-circle radius D0 drawn on a weather 
chart of or near time t    will be found to intersect the storm system.    The 
effective swell source point within the storm can be taken as the point of 
intersection of the arc of radius DQ and the axis of the maximum winds 
directed toward the recording station,  as illustrated in the example in 
Figure 8. 

When the location of the source, point is established,   a great-circle 
trajectory drawn from the point to the wave gage may be considered for 
practical engineering purposes to give the deep-water swell direction 

<ir0,   for the wave-gage site (and for any other location on the adjacent 
coast). 
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Because the wave-group method yields information equivalent to that 
from spectral analysis for determining swell origin and deep-water swell 
direction,   this method has particular attraction as a practical tool in 
economic situations and geographic regions where computer facilities are 
unavailable or technical expertise is limited.    In this regard,   it may be 
noted that a wave gage is not a necessity,   since the mean wave-group 
period of the dominant swell train present can be obtained from the larger 
wave sequences by an observer with a stopwatch. 

Additional discussion of the applications described here is given by 
Thompson (1970) and Austin (1972). 

Surf Forecasting 

Height and period measured during the early stages of arrival of a 
swell train can be used to make a forecast for the remainder of the train. 
Measurement of the dominant period,   T„ or Tm,   from wave records or 
visually over an interval of 6 to 12 hours when converted to frequency will 
give the rate of change of frequency with time,  from which can be obtained 
an accurate forecast of frequency until the train has passed.     The swell 
height can be predicted to increase continuously until the peak is observed 
to pass,   then to decrease continuously until the train is gone or masked by 
a new train.    Swell trains generated in distant wind-areas are generally 
observed to last 2 to 5 days.    This procedure has proven useful to the 
Marine  Corps,   Camp Pendleton,   California for forecasting surf. 

AREAS FOR FURTHER INVESTIGATION 

The distinctive period signature of oceanic swell trains described herein 
is typical of swell recorded on the west coast of North America.    These 
waves originate in generally approaching cyclonic storms which cross the 
Pacific in the latitudes of the prevailing westerlies in both hemispheres. 
Similar swell properties can be expected on any coast where an approaching 
storm situation occurs,   i. e. ,   on most coasts of the oceans.    This investi- 
gator has not examined wave records from coasts which receive swell 
trains generated in retreating storms,   as occurs on the east coasts of the 
continents in middle and higher latitudes.    There is reason to believe that 
the period signature of such swell trains may be different,   and this question 
merits investigation. 

It is evident from the limited attention given in this paper to wind-wave 
trains that the relationship between T_ values and wind-wave spectra 
obtained from analysis of the same wave records needs to be probed 
further. 

The height of the larger waves composing a wave sequence   is    observed 
to be related to the height of the wave train with which they are associ- 
ated in the case of swell.     When more than one swell train is present,   the 
dominant train is readily identified by its larger wave groups.    This relation- 
ship should be examined quantitatively.    Possible relationship between the 
height of a wave sequence and the energy density in the frequency band 
represented by the wave sequence also appears to merit investigation,   and 
may prove of particular significance in regard to boardband spectra. 
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There is an important area of engineering application in which the 
wave-group method may provide information that cannot be provided by- 
computation of the spectrum.    Wilson,   Wu,   and Baird (1972) pointed out 
that "some marine structures react to individual or groups of waves 
rather than spectra and there is a real requirement for parameters other 
than r. m. s.   water surface deviation,   the moments of the spectrum and 
some sort of characteristic period".     It would appear that such parameters 
should be developed from knowledge of the wave sequences appearing in 
wave records.    The properties of wave groups and their relationship to 
the wave train have not been examined to the writer's knowledge beyond 
what is presented in this paper. 
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At = 75.7 sec   ^    n s 5 
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Figure I:   PERIODIC WAVE  SEQUENCES 
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CHAPTER 9 

A PRELIMINARY STUDY OF STORM SURGES IN HUDSON BAY 
by 

K.B. Yuen and T.S. Murty 
Oceanography Branch, Marine Sciences Directorate, 

Department of the Environment, 
Ottawa, Ontario. 

Abstract 

In view of resource exploration, hydro-electric 
power development and other activities, there is a clear 
need for a better understanding of the hydrodynamics of 
Hudson Bay.  One particular area that has received little 
attention in the past is storm surges.  It is likely that 
a storm surge prediction will be very useful in the future 
and towards this goal a two-dimensional homogenous model 
has been constructed.  A hindcast of the storm of October 
15, 1969 is presented here.   The calculated surge for 
Churchill, Manitoba compares favourably with observed 
residues.  The overall response of the basin and the types 
of oscillations that are produced are also described here. 
In addition, the differences in behavior between James 
Bay and Hudson Bay proper are demonstrated.  Finally the 
results also indicate the steady circulation which the 
storm has produced. 

INTRODUCTION 

Hudson Bay is one of the most complex and least 
known large water bodies in Canada.  For its vast size 
it is extremely shallow and the topography is complicated 
by islands.  Storm surges in most Canadian waters are not 
nearly as large or as devastating as those found in more 
tropical areas, nevertheless the prediction of storm surges 
is of great importance in the planning of human activity 
and resource management.  As an initial step, a numerical 
model of Hudson Bay. was constructed for the purpose of 
studying the behaviour of storm surges in the Bay. 

THE MODEL 

In Figure 1 is shown the grid that was used to 
approximate Hudson Bay.  It is 74 x 80 in dimension and 
is in polar coordinates.  The actual configuration is a 
staggered grid and the black dots represent the Z  or water 
level points, which are spaced two grid lengths apart. 
The components of the velocity are calculated at points 
midway between the Z points.  This particular configuration 
facilitates the application of central difference operators. 

215 
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Figure 2 shows the depth configuration of Hudson Bay with 
a contour interval of 100 metres. 

Figure 2 shows the depth configuration of Hudson 
Bay with a contour intervals at 100 metres.  The Bay is 
quite shallow, except for several deep areas which reach 
300 metres.  James Bay is much shallower, with maximum 
depths of about 60 metres.  The average depth in the model 
of Hudson Bay is about 111 metres and James Bay about 38 
metres. 

The linearized equations used by Heaps (1969) 
in his work on storm surges in the North Sea are given 
by: 

>% aeoifty      t*&*t  >%        *        *      * 

it ^ I?        f*> >? f L    t r 

where X is East longitude,^ is North Latitude, M and N 
are theJL.and (k  components of the flow,*^ is the surface 
wind stress, "C^is the bottom stress, and PA is the 
atmospheric pressure.  For the calculations, a quadratic 
wind stress law and a linear bottom stress law were used. 
The grid spacing was 10 min. of latitude and 15 min. of 
longitude.  For the solution of the equations all the 
derivatives are approximated by central finite differences 
both in time and space; the calculations leapfrog in time, 
with water levels calculated at even time steps and flow 
components at odd time steps.  The stability criterion 
was calculated to be 157 seconds, but a value of 60 seconds 
was used. 

THE METEOROLOGICAL DATA 

In Figure 3 is displayed four typical storm tracks. 
The present study concerns the storm of October 15, 1969 
which is depicted by the dotted line.  The centre of this 
storm was located to the north of Hudson Bay and sat there 
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for about the first three days of our calculations, but 
then moved south over the Bay during the next two days. 
The calculations commenced at 1800 hrs, Greenwich Mean 
Time, October 15, 1969 and covered approximately five days. 

In earlier studies of the circulation in Hudson 
Bay (Murty and Yuen, 1972) the method of introducing the 
pressure data was to extract such information from six- 
hourly weather charts onto a coarse grid and then 
polynomials were fitted to interpolate the data onto the 
finer grid of the hydraulic model.  However, this procedure 
is time consuming and such fine interpolation of the 
pressure may not be justified by the accurracy of the data. 
Instead we divided the Hudson Bay area into a number of 
regions, (See Figure 4) for each of which we approximated 
the pressure gradient from the weather maps.  Surface winds 
were then calculated from the geostrophic approximation, 
with a modification of .6 in amplitude and a 20 degree 
rotation.  Time wise, values of the pressure gradient and 
wind stresses were interpolated linearly between the six 
hourly intervals.  The points shown in Figure 5 are sample 
points at which time series plots are shown below and these 
are numbered for easy reference. 
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CALCULATIONS AND RESULTS 

As a gross measure of the storm itself, the vector 
mean pressure gradients are shown in Figure 6 as a function 
of time.  The direction of the mean pressure gradient lies 
in a narrow range from about 25 to 55 degrees but after 
about 90 hours or so it drops rapidly down towards zero. 
This is when the centre of the storm started to move 
southward along the east shore of Hudson Bay.  At the 
bottom of Figure 6 are plotted the water levels at two 
sample points along the shore that are approximately 
diametrically opposite to each other at an angle of about 
30 degrees.  Superimposed upon these two curves is the 
amplitude of the pressure gradient.  In the first case, 
the pressure curve is reversed because the point represents 
the point for the west shore.  If the higher frequency 
oscillations are ignored, one can see' some sort of 
correlation between the mean atmospheric pressure gradient 
and the low frequency variations in the two water levels, 
the so-called inverse barometric effect. 

In Figure 7 is a comparison of the observed surge 
at Churchill, which is the only permanent station for the 
area, and the calculated surge at the closest Z point to 
it.  The two curves are very similar but differ somewhat 
in exact detail.  One major difference is the existence 
of a large spike at about time 10 4 hrs. which is not found 
in the observed.  It is about this time that the centre 
of the storm started to move south over the Bay.  The wind 
direction has shifted around from a northwesterly wind 
to one coming from the northeast thus causing this surge 
at the southwest corner of the model. 

The calculated surge also shows a number of higher 
frequency oscillations which are found throughout most 
of Hudson Bay.  These can be seen more clearly in Figure 
8 where the water levels at a number of sample points 
around the shore of the main part of Hudson Bay have been 
plotted.  The order of points begins along the north shore 
and progresses anti-clockwise around the Bay.  One can 
easily detect two predominant periodicities in the high 
frequency oscillations, one of period 6.1 hrs. and the 
other of period 9.2 hrs.  In some earlier preliminary 
calculations we had applied wind impulses and then the 
basin was permitted to oscillate on  its own.  In those 
calculations, one predominant period was found to be 9.2 
hrs.  Our suspicion therefore was that these two 
periodicities were related to the two lowest modes.  The 
topography and shape of Hudson Bay are somewhat irregular 
but the Bay is very roughly a square.  The average depth 
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of the basin, excluding James Bay, was found to be 111 
metres.  Very roughly, by using fieri an's formula, it was 
estimated that the period of the lowest non-rotating mode 
would be somewhere between 14 to 15 hrs.  From these 
estimates we referred to Rao's (196 6) paper on the free 
gravitational oscillations in rotating retangular basins. 
Assuming an average inertial period of 17 hrs. for Hudson 
Bay, we then interpolated from Tables 1 and 2 of Rao's 
work to find the periods with rotation.  For the 14 to 
15 hour periods, the first rotating period would correspond 
to between 8.7 to 9.5 hrs. and the second period 5.8 to 
6.3 hrs.  The two figures of 9.2 and 6.1 from the 
calculations are very consistent, corresponding to a non- 
rotating period of 14.6 hrs. 

In Figure 8 one  can follow some of the 
disturbances around the edge of the basin, since it is 
basically a rotating system.  For example, at the top of 
the Figure there are several large surges early in the 
calculations and these progress down a'nti -clockwise along 
the western shore.  In the vicinity of the south shore, 
it becomes more difficult to identify them.  Another feature 
is that the higher frequency oscillations are much smaller 
along the east half of the basin and this is partly due 
to the fact that that particular side of the Bay is 
sprinkled with a number of islands so that although the 
water is shallow there, surges never have a chance to 
propagate too far.  In contrast, the western shore is 
virtually clear from the north end all the way downto 
the mouth of James Bay.  Indeed, for this storm we found 
that most of the surges seemed to be generated along the 
north shore.  For point number 10, spikes at 10 hrs., 20 
hrs., 6 8 hrs., 86 hrs., and 96 hrs. correspond to surges 
at point 27 along the north shore.  Generally, not only 
is the west shore the area of the largest oscillations 
but the southwest corner seems to be a very sensitive area. 

The identity of the disturbances tend to become 
lost as they progress towards James Bay.  Taking a closer 
look, one actually finds that these high frequency 
oscillations are damped out in James Bay.  In Figure 9, 
the curves for points 15, 16, 17, 18, 4 and 5 represent 
a progression from the western side of the mouth of James 
Bay down to the head, while 6 and 7 progress along the 
eastern shore.  Quite clearly the lower frequency response 
is propagated into the Bay and this response is found to 
correspond to the barometric pressure.  The higher frequency 
oscillations are damped out and for point 5 there is barely 
an indication of their existence.  The sequence at the 
bottom of the Figure, 20, 21, 22 are along a line down 
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the centre of James Bay, and here again is displayed the 
propogation of the low frequency response and the damping 
of the higher frequency oscillations. 

In Figure 10 is shown another aspect of the 
behaviour of the surge in James Bay.  For the low frequency 
response to the barometric pressure, James Bay behaves 
in a very predictable fashion in that it rotates anti- 
clockwise.  The contours here are shown at times which 
correspond to the zero levels and highs and lows for Point 
5 which is at the head of the basin.  The surface is more 
or less flat at 22 hrs., the down hill slope of the surface 
is southward at 2 8 hrs., eastward at 33 hrs., northward 
at 40 hrs, approximately westward "at 55, south at 68, 
slightly southeast at 76 and approximately northerly at 
86 hrs.  Very roughly then, the major part of the 
disturbance in James Bay is the response to the barometric 
pressure and in addition the system rotates so that one 
could probably develop a very simple model by which the 
water levels throughout James Bay could be estimated quite 
quickly.  Some caution must be taken here of course because 
it is quite likely that in certain circumstances some of 
the surges in the main part of the Bay could very well 
be propagated into James Bay and be amplified quite greatly 
there because of the shallow depths. 

In Figure 11 is displayed the surface over the 
whole Bay which is shown at a contour interval of 20 cm. 
at times 5, 10, 15, and 20 hours.  One can immediately 
see some of the disturbances travelling along the western 
shoreline southward.  At 5 hrs. there is a -40 cm. 
depression along the west shore.  Its progression down 
into James Bay is easily followed.  The contours in Figure 
12 are at a later time and here we find a positive surge 
at the southwest corner which is propogated around the 
basin.  The speed of this disturbance is generally in the 
15 to 30 metre/second range in the main part of the Bay 
and down to the order of 10 to 15 metre/second or less 
in James Bay.  In relation to the depths, these speeds 
are well within the correct order of magnitude. 

In Figure 13 are seen some surface contours towards 
the end of the calculation and once again, the same general 
features are found to persist.  There is one significant 
difference between these contours and the earlier contours 
however; by this time the atmospheric disturbance has 
persisted for quite some time and what results is the 
development of a depression of about 20 cm. in the western 
half of the basin.  Around this depression, the disturbances 
are generally positive. 
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In order to see this quasi-steady development 
more clearly, we then attempted to find the mean surface 
by simple arithmetic averages.  The result at time 81 hrs., 
and at 102 hrs. is shown in Figure 14.  The basic pattern 
of a negative depression of 20 cm. shows up quite clearly. 
In association with this depression, there is a net 
circulation which was also obtained by some very rough 
averages over time.  The currents at approximately the 
same times are shown in the bottom of Figure 14.  A very 
steady coastal jet was found, hugging the shoreline in 
the anti-clockwise direction.  Along the main part of the 
Bay, particularly along the south shore, there is a large, 
steady jet of up to 40 cm/second which is also quite wide. 
Some similar occurrences are found along the eastern shore, 
but these jets are not found in the northwest corner of 
toe basin.  Some of these jets, particularly the ones along 
the southwest shore, were found to persist throughout the 
entire calculation, the result of the steady interaction 
between the wind stress and the shallow depth; but because 
Hudson Bay is rather flat, this gives rise to a very wide 
jet. 
Summary 

A relatively simple two-dimensional model of 
Hudson Bay has been constructed, which does not include 
any non-linear terms.  Nevertheless, by this simplicity 
we have managed to gain insight into some of the 
hydrodynamical characteristics of Hudson Bay.  Clearly 
the inverse barometric pressure effect is very predictable, 
but much more study is yet required in understanding the 
excitation of some of the lower free modes.  Another aspect 
that was demostrated was the existence of very wide coastal 
jets.  There is a danger of over generalizing some of these 
results since they represent but one storm.  Nevertheless, 
they provide the groundwork for a series of calculations 
of much more complex storms.  It is hoped that this 
programme of study will establish more clearly the necessity 
and feasibility for storm surge prediction services in 
Hudson Bay and perhaps indicate the types of empirical 
methods that may be employed for such prediction services. 
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Figure 1.  The grid system for the model, with the dots 
representing water level points. 
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Figure 2.  The depth configuration for Hudson Bay, with a 
contouring interval at 100 metres. 
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Selected storm tracks over Hudson Bay 

Figure 3.  Some typical storm tracks over Hudson Bay.  The 
calculation presented here is for the storm of 
October 16 to 20, 1969. 
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Figure 4.  The grid system for the imput of meteorological 
data.  Pressure gradients and wind stresses are 
calculated for each grid section. 
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Figure 5.  The numbering system for sample water level 
points, with reference to the time series shown 
in the following figures. 
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I I L- _l l_ 
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Figure 9.  Time series for a number of water level points 
in James Bay.  These curves demostrate the 
damping of the higher frequency oscillations 
from the mouth towards the head of James Bay. 
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15 Hrs. 

Surface Levels vs. Time 
20cm. Contour Interval 

Figure 11.  Surface contours in Hudson Bay at 5, 10, 15 and 
20 hours.  This sequence shows the progression of 
disturbances in the anti-clockwise direction around 
the perimeter of the Bay. 
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35 Hrs 

Figure 12.  Surface contours in Hudson Bay at 25, 30, 35 and 
40 hours.  The progression of disturbances around 
the perimeter is again demostrated. 
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Surface Levels vs. Time 
20cm. Contour Interval 

Figure 13.  Surface contours in Hudson Bay at 100, 105, 110 and 
114 hours.  The steady depression in the western half 
of Hudson Bay has resulted from the persistence of 
the storm. 
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CHAPTER 10 

CONFIDENCE INTERVALS FOR OCEAN WAVE SPECTRA 

Leon E. Borgman 

University of Wyoming 
Laramie, Wyoming 

ABSTRACT 

The random nature of ocean wave records introduces statistical varia- 
bility into the wave spectrum estimates based on these records. This may 
cause inaccuracy in subsequent calculations such as the prediction of the 
primary wave direction or the estimation of structural response. Confidence 
intervals on such estimates are needed to evaluate whether adequate estimate 
accuracy has been obtained. 

The chi-squared confidence interval commonly used for wave spectra is 
based on the assumption of a Gaussian sea surface.  Its applicability for 
hurrican size waves has been open for question. Therefore, after a brief 
outline of the relevant statistical relations basic to the chi-squared pro- 
cedure, wave data from Hurrican Carla is empirically analyzed and compared 
with the theoretical conclusions. A simulation procedure is used to proceed 
from the data to probability interval statements. A comparison of these with 
the correponding chi-squared statements shows the chi-squared relations to be 
fairly reasonable approximations for spectral estimates averaged over bands of 
at least eight values. The empirical simulation procedure can be extended to 
subsequent calculations based on the spectral estimates while the chi-square 
method encounters difficulty for such problems. 

INTRODUCTION 

The use of the wave height spectrum to characterize ocean wave conditions 
is widely used and generally accepted as a very significant mode of analysis for 
confused sea conditions.  If the wave system is unidirectional and produces 
Gaussian (i.e., multivariate normal) water level elevations, the wave spectrum 
provides the information for a complete characterization of the statistical 
properties of the sea surface fluctuations. For a multidirectional wave system, 
the directional wave spectrum (if it can somehow be estimated accurately) also 
completely characterizes the statistical properties of the random sea surface 
provided the sea surface is Gaussian. 

The Gaussian assumption is not true for wave systems involving wave heights 
of appreciable magnitude.  It is well known that wave crests typically extend 
higher above mean water level than the troughs fall below the same level. This 
would not occur if the sea surface were Gaussian.  It has been shown [Pierson, 
1955, Brown, 1967, p. 32-37] that the water level elevation in confused sea con- 
ditions will be Gaussian if there are no spectral lines present and if linear 
wave theory holds. 

237 
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The wave situation of interest to engineers is usually the high sea con- 
dition such as occurs in a hurricane.  It is very difficult to justify linear 
wave theory and the Gaussian sea assumption for these circumstances. Never- 
theless, the wave spectrum still provides a useful, although not complete, 
characterization of the statistical properties of the sea surface. Other 
spectrum-type functions, such as the bispectrum, yield additional information. 

Typical wave spectra for hurricanes have been computed and presented by 
Robinson, Brannon, and Kattawar (1967) and others.  These are particularly 
useful in the study of resonant response and fatigue in engineering structures. 
They also help give a climatological perspective to the wave conditions which 
might be encountered.  It is expected that as time goes on, more and more engi- 
neering design criteria will be tied computationally to the design wave spec- 
trum. 

This raises the statistical question of confidence for the spectral esti- 
mates.  It is desirable to know the approximate accuracy of the estimate. As 
long as the sea surface was Gaussian and a relatively long record was avail- 
able for analysis, asymptotic confidence intervals (Blackman and Tukey, 1958, 
p.  21 ), based on the chi-squared distribution could be used. This procedure 
is no longer strictly applicable for the nonlinear wave conditions in a hurri- 
cane. What should be used then? For that matter, what are the statistical 
properties of the wave spectrum values for hurricane conditions? These ques- 
tions will be examined in detail. 

WAVE SPECTRUM ESTIMATION 

Two basic procedures have been used for estimating the wave spectrum. 
The first of these (Blackman and Tukey, 1958) is based on using the data to 
estimate the covariance function and then numerically making the cosine Fourier 
transform of the covariance function to get the raw wave spectrum. The second 
method (Bingham, Godfrey, and Tukey, 1967) uses the "fast Fourier transform" 
computer algorithm to get the raw wave spectrum directly from the data. 

The word "raw" in the above paragraph refer to the spectrum before it is 
smoothed or modified in various ways to improve the statistical properties of 
the spectrum estimate.  Both basic procedures give the same general results,if 
the modifications could be deleted. This is difficult for the covariance 
method since the estimation of the covariance intrinsically causes an equiva- 
lent spectral smoothing. 

From the viewpoint of simplicity, computational speed, and the preserva- 
tion of information, the fast Fourier transform procedure is preferrable. There- 
fore it will be the method used in the following analysis. The fast Fourier 
transform (here after designated FFT) is a computer algorithm for rapidly com- 
puting 

N-l 
Am = At I nn exp (-i2irmn/N) (l) 

n=o 

or its inverse 

N-l 
nn = Af I    Am exp (i2wmn/N) (2) 

m=o 
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Here At represents a time increment and Af is a frequency increment. This 
notation is used since with it the FFT is directly and obviously the finite 
difference approximation to the integral Fourier transform.  In order for 
equations (1) and (2) to be exact inverses of each other, At and Af must 
satisfy 

(At) (Af) = 1/N (3) 

The significance of relations (1) and (2) for wave analysis can be seen if 
nn (n=0, 1, 2 N-l) is taken to be water level elevations above mean 
water level from a wave recorder digitzed at At increment apart. Then 
is real-valued and (2) reduces to 

N-l 
nn = Af Z     [Um cos (2Trmn/N) + Vm sin (2irmn/N) 1 (i() 

m=o 
N-l  ______ 

= Af I JU*  + V_    cos (2rr mn -<f>m) (5) 
m=0 N 

where 

and 

Am = V'Vm 

*m " arc tan (Vm/Um> 

Thus, computation of Am provides the coefficients for a trigonometric series 
represefltation of the wave record. The mean-square fluctuation (variance) 
attributable to the m-th senusoid is (with n/N = nAt/NAt =  t/T) 

T 

mean-square = jMAflt!2, + VJ*   cos(2irm_-ij) m)]  dt 
8    2    T T 

= -^|— /    (U2 + V2)   0/2 +  1/2 cos  2   (27rmt  -  *  )]   dt 
T      /        m        m ——       m o T~ 

= (Af) (U2 + V2)/ (2T) (6) 

Here, the relation (3) together with T = NAt has been used to obtain Af = ]/j 
The variance per unit frequency or spectral density is, thus, 

mean-square   =    
Um + "m    =   j_J (7) 

Af 2T fT 
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2      2 
It follows from (1) that |AN_m| = |Am| .  Hence it is only necessary to 
list the expression in (7) for m = 0, 1, 2, ..., N/2 since from there on 
the values are mirror images of the preceding ones. The frequency, 
NAf/2, corresponding to m = N/2 is called the Nyquist freqency.  It is a 
useful convention to tabulate double the expression in (7) versus m = 0, 1,2, 
..., N/2 so that IAm|

2/T gives the variance for the m-th and the (N-m)-th 
terms combined.  Hence raw spectral density estimates are defined as 

Sm = lAm!2/T <8> 

THEORETICAL STATISTICAL PROPERTIES 

Because the chi-squared confidence interval for the wave spectrum is so 
often used blindly without an appreciation of the applicability of the method 
to that particular wave data, the theoretical basis for the chi-squared confi- 
dence interval will be outlined in some detail. 

If the sequence of sea surface elevations (ru, n= 0, 1, 2, ..., N-l} 
are regarded as a random vector with intercorrelated components, a number 
of results can be derived for the real and imaginary parts of Am.  It will 
be assumed that the stochastic sequence is second-order stationary and rin 
has zero expectation. The theoretical covariance sequence and spectral den- 
sity will be defined as 

ck » Et nn in+kl (9) 

Sm = At  Z       Ck exp (- !2irmk/N) (10) 
k=0 

The expression E[-] denotes the expectation operator (Freund, 1962, Chapter 
h,  p. 90). 

From the above frame work, it is possible to derive a number of statisti- 
cal properties for 

N-l 
U » At I  n. cos (2irmn/N) (11) 
m n 

n=o 

N-l 
Vm » At  Z  n

n sin (2-irmn/N) (12) 
n=o 

It can be shown that (1) Um and Vm have zero expectations, (2) Um and Vm are 
asymptotically independent, (3) the components of the vectors (Um, Vm) and 
(Um', Vmi) are asymptotically independent of each other, and (4) the variances 
of Um and Vm, for 0<m<^ are the same and equal to TSm/2. The word "asymptotic 
in the above results refers to N approaching infinity while the covariance se- 
quence is zero for k larger than some fixed integer. 
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Asmptotically, then, 

2   2 
*     U + V 

E[Sm] = E[ 
m T 

m ] 

1 JS„ TS^ 

Var(Um) + Var(Vm) 

) (13) 

and Sm is asymptotically unbiased as an estimate of S • 

If, in addition to the above assumptions,{nn, n = 0, 1, 2 N-l} 
is a multivariate normal vector it follows that (Um, Vm, Umi, Vmi) is also 
a multivariate normal random vector. This is true since any linear trans- 
formation of a normal vector is again normal (Lindgren, I960, p. 129) and 
equations (11) and (12) show that Um and Vm are linear combinations of the 
nn.  Hence Um/ i/TSm/2 and Vm/ /TSm/2  are standard normal random vari- 
ables and, as mentioned above, asymptotically independent. The sum of the 
squares of two independent standard normal random variables is a chi-square 
random variable with 2 degrees of freedom (Freund, 1962, p. 19A). Thus 

S* 3m 
Sm 

U2 + V2 m   m 
TSm 

U    \ 2   i v   \ : 
m    )   * /     m ~ ) 

/ TSm/2 /    \  /TS^72   / 
M (Tt) 

(asymptotically) 

Now suppose Sm is the average of b values of S^ and that Sm is constant 

over the b values. Then asymptotically 

I b+r  -       X^ S%/S-o " F *r (Sm '  SJ " "t- (,5) 

where r is the first in value in the band and m0 is the mid frequency of the 
band.  Equation (15) holds since the sum of independent chi-squares is again 
a chi-squared random variable with degrees of freedom equal to the sum of the 
degrees of freedom of the individual summands (Freund, 1962, p. 19*0. 

The relation (15) is the basis for the chi-squared confidence interval 
used so often for wave spectra. 

TC? 
2b. 

'"I 

2b Jm 
(16) 

In the above expression, TC. refers to the c-th percentile of a chi-squared • II      nife.     uuuvv     vnpi  bJSI Ull ,      l^,y • I  V* I  \^ I 

variate with 2b degrees of freedom. 
What then should the user beware of relative to the chi-square confidence 

interval for wave spectra? Some of the points to consider are as follows, 
(a) the Length of record analyzed (i.e., the value of N) should be as large 
as possible consistent with avoiding non-stationary conditions. For most 
wave situations, a commonly used choice is 20 mintes of record,  (b) the co- 
variance function should be essentially zero for lags substantially less than 
the wave record length.  One published suggestion is that the maximum covar- 
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iance lag with appreciable non-zero covariance values should be on the order 
of one-tenth of the record length (Blackman and Tukey, 1958, p. 11).  (c) The 
closer the wave conditions come to satisfying 1inear wave theory, the better 
will be the confidence interval approximation provided by (16), and vice-versa. 

EMPIRICAL DATA ANALYSIS 

Wave data from hurricane Carla was selected to test the accuracy of 
the chi-squared confidence interval under extreme conditions. Water level 
elevations (4096 values) digitized at an invervat of 0.2 seconds apart and 
starting at noon, September 8, 1961 were used. The wave records were made 
in 100-ft. water depth by the Chevron Research Company on a Chevron plat- 
form in South Timbaker Block 63, Gulf of Mexico, as a part of their Wave 
Project II (Thrasher and Aagaard, 1970) and have been released to the Na- 
tional Oceanographic Data Center. The FFT coefficient, Am, were computed 
by the NL0GN subroutine (Robinson, 1967. P- 63) and S^ was tabulated for 
m = 0, 1, 2, ..., 'tOgS- The values of S* for 6 < m < 305 were selected 
by inspection as being significantly different from zero. These values, 
graphed in Fig. 1 versus f = mAf, are the basic initial information from 
which the wave spectrum is estimated. 

The scattered points must be averaged in some manner to produce a 
mean curve.  Fig. 2 shows the results of two different averaging methods. 
The dashed line gives the results of straight arithmetic averaging in 
blocks of 8 lines. The solid line gives the spectrum as determined from 
the following weighted average 

Sm " [ J Vj SP / t J Wm-jl <'7) 

where 

m-j 

•[(m-j)Af]2 / (2a2) 

(18) 

a = 3Af 

This averaging will be referred to as Gaussian smoothing because of the 
analogy to the normal or Gaussian density. The two spectral estimates are 
almost identical. The Gaussian smoothing was selected as preferrable for 
the present study because it gives the greatest emphasis in averaging to 
nearby points and the least emphasis to points further away. This is dif- 
ferent from the block averaging which equally weights points within the 
block. 

The scatter of the raw spectrum points about the Gaussian-smoothed 
spectrum estimate was examined next. The residuals, or deviations of Sm 
from the spectrum estimate 

Rm = Sm ' Sm 
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are plotted at the bottom of Fig. 3- As would be expected the residuals are 
the biggest for frequencies where the spectrum is large. -The magnitude of 
the residuals at different frequencies was characterized by three different 
root-mean-square values. These were 

cm  = r-m-s- Rm 

0^ = r.m.s. positive Rm (19) 

a        =  r.m.s. negative R 

The first formula uses (17) and (18) as written except R? is substituted for 

S*. The second formula applies (17) and (18) only to the R? where R. is 

greater than zero. The third formula does the same for the negative R.. 

All three Gaussian averages are then square-rooted to get the root-mean- 

square values. The quantities cm+, and am_ are graphed versus frequency 

in Fig. k. Although computed, om is not shown since it did not prove to 

be useful in later parts of the study. 
As Fig. k  shows, o+ has a much larger maximum than 0_. Also both maxima 

more or less coincide with the peak of the spectral density. 
The residuals were first normed by dividing them by am. These values 

are graphed as the normed residuals shown in Fig. 3. Originally it was in- 
tended to use these normed residuals as the stationary noise characterization 
of the spectrum deviations. However a careful examination of the normed 
residuals shows that their minimum values are. larger around 0.10-0.15 Hertz 
than elsewhere. Thus the noise in this form does not appear to be stationary. 

The residuals were then normed by dividing positive Rm by o^ and divid- 
ing negative Rm by om_. These symmetrically normed residuals are plotted at 
the top of Fig. 3. A Smirnov k-sample test applied to six groups of 50 each 
of these (Conover, 1971, p. 322) leads to an acceptance that the noise repre- 
sented by the symmetrically normed residuals is essentially stationary (See 
Fig. 6). Thos noise was therefore used to characterize the fluctuations 
about Sm. 

The empirical distribution function of the symmetrically normed residuals 
is shown as the solid line in Fig. 7. The corresponding probability density 
function was estimated from the slope of the straight line fitted by least 
squares to the empirical distribution function using the values in a band of 
width +_ 0.5 about the abscissa value for which the density is being estimated. 
A graph of the density is given in Fig. 8. 

A COMPARISON WITH THEORY 

How do the above empirical results compare with the theory outlined pre- 
viously? Theoretically, the Sm are supposed to be asymptotically independent. 
This would imply that the symmetrically normed residuals would also be in- 
dependent. This would imply that the symmetrically normed residuals would 
also be independent. As a partial test of this property, the m-th symmetri- 
cally normed residual was graphed versus the (m+l)-th corresponding value as 
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shown in Fig. 5. The scatter shows no clear cut trend except for a tendency 
to produce a square cloud of points. The squareness is explained by the 
abrupt start and termination of the density function in Fig. 8.  If the den- 
sity were uniform, for example, and the residuals independent a perfectly 
square cloud would be expected. Thus, Fig. 5 does not appear to contra- 
dict the asymptotic independence. 

The chi-square distribution with^two degrees of freedom which theoreti- 
cally should approximately hold for S" was checked next. Symmetrically norm- 
ing a "K.   random variable produces a variable with a distribution function 
shown by the dash-dot curve in Fig. 7.  The corresponding theoretical density 
function is graphed in Fig. 8.  The discontinuity results from the abrupt 
change in norming constant at zero. 

A Kolmogarov test for goodness-of-fit at the .05 level can be performed 
by inspection of Fig. 7. The distribution function for the symmetrically 
normed*X| variate passes outside the 90% Kolmogorov confidence band (Conover, 
1971, p. 299) and therefore causes a rejection of the hypothesis that the 
data follow that theoretical distribution. 

Despite this rejection, it is interesting to compare the chi-squared 
probability predictions with what would follow from the symmetrically normed 
noise.  By Monte-Carlo procedures, independent noise having the empirical dis- 
tribution function given in Fig. 7 was assigned at random to the different m 
values.  Then a+, <J-, and Sm were used to reconstruct the S^ values consistent 
with this noise.  Finally a new set of §m values were computed by Gaussian 
smoothing. These Sm values would be an equivalent possibility to that which 
actually occurred if the noise had just been shifted around to an equally 
likely realization.  Three hundred such sets of Sm values were developed and 
90% probability intervals were established from the 5th and 95th percentiles 
of simulated values. These are shown in Fig. 9. 

The Gaussian smoother used in deriving the original Sm, had a width 
roughly equivalent to band of 8 spectral lines.(its standard deviation was 
3 lines and the width is somewhat larger than +a.) Hence it seems reasonable 
to compare the probability intervals with that for a chi-squared with b = 8, 
or 2b = 16. This is shown in Fig. 10. The two probability interval sets are 
slightly but not terribly different.  One would have to conclude that the chi- 
squared approximation is reasonably adequate, even for hurricane waves. This 
seems true despite the disagreement relative to the Sm values.  Something like 
a central limit theorem seems to be pulling the distributions into agreement 
for averages of bands including as many as 8 raw spectral values. 

ADDITIONAL DOCUMENTATION PLANNED 

Empirical Analysis has continued on the Hurrican Carla data. About half 
of the available data sets have been analyzed. The empirical distribution 
functions and probability densities for these (seven more records) are all 
remarkably identical with Figs. 7 and 8.  The Smirnov k-sample test over- 
whelmingly accepts that they all have the same distribution function.  It is 
planned that the detailed empirical analysis of the Hurricane Carla spectra 
and of a variety of spectra for other wave conditions will be issued as a 
project report as soon as the analysis is complete. 



OCEAN WAVE SPECTRA 245 

CONCLUSIONS 

The available data supports the use of the chi-squared approximation 
for a confidence interval on spectrum estimates.  It is difficult however 
to extend the chi-squared approximation to yield confidence intervals on 
subsequent quantities computed from wave spectra. For such situations, 
simulation procedures based on the empirical properties of the spectral 
noise would seem to provide a reasonable approach to developing confidence 
intervals. 
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Fig. 3- Various versions of residuals plotted 
versus frequency. 
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Fig.   7.     The  empirical   distribution  function  of  the 
noise as  compared with  a  symmetrically  normed 
chi-square distribution  function. 
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CHAPTER 11 

NON-STATIONARY SPECTRUM ANALYSIS OF OCEAN WAVES 

by 

Mehmet Aziz Tayfun, Cheng Yi Yang, and George Chia-Chu Hsiao* 

Priestley's method [1, 2, 3]  of non-stationary spectral analysis is 
extended to the case of digitally sampled records. A computation procedure pre- 
viously proposed in an earlier work [4] is further investigated. This procedure 
compensates for the inherent difficulties in the theory and computes time- 
dependent spectra from a sample in an iterative manner. Validities of the theory 
and the iterative procedure are tested with a simulated non-stationary process. 
Results establish a general agreement with theory, especially when spectra vary 
smoothly with time and frequency.  Consequently, the procedure is applied to 
estimate non-stationary spectra for two wave records.  A comparison is made 
between the non-stationary estimates and the stationary results derived from 
the same set of wave records. 

INTRODUCTION 

Since the pioneering work of Pierson and Marks [53, stochastic spectral 
analysis of wave records is well accepted.  Among many available published works 
on the subject, references [6, 7, 8, 9, 10, 11, 12] are excellent sources of 
information on the analysis, significance and the current state of the wave 
spectrum approach. 

The most important constraint of the conventional spectral analysis is the 
assumption of stationarity, i.e., the fundamental character of the wave field 
does not change with time.  Unfortunately, in many realistic situations, this 
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is an unsatisfactory restriction imposed by the lack of a physically meaningful 
and mathematically rigorous non-stationary spectrum concept.  A few analysts 
tried an intuitive approach to compensate for time-dependency. For example, 
Wilson [13] computes time-variant spectra from overlapping segments of a wave 
record.  Such attempts are useful but are still unsatisfactory because they do 
not have a formal basis for guidance and a clear design rationale for practical 
application. 

Recently, Priestley has made a major effort to define a non-stationary 
spectrum as a smooth extension of the classical concepts and discussed a method 
of estimating time-dependent spectra from a single realization. This method is 
a generalization of the conventional analog approach.  Therefore, it involves 
all the difficulties of the stationary analysis as well as new ones imposed by 
time-dependency.  Specifically, the optimal design of a spectral computation 
requires a prior knowledge of frequency- and time-domain characteristics of the 
spectrum of the underlying process.  These are normally unavailable in a realistic 
situation.  Tayfun, et al [4], suggested a practical procedure to compute these 
parameters and time-dependent spectra in an iterative manner.  The procedure was 
successfully tested on an artificially generated process in which spectral com- 
ponents have the same time-history, which is called a uniformly modulated process. 

Processes that arise in applications such as ocean waves are realistically 
non-uniformly modulated. The purpose of this study is, therefore, to investigate 
the validities of the estimation method and the iterative procedure in the more 
general case of a non-uniformly modulated process, and, consequently, to be able 
to apply the iterative procedure to estimate time-dependent spectra for ocean 
wave records. 

The discussion will mostly be limited to the basic ideas and the operational 
results in the case digitally sampled records.  The concepts are simple extensions 
of those of the continuous case given in references [1, 2, 3]. The reader is 
referred to these references for details and elegant mathematical analysis of the 
underlying theory. 

DEFINITIONS AND ASSUMPTIONS 

A zero-mean non-stationary process x(t) is represented in the frequency- 
domain as [1]. 

x(t) = [  A(t,oi) elt0t dZ(u) (2.1) 

where Z (to) is a process with uncorrelated increments, and A(t,w) is a determin- 
istic modulating function.  We see that, if A(t,w) equals one, the natural 
representation of a stationary process is recovered in terms of its generalized 
Fourier transform process, Z(to). 
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The above representation (2.1) provides a spectral decomposition of the 
process x(t) in terms of harmonic components with different frequencies and 
time-variant random amplitudes A(t,u)dZ(u). The mean-square function of x(t) is 

E|x(t)|2 = |   |A(t)(Jj)|
2 E|dZ(co)|2 (2.2) 

where E{•} denotes an ensemble-average. Note that EJx(t)] depends on time t, 
as expected, by virtue of the modulating function A(t,w). Prom the definition 
that the spectral density is the frequency distribution of the mean-square, it 
follows that the spectral density at time t is 

f(t,u)) = |A(t,to)|2 f(co) (2.3) 

f(to) dw = E|dZ(o))|2, 

with f(o)) regarded as the spectral density, say, at time t0 if we assume that 
A(t0,co) = 1.  Hence, the function JA(t,w) p describes the change or evolution of 
that density at subsequent times. 

Assume that a sea-surface record collected at a fixed spacial reference as 
a continuous function of time is a sample of a zero-mean process which admits 
a representation of the form (2.1),  If the record is digitally sampled at a 
periodic sampling interval of At sec, then we form the sequence X]_, X2, ..., x^, 
where xt = x(tAt), and N = T/At with T the total record length in seconds. 
Furthermore, assume that the interval At is so chosen that 

f(tAt,u) = 0 , |co| > ir/At, all t (2.4) 

so as to make sure that no error will be introduced due to the well-known 
aliasing effects. 

At this point it is convenient to regard the sequence xt as if it consisted 
of prints at unit time intervals.  This is equivalent to transforming the original 
frequency scale into a standardized dimensionless frequency, say to', which is 
defined in (-IT, TT) and such that w' = wAt.  Consequently, the spectral density, 
say f(j(t,a)'), of the sequence xt and that of the actual wave record x(tAt) relate 
to each other in the form 

f(tAt,a)'/At) = At • f (t,u') , |o)'| < TT (2.5) 

Associated with the discrete process from which the sequence x^- is assumed 
to be sampled, three dimensionless parameters, Bx, BQ and Bf are respectively 
defined as the "characteristic width," the time and frequency domain bandwidths 
of the spectral density f<j as a function of t and co'.  The characteristic width, 
Bx, is a measure of the maximum interval over which the statistical properties 
of the process are approximately stationary.  BQ and Bf are of the order of mag- 
nitudes of the physical bandwidths based on the "half-power points" of the major 
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peaks of f{^(t,tu'*) as a function of only t, and then w", respectively.  Both 
Bx and B0 are imposed by time dependency introduced through the modulating 
function A(t,w"). They relate to the inverse time-rate of change of A(t, u), 
and therefore, to one another in the sense that if one is large, so is the 
other, and conversely.  The explicit definitions of these parameters are given 
in [1, 2, 3]. 

3.  ESTIMATION OF NON-STATIONARY SPECTRAL DENSITY 

The "raw" and "smooth" spectral estimates of f^.(tiiji'")  in the neighborhood 
of t and to-* are given respectively by 

lVoO|2= I l       guXt_ue-
lM'<t-»>|2 O.I) 

and 

1u-t-N 

t 

fd(t,u.') = I V u I'W')! (3.2) 
t-N   * 

where gu is a digital "filter," and W^-* u is a weight-sequence which depends on 
a parameter T-*. Associated with the filter gu and its Fourier transform r(W*)» 
two parameters, Bg and Bp are respectively defined as measures of bandwidths in 
time and frequency.  These parameters indicate the concentration of the functions 
gu and [r((iO|2 near their origins. We likewise define a parameter % as a 
measure of bandwidth for the weight-sequence WT")U.  Explicit definitions of the 
parameters Bg, Bp and B^  as well as certain suitability conditions which gu and 
^T",u  must satisfy are given in [1, 2, 3]. 

The raw estimate, |u| , is essentially a digital filtering of the sequence 
xt through a filter gu with a frequency response, r(co'), centered on frequency to-*. 
Under the conditions, Bg « Bx and Br « Bf, Priestley [1] shows that 

E|Ut(aO|
2 * fd(t,uO (3.3) 

Hence, |u|  is an approximately unbiased estimate of f^t,^).  The condition 
Bg << Bx implies that this filtering is to be done through a filter with a 
narrow bandwidth so that over the effective range of the filter the statistical 
properties are approximately constant.  The condition Bp << Bf requires that the 
spectral window, j T(co^) | ^3 be narrow enough just like a slit through which the 
value f(j(t,w'*) can be observed without any contamination from neighboring values. 
As is well-known, a small bandwidth, Bg, in the time-domain corresponds to a 
large bandwidth, Bp, in the frequency-domain.  Consequently, the estimation 
would be accurate for processes with spectra changing slowly over time and fre- 
quency (i.e., large Bx, B0 and Bf), so that a fulfillment of one of the conditions, 
Bg << Bx an<* Bp <<: Bf> would not delete the other. 
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Note that the raw estimate is derived through a linear transformation of 
the random sequence xt. Hence, it also is random in character, and not a useful 
estimate for practical purposes.  It may be recalled that, in the conventional 
analog approach when xt is in fact stationary, a stationary spectral estimate 
is obtained simply by averaging the raw estimates of the form (3.1) over the total 
length of the record. This enables one to approximate an ensemble-average as well 
as to obtain more stable estimates.  Such an approach is not valid in the non- 
stationary case, since one cannot replace an ensemble-average with a time-average. 
Therefore, in order to account for the unstable nature of the raw estimate, |Ut| > 
it is smoothed over neighboring^values of t, as implied by (3.2), resulting in a 
more stable "smooth" estimate, ft.  This smoothing is done through a weight- 
sequence WT' U depending on the parameter T" which satisfies the condition 
Bg « T' « N.  The last condition implies that smoothing with W-j^u should be 
over a range that is substantially larger than the effective width of gu to 
achieve satisfactory stability.  On the other hand, T" should be small enough 
so as to prevent excessive "smudging" of the temporal characteristics of the 
raw estimates. 

Finally, note that, once f^t^m") is computed, we can obtain the smooth 
estimate, say f(tAt,w). corresponding to the actual wave process through the 
transformation (2.5), i.e., 

f(tAt,w7At) = At • f (t,w') , |w*| < TT (3.4) 

is a smooth estimate of f(tAt,co) at time t • At (sec) and frequency u = w'/At 

SAMPLING PROPERTIES AND DESIGN RELATIONS 

The overall sampling quality of the estimate f(j(t,o)'*) is measured by its 
relative mean-square error at time t and frequency to", i.e., 

M(h.T*)-—i = * lf*- + -y +^\       |r(<n|W  (4.1a) 
fd (t,<0 

where h is a parameter related to the functional form of gu, and C is a constant 
determined from the weight-sequence WT> 

Design of a spectral estimate involves determining the functions gu and 
WT'JU*  Functional form of these may be chosen from a standard collection of 
filter windows that already exists in the classical analysis.  For example, in 
terms of the parameters h and T-*, we may choose a rectangular filter gu and a 
discrete Daniell window W-^  of the forms 

, u = 0, ±1, ..., ±h 
/27r(2h+l) 

0    , |u| > h 
(4.2) 
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and 

b- 
(4.3) 

The above functional forms will be adopted in the subsequent discussion and 
applications for illustrative purposes. On the basis of (4.2), (4.3) and from 
(4.1a), we may show that, for large values of h and T" 

(4.1b) 

where Bw = T'/vTT and Bf ~ ir/h, an approximation based on half-power points of 
the major peak of jr(w*)p. 

The parameters h and T" may now be determined as follows: 

(a) Fixed Frequency-Domain Resolution: For each t, f^(t,LO is required 
to have a prescribed degree of resolution in frequency-domain, i.e., 
we require Bp/Bf = X» where X is a small prescribed constant. Here, 
Bp ~ ir/h. Hence, given Bf, h is the largest integer smaller than 

XBf 
(4.4) 

Now, T"  is chosen so as to minimize the relative mean-square error, 
M, now a function of only T'.  Subject to the condition Bg < I"" < N, 
the optimum value of T-* is easily obtained from (4.1b) as the largest 
even integer smaller than 

1/5 
[192 h B  ] (4.5) 

(b) Fixed Resolution in Time and Frequency-Domains:  In this case, we set 
Bp/Bf = X  and B^BQ = y, where y is likewise a small prescribed constant. 
Assuming B0 and Bf are available, h and T' are determined from 

h - •— ,  and T' ~ /l2 B y (4.6) 
AJJ- O 

The sampling quality of the estimates is now determined by the above 
conditions and from (4.1b), the relative mean-square error. 
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5.  FEATURES AND INHERENT DIFFICULTIES 

The estimation method described above is a smooth generalization of the 
conventional analog approach to non-stationary cases.  Especially with the 
particular choice of W^ u here, the technique is roughly equivalent to esti- 
mating spectra from overlapping segments of a record.  This is achieved through 
a formal consideration of the temporal characteristics (i.e., Bx and B0) of the 
underlying process.  In the limit case of stationarity, Bx and B0 both become 
infinite and smoothly disappear from the formulations as the analysis reduces 
to the conventional results.  In that case, a stationary spectral estimate, 
say f(u), is obtained by 

N-h 
I        |u.(a>')r, (5.D 

=h+l  C 

where jut|  is given by (3.1) and limits are chosen over the range of t in 
(1, N) for which |UtP can be evaluated from (3.1) by using a filter gu of the 
form (4,2).  This simply corresponds to an averaging of the squared filter 
output, |Ut| j over the complete record length, just as in the conventional 
analog approach. 

The method involves all the difficulties associated with the classical 
analysis as well as new ones imposed by time-dependency. A rational application 
requires a knowledge or a rough estimate of the parameters Bx, B0 and Bf as a 
background information for design.  These are unavailable a priori on the basis 
of a given sample record in a realistic situation such as ocean waves, and 
therefore, form the major source of difficulty in application. 

6.  A PRACTICAL PROCEDURE 

Consider a practical situation where it is required to estimate the non- 
stationary spectral density, f(tit,w), of a wave process on the basis of a 
digitally sampled record x(tAt), where t = 1, ..., N. 

The first objective is to determine the process parameters Bx, B0, and Bf 
in a. rational way.  At present, there seems to be no way of estimating a lower 
bound for the characteristic width Bx on the basis of a sample record.  However, 
we recall that the parameters Bx and B0 are related to each other in the sense 
that if one is large, so is the other, and conversely.  Hence, if we could 
estimate BG, then it could be used as a measure of the temporal characteristics 
of the wave process.  Furthermore, design relations are dependent on B0 and Bf. 
A rational design for the parameters h and T" requires, therefore, a background 
information about B0 and Bf.  An iteration scheme may be suggested to compute 
the parameters B0 and Bf, and consequently, h and T^ in the following manner. 
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We perform a pilot-estimation by using "trial values" for h and T' such that 
h < T' < N. Accordingly, a value h can be chosen arbitrarily. Then, we may 
choose T"* ~ rh, where r is a constant larger than unity, and f^^to"*) is 
"pilot-estimated" for several values of t.  Recall, from (4.1b), that the 
dimensionless variance of the estimates is given by 

var f ,(t,iO   ,, 7 

—5-* %- 0&                                                       (6.1) 
f/(t,a>')    5T r 

d 

Therefore, the larger r is, the more stable the pilot-estimates will be. It now 
becomes possible to estimate B0 and Bjp on the basis of the pilot-estimates of 
fd(t>w') ant* according to the definitions of these parameters conceptually 
illustrated in Figure 1.  After B0 and Bf are computed, using one of the design 
criteria discussed in Section 4, we determine "refined values" h and T".  The 
same procedure is iterated for enough number of times until the parameters B0 
and Bf (therefore h and T^) simultaneously attain a convergent behavior.  The 
spectral estimate f(tAt,to) corresponding to the wave process is derived from 
the values f(j(t,co'*) in the convergent cycle through the transformation (3.4). 

Intuitively, the success of the procedure would be affected by the degree 
of "smoothness" of the true spectral density f(tAt,a>) as a function of t and to. 
This is due to "blurring" and "smudging" effects of filtering and smoothing 
operations as discussed previously.  The more detailed features of true f(tAt,to) 
as a function of t and to are likely to be obscured by the estimation procedure. 

7.  APPLICATIONS 

An Artificial Non-Uniformly Modulated Process 

This example is a non-stationary process in discrete time with a frequency- 
domain representation of the following general form, i.e., 

xt = I  A(t,w) eitC0 dZ(to) (7.1) 

In general, a process xt of the form (7.1) has an equivalent interpretation in 
the time-domain in terms of a linear time-variant filter and a suitable stationary 
process (see Priestley [1]).  For example, we may write 

(7.2) 
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if we formally define 

\,umh\*«'>»> elu"du (7-3) 

as a time-variant filter, and specify V as a second-order stationary process 
of the form 

J-TT 

>ltw dZ(to) (7.5) 

in the frequency-domain.  Note that E|dZ(to)|  = fv(to)dto, with f„(to) defined as 
the spectral density corresponding to the stationary process Vf 

The theoretical spectral density, say fx(t,to), of the non-stationary 
process xt is, by definition 

f (t,u) = |A(t,w)|2 f (w) (7.6) 

In order to illustrate and test the estimation method and the iterative 
scheme on a non-uniformly modulated process of the form (7.1), we may now choose 
some explicit functional forms for the processes V. and Xt such that 

Vt+2 + °'5 Vt = Nt (7,7) 

2 
in which Nt are independent random variables, identically distributed as N(0,3 ), 
and 

^      2   -0.2LI   ,2     n vl I  - 
At,u " ^soo* 

{—4  (6M) -e     600 + 1>        (7-8) 

where |to| < IT, and t = 0, 1, ..., 1400.  It can easily be shown that the process 
Vt given by (7.5) has a frequency-domain representation of the form (7.5) with 

f (to) = f- i 2— , 1 coI < TT (7.9) 
V     ZTr (0.25 + 2cos to) 

The above form of A(t,to) is, for any frequency to, basically a fourth-order 
polynomial of the form at^ 4- bt^ + ct .  The coefficients as functions of the 
parameter w are deliberately so chosen that the function A(t,a)) smoothly changes 
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with respect to t, and its transform with respect to w, i.e., h   given by 

\,u  " h  <6§/ «6§0>2 ~~2   ^U+1 ^  + II 
0.04+u 

(T^T)   5"  [(-1) e + 1]  + 2TT  6       } 
600     0.01+u2 °>u 

(7.10) 

falls off rapidly to zero as u becomes large.  Therefore, these functional forms 
are of convenience in the simulation of a sample of xt>  This is done as follows: 
we first generate a sufficient number of independent normal variables with zero 
means and standard deviation 3 corresponding to Nt. A sample of V^ is obtained 
through (7.7) iteratively.  In so doing, a sufficient number of initial V"t

,s are 
neglected to account for the transient.  Finally, the sample xt is obtained 
through (7.10) and (7.2), using only a finite number of terms in the summation. 
The sample simulated in the described manner is shown in Figure 2 for values 
t - 0, 10, ..., 1400, to give a general idea on the temporal behavior of the 
process studied. 

The process parameters B0 (-210) and Bf (~0.70) are approximately estimated 
from the theoretical spectral density f (t,to).  For this example, a fixed frequency- 
time-domain resolution criterion with A = 1/2, y = 1/3 is adopted. Therefore, 
from (4.6), we have h (-9) and T"*(~240). The corresponding relative mean-square 
error is approximately 8%.  Some of the theoretical spectra, fx(t»

u)» an&  c^e 

estimates fx(t,oj) at various times based on the simulated sample with the above 
values of h and 1*  are illustrated in Figure 3 with solid and dashed lines 
(simulation 1), respectively.  The estimates compare favorably with the theoretical 
ones, and indicate to the validity of the concepts and the estimation method. 

Table 1 illustrates convergence of process and design parameters in the 
iterative procedure based on the same design criterion and two pairs of trial 
values h and T*.  The convergent parameters h (-12) , T" (-210 and 220), B0 (-180) 
and Bf (-.5) compare fairly with those (i.e., h - 9, T'  » 240, B0 = 210, Bf = 0.70) 
obtained on the basis of a prior knowledge about the underlying process xt.  The 
estimates based on the iterated parameters h = 12 and T-* = 220 are also presented 
in Figure 3 by dotted solid lines (simulation 2) for comparison with the first 
estimates as well as the theoretical ones.  In this case, again, the comparison 
is fairly satisfactory and indicates the validity of the iterative scheme. 

Atlantic City Record 

The example we consider here is a twenty-minute sample from the wave data 
collected at Atlantic City, New Jersey, on May 23, 1969 (14:00 ~ 14:20).  The data 
was available in the form of punched cards, and sampled at intervals At -  0.25 sec. 
Table 2 shows the convergence of design and process parameters in interation based 
on the trial values h (-10 sec.) and T' (-100 sec), and a fixed frequency-domain 
resolution criterion with X = 1/2.  Some of the non-stationary estimates corre- 
sponding to the convergent parameter h (-24 sec.) and T' (~270 sec.) are presented 
in Figure 4 at various times.  The relative mean-square of an estimate at any time 
and frequency is approximately 13%. 
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For comparison, a stationary analysis was also performed on the same 
wave record.  This is done using results of the non-stationary analysis for 
the special limit case of stationarity as described briefly in section 5. 
The stationary estimate, also shown in Figure 4, is similarly based on a 
frequency resolution of A - 1/2, and a relative mean-square error of 6% with 
60 equivalent degrees of freedom. 

A comparison of the non-stationary spectral estimates at various times 
with the stationary estimate indicates that they generally differ in both 
magnitude and shape.  The location of the major spectral peak and the magni- 
tudes of the non-stationary estimates differ from the conventional in an 
unconservative manner, indicating that the wave field is in a general time- 
dependent state.  We believe that the stationary analysis in this case, by 
smearing and smoothing out the temporal changes, may not provide all the 
critical spectral characteristics of waves. 

TRIAL VALUES 

ITERATIONS 

1 2 3 4 5 

ATLANTIC 
CITY 

h (sec)   10 

T' (sec)  100 

B  (sec) 
°    _i 

Bf (sec ) 

16 

172 

90 

.4 

21 

216 

100 

.3 

22 

260 

132 

.28 

24 

270 

134 

.26 

24 

270 

134 

.26 

HURRICANE 
DOM 

h (sec)    8 

T' (sec)   120 

B  (sec) 
°    -1 

Bf (sec ) 

11 

176 

90 

.6 

11 

220 

120 

.56 

13 

280 

160 

.52 

13 

284 

165 

.5 

Table 2. Convergence of Parameters in Iteration For 
Atlantic City and Hurricane Dora Records. 

Hurricane Dora 

This is an approximately twenty-five minute sample from the wave data 
collected offshore Panama City, Florida, during Hurricane Dora while it crossed 
the northern part of Florida on September 9-10, 1965.  The data was collected 
at a multi-legged tower (Stage I) in about 100 ft. of water at 11 nautical 
miles offshore.  The record time of the waves examined here is 17:00 - 17:25 on 
September 10, the same data analyzed by J. I. Collins [14] through the conven- 
tional autocorrelation method of Blackman and Tukey. 
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On the basis of the trial values h (~8 sec.) and T' (~120 sec), and 
a fixed-frequency-domain criterion with X ~  1/2, the iterative scheme is 
carried out. The convergence of the parameters in iteration is presented 
in Table 2.  Some of the non-stationary estimates corresponding to the 
convergent parameters h (-13 sec.) and T" (~284 sec.) are presented in Figure 5 
together with the stationary estimate obtained on the same record with respect 
to the same design criterion with X = 1/2.  The non-stationary estimates and 
the stationary one have 12% and 4% relative mean-square errors, respectively. 
The equivalent degrees of freedom corresponding to the stationary estimate 
is 150. 

The non-stationary estimates generally differ from the stationary results. 
However, these differences in magnitude and shape are not very significant, 
indicating the waves are in a more or less steady state.  In this case, we 
believe that the conventional analysis seems to provide the essential spectral 
characteristics of the wave field. This also confirms the fact that the results 
reduce to the conventional when stationarity dominates. 

8.  SUMMARY AND CONCLUSIONS 

Priestley's estimation method and an approximate iterative procedure 
applicable to the realistic spectral analysis of ocean wave records with intrin- 
sic non-stationarity have been examined.  The validities of the concepts and 
the suggested iterative procedure have been tested with a simulated non-stationary 
process, and consequently applied to estimate time-dependent spectra for two wave 
records.  Some characteristics results have been presented. 

We may summarize the results of this study as follows:  the results of the 
estimation method from a simulated non-stationary process compare favorably 
with the theoretical ones.  This is especially true when the underlying spectrum 
changes smoothly with time and frequency.  We believe that ocean wave records 
intrinsically satisfy these conditions.  The subsequent application of the con- 
cepts to two actual wave records indicates that the time-dependent estimates 
generally differ in magnitude and form from the conventional stationary results. 
Differences in terms of magnitudes, shape and location of a major spectral peak 
are significant in one instance, but not so in the other.  This may suggest that 
the stationary spectral analysis may not provide all the spectral characteristics 
of a wave process due to a smearing effect of the temporal changes. However, the 
method is generalized in the sense that the results reduce to the conventional 
if stationarity is dominant. 

Note that the estimation method does not depend on an explicit knowledge 
of the modulating function A(t,w).  However, accuracy of the estimates directly 
relates to how "slowly" time-variant A(t,w) is implicitly.  During the conference 
presentation of the paper, J. I. Collins and L. E. Borgman raised the question 
whether one can determine the squared modulating function, |A(t,a))| .  It seems 
that an approximate estimation of this function is possible via fitting a non- 
stationary time-series model with time-dependent parameters to the given sample 
record.  For the details of such an approach, the reader is referred to the work 
of T. S. Rao [15]. 
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It is hoped that this study, although limited in particular applications 
here, will provide some insight to the problem in general, as well as be a 
practical tool for application. 
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Figure 2.  Simulated Non-Stationary Sample (t = 0, 10, 1400). 

TRIAL VALUES 

ITERATIONS 

1 2 3 

h 5 9 12 12 

T' 120 200 230 220 

B 
0 

200 190 180 

Bf 0.7 0.5 0.5 

h 20 16 12 12 

T' 350 230 210 210 

B 
o 200 180 180 

Bf 
0.4 0.5 0.5 

Table 1.  Convergence of Parameters in Iteration 
For the Simulated Example. 
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ABSTRACT 

In order to devise more rational approach to predicat the 

wave features in intermediate water area, energy spectra in deep 

water area are to be changed to histograms, and every stripe of 

the histogram is to represent an elementary small amplitude wave. 

The deformation of such elementary waves over intermediate water 

area can be calculated theoretically by energy flux equation. 

Spectra in intermediate area can be worked out by summing up the 

wave energies deformed by shoaling, bottom friction and refraction. 

Calculation are carried out by computer.  The peak of spectra 

will never change when it propagates from deep water to intermediate 

water area if the bottom contours are parallel to the shore line. 

Tangible process for using this approach to practical engineering 

problems is pending investigation. 

1. INTRODUCTION 

From a practical point of view, the semi-empirical relations 

for wave forecasting can be classified by two methods:the S-M-B 

method and the P-N-J method.  Both methods utilize the wave height 
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distribution function derived theoretically by Longuet-Higgins, 

that is, the distribution of wave height is a Gamma distribution 

in a state of narrow band-width spectrum.  The are related to the 

deep water.  However, the transformation of irregular ocean waves 

over the water area where they feel the bottom is a complicated 

process which is not yet fully understood.  One method of treating 

the problems is to represent the actual wave system by the 

superposition of elementary sinusodial wave series of different 

height, period, phase and direction. Such a system would have a 

two-dimensional energy spectrum.  When the waves propagate over 

the intermediate water area, they are deformed by bottom friction, 

shoaling, refraction and percolation, etc.  As an overall effects, 

the deformation of wave spectrum results that the wave height can 

no longer defined by the special type of Gamma distribution such 

as the Rayleigh distribution. 

Traditional forecasting methods in shallow water were roughly 

due to Thijsse-Schijf (19^9) and Bretschneider (l95^) in two 

entirely different approaches.  Nevertheless, they were done by 

making use the deep water forecasting relationships originally 

developed by S-M-B,  and establishing an numerical procedure 

for computing the wave in shallow water (Tang, 1970), without 

regarding the complicated component waves,. 

A new approach of calculating the shallow water waves was 

first introduced by Bretschneider (1963) according to the shallow 

water spectrum.  Also Karlsson (1969) calculated the shallow 

water waves from shallow water spectra on the effect of refraction 

only.  In this paper a reasonable way has been made to investigate 

the deformation of wave spectra in intermediate water area by 

assuming the deep water spectra being already known.  A special 

type of topographical configuration with constant bottom slope 

and parallel contour lines was adopted.  Comparison of traditional 

fprecasting method and the following method was made. 
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2.  FUNDAMENTAL ASSUMPTIONS 

The basic assumptions needed in this development are: 

(1) The waves in deep water are assumed to be fully arisen, 

and have, been existing for quite a long time.  Consequently, 

the velocity dispersion is not necessary to be considered 

during calculation, 

(2) Pierson-Moskowitz's one-dimensional spectrum (P-M spectrum) 

is to be adopted for calculation, i.e. 

s (O =c<g
2  tf-5 6xpfl,,_£ 

fr<TJ?>J (1) 

where #   = 0.0081 

(3   = -0.7^ 

g   = gravity acceleration constant 

U = Wind velocity 

d" ~ angular frequency ( (f =  rr~)» 1 = wave period 

(3) The coordinate system to be used in this development is 

that shown in Fig-. 1,  The bottom slope is denoted by" s" , 

water depth by "d" and wave direction by "©".  Whereas, 

the shallow water spectrum is a function of (x,y,£,<r,©,d). 

(4) Assumes that the shore line is straight and that the slope 

of sea bottom is uniform.  So the contour lines are parallel 

to the shore line. 

(5) The width of the fetch area of deep water waves is supposed 

to be considerably large, and the points of interest are 

located in the middle of the fetch width.  Accordingly, the 

effect of angular spreading is not essential in this case. 

(6) Each component wave which represents a stripe of histogram 

is small amplitude wave and its deformation in shallow water 

area is able to be calculated by following equation of energy 

flux. 
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(EGb), - (EGb)2 = - -±i~L  = Pd b (2) 

where      G = group velocity 

b = width between orthogonals 

P, = rate of energy dissipation between section 1 and 2 

E = total wave energy per unit area 

x = wave propagates direction 

Neglecting the effect of infiltration, P. is mainly due to inter- 

nal and bottom friction. 

3.  SOME CONSIDERATIONS OF ONE-DIMENSIONAL 

SPECTRA IN INTERMEDIATE WATER AREA 

The amount of friction losses was first given by Hough (1896) 

basing on the small amplitude wave theory. He found that 

r<t    ~   **;_/.   I ( «"«)- +^M3T 3£lx))dX ** 

= Tt'jutH*   f ZK  s.nh zU •> 

where u and w are components of fluid velocity in x and z directi- 

on respectively; k = -— , L : wave length,>W : viscosity of fluid, 

/3  = f_£_)T t     a —    •2rr   tM= 4r >   T ! period, p  : unit mass of fluid, 

H :wave height. 

3.1  Situation of predominant wave direction perpendicular to 

shore line 

If the wave direction is perpendicular to shore line, 

every component wave front remains parallel to the contour lines 

when it propagates into shallow water. Then the width between 

any two orthogonals are constant. According to Eq. (z), we have 

CrU-   + £#- = -R ^ 9X *X 5X 
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The total wave energy E per unit surface area is given by 

E = ±   p  g H2 (5) 

which is transmitted across the unit area with group velocity G. 

The group velocity changes from deep water into shallow water 

according to 

G = n c = i   (1- +  .2. k* . . ) f| tanh kd (6) £    v    sxnh 2 kd ' 27C v ' 

where c is the wave celerity and n is the transmission coefficient. 

From Fig. 1, we see 

d = |a - sx (7) 

where Lo is wave length in deep water, s is bottom slope, both 

d and s are positive values.  We obtain following formulas from 

Eq. (7) 

dx = _ i d(d)   = _ iL 2n d^   = _ ||! ^_ da (8) 

k s 

e        d    ,2    2 (cosh 27T£)2 , . ,  . where  c = — ,  k   = —:—f—i-=r= j-=-£  , which is the so- 

called shoaling coefficient. 

By using Eq.(3), (5), (6), (8) together with changing variables, 

Eq. (h)   can be expanded to yield 

^f = J d£ (9) 

where        J   = -   K ( S'"A **£ ~ 2nS- C°sh 4W^ +2n£ ) 
(cosh 2ir£, f {(s,nhzir£.f + ^irfi -font) ZTCS.) 

j. ^ 

+ 7^^^i7 + -yj-{ce+h *"* ) (10) 

By integrating Eq.(lO) and seting the lower limit of integration 
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in deep water where  £0 = d/LQ = \  and the upper limit in shallow 

water of any depth, we obtain 

H/HQ = exp ( J   J da,    ) (11) 

where  H  is the wave height in deep water. 

Since the power spectrum density for a particular frequency 

is proportional to the square of wave height, i.e.,  S(ff) d(T ~ H . 

The ratio of shallow water spectrum density, s(tf), to the deep 

water spectrum density, S (0 ) , results in 

— = exp(2^jJt) (i2) 

Using P-M spectrum, the shallow water one-dimensional frequency 

spectrum in this case is written as follows: 

S(<f) =   o.oo8iy<7'Sexpr.o.74.(_£_f).exp(2f   Jde, ) (13) 

Each stripe of histogram of shallow water spectrum based on 

Eq.(l3) at the place where d/L   = 0.2 (L   is the deep water 
' op op ^ 

wave length of optimum frequecy wave) were plotted smoothly in 

Fig. 2.  The dash line was given by Tsuchiya and Inoue (l96l), 

which was based on the wave decay due to bottom friction in the 

uniform slope sea bottom.  It gave 

•fnhhzne, -h -27T5 ( sech ZTTS, f , 

( / + 4VS, csch4irZ)-hhh 2itZ (s;nh-ZitE,f 

£n{(\^ 4-ire, csch 4T£) ~hxhh <ZTTE>) 

-2 ( / + 4--nE,a esc/, 4^ ) -/an/; -27r£o (lk) 

Eq. (13) can be computed by numerical procedure to yield significant 

wave height.  Fig. 3 shows the corresponding variation of the ratio 

of the shallow water significant height, H , to the deep water 
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significant wave height, H  , for various values of d/L 
° b  '  os' op 

3.2  Situation of predominant wave direction inclined to shore line 

In the case of wave direction inclined to the shore line, 

the waves are affected by refraction that tend to align the their 

fronts to the depth contours. 

Eq. (2) to be written as 

By utilizing Snell's law directly, following' equation is obtained 

b  =    —^-      //-   ( fahh 27f£,   Sin 6>0 f (16) 
COS 0a     v 

where b  is the width between two orthogonals in deep water, and 

0  is the angle between the deep water wave and the contour line. 

Substituting Eq. (3), (5)» (6) and (l6) in Eq.(l5), we obtain 

^1^-    + (EG-) -f(€.»..ff)   =  o (17) 
da 

where 
4 (S, &   a )   —      -^ TI TW) -2n£ ( sin &. sech 2.11s, ) 

( Sin &, -fanh 2ir5, f - I 

^1    I ' + 5 ("xfixrZ) j 

Integrating Eq, (17) to gi 

EGr 

(18) 

(19) 

The symbol "0" refers to the case of deep water.  Hence 

z 

-JL = 1^1   = k-'exp[-f*f<&.*..<r)de,) (20) 

where       K 2 = ^£ = C /2no 
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Using P-M spectrum, the shallow water spectrum in this case 

is to be the following form 

S(<r)  = o. 008I #*<T~S<gxp[-o. 74-( •£-)*] 

•H3'**p(-/*-f(t.*-a>de) (21) 

For S = 0.05, U = 30 Knots, 9  =1t/l2, the relationship betwe 

H /H   and d/L   is shown in Fig. h s' os      ' op b 

k.   DEFORMATION OF DIRECTIONAL SPECTRUM IN INTERMEDIATE 

"WATER AREA AND ITS COMBINATION 

In the foregoing sections we use the one-dimensional frequency 

spectrum in deep water to compute the frequency spectrum in 

shallow water.  And assume that every component wave serves is 

a simple sinusodial wave.  In this section, we will take a more 

reasonable approach, namely the directional spectrum is to be 

used to calculate the deformation in shallow water, and then 

combine the shallow water directional as well as frequency spectrum 

to give the wave characteristics. 

For practical use, the directional spectrum may be obtained 

from the Pierson-Moskowitz's spectrum for a fully developed sea 

and the directional function such as that obtained in the Stereo 

Wave Observation Project (SWOP), or that used by Pierson, Neumann 

and James (1955). 

The directional function vised by P-N-J and later adopted in 

the so-called DSA forecasting method has the form 

Q(o)  — / 
±- cos*£l Ifll < X 

(22) 

1^1 > £ 
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where _Q. = 9 - "Y^ » © is the travel direction of any component 

wave, "\|r  is the predominant direction of the combined waves."' 

We designate the incident angle in deep water of predominant 

direction by \|/; , as shown in Fig. 5.  For any component wave of 

angular frequency <f.     and travel direction ©., the directional 

spectrum in deep water is then given by 

50(oi,ep= o.oos//o;."5exp[-0.74(^)
4).^- cos*(<$-y.)    (23) 

whereas the corresponding shallow water directional spectrum is 

obtained according to Eq. (20) as follows 

S ( oj, (9/ ) = S, (<Tt , 0,) Kf exp(-f-f <«.$.(* UZ ]    (24) 

Shallow water frequency spectrum is written as 

S(c»;-)   = J    S( <rif o-J) de>j (25) 

where 6.' is the refracted direction angle in shallow water which 

was originally denoted by 9. in deep water. 

From Snell's law 

Consequently, we finally obtain the frequency spectrum of shallow 

water as follows 

r    ft -f«n/j 2vr€,   COS ®J 
•K*M-    i<*-**.<i>dt)       • ^=tdQf (27) 

k. /l - (-feo/i ^4 s/» a,- /      • 

where at  =~^_ + >^'« , P ~ 5~  because the component waves which direct 

toward offshore should be excluded here. 

The double integrals were evaluated by using finite difference 

method for a single angular frequency.  Fig. 6 and Fig. 7 show the 

deformation of frequency spectra at various values of d/L   for 
op 
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y = 0* and V0 = ~f-   respectively.  Fig. 8 shows the comparison 
o 

of frequency spectrum deformation obtained from considering 

directional spectrum to that of neglecting direction function, 

with the value of d/L  = 0.2 and \p0 = 0.  Fig. 9 shows the 

relationship between the relation of significant wave height 

and the values of d/L 

5. COMPARISON IN RESULT OF FOREGOING 

METHOD AND THE TRADITIONAL METHOD 

5.1 Traditional method 

In order to compare the two method at the same basic conditions, 

Preison-Moskowitz's spectrum was adopted to calculate the deep 

wave height and period  in the case of the fully arising spectrum 

in  U = 30 knots, we have 

H  = k    /E~= 5.31 m 

(28) 

T   =11 sec 
op 

For bottom slope s = 0.002, the shore line locates far from the 

origin of coordinate system (Fig. l) at the distance of x - 

47,000 m. 

The traditional method for calculating shallow water waves 

based on the equation     shown by 

H = K  K   K, H (29) s  ra  do v 

where K  is the shoaling coefficient; K   is the refraction 
s ra 

coefficient and can be obtained by drowing the refraction diagram 

with straight shore and parallel contours; K  is the decay 

coefficient, here we consider friction loss only. 

A numerical procedure is utilized by subdividing the whole 

distance x into small segments; in each increment A  x, the depth 

is considered constant; and numerical calculations are performed 
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step by step.  The significant wave height at the depth d=10 m is 

computed to be H = 2.42 m, here we assumed the bottom friction 

coefficient f = 0.01. 

5.2  The abovementioned method 

As discussed in previous sections, the parameter d/L is a 

variable according1 to the wave period.  Since wave length L is 

the function of period, the same value  of d/L does not denote 

the same point in the shallow water.  Hence, in practical computation, 

one must change the Eq.(27) into the parameter of depth d instead 

of relative depth d/L.  Through long term of derivations, we 

obtain 

3(0-)   =     / o,oo8l$*a*S exp[-o.i4-( —)4)  ~  Cos *(&;-%) 

K VI. 
2tr jsmOj Sinh ^~f 

[\-(,-hn(,^ si„ <j. )'] [ L. C s,„h ^ )* + **d J 

8 1T(iw,^- ^co^i^+JSij 4a'jjfi 
+ -zrr(.caH,2^) 

s, (30) 

At the depth d = 10 in, the spectral density is shown in Fig. 10. 

We find that H ,      =   k  /E = 1.51 m. 

6.  SUMMARY AND CONCLUSION 

(l) From the computation as shown in Fig. 6 and Fig. 7» th.e   peak 

of spectrum will never change when wave propagates over the 

intermediate water area where the contour lines are parallel to 

the shore line.  However, if the configuration of sea bottom 

is complex, the results will be different. 
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(2) The wave theory adopted herein was the linear wave theory. 

The foregoing method is adequate for the range of d/LS0,2. 

(3) The foregoing approaches did not take the effect of wind in 

transformation area into consideration, it can only be adequate 

to swell in the present state. 

(k)   In actual engineering problems, numerical method calculating 

spectra deformation on irregular sea bottom can be devised 

hasing on abovementioned principles.  However, it would not 

be accuracy until the caustic effect of wave rays has satis- 

factory explanation. 
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ABSTRACT 

The data for the spectra of wind-generated waves measured in a 
laboratory tank and in a bay are analyzed using the similarity theory of 
Kitaigorodski, and the one-dimensional spectra of fetch-limited wind waves 
are determined from the data. The combined field and laboratory data cover 
such a wide range of dimensionless fetch F (= gF/u2 ) as F : 102 ~ 10 . 
The fetch relations for the growthes of spectral peak frequency u)m   and 
of total energy E of the spectrum are derived from the proposed spectra, 
which are consistent with those derived directly from the measured spectra. 

INTRODUCTION 

In a series of recent papers (  Mitsuyasu 1968, 1969 and 1970, 
hereinafter denoted by I, II and III ) the author attempted to uncover 
the growth characteristics of the spectrum of wind-generated waves at 
short fetch. In I the low frequency part of the wave spectrum was mainly 
studied by using the wind and wave data measured in a laboratory tank and 
in a bay. The low frequency parts of the measured spectra were analyzed 
using the similarity theory of Kitaigorodski ( 1961 ), and the dependence 
on dimensionless fetch F of the constants " a " and " b " in the 
expression 

log1Q$ = a + b CO    , ( 1 ) 

where   $    =  fyio) <*>*/  g2 

was determined from the data, where g is the acceleration of gravity, 
F the fetch, u* the friction velocity of the wind, <p(u$)  the frequency 
spectrum of the wind waves, VO    the angular frequency and u)   the 
dimensionless frequency defined by a)   - u^a)  /g. Patching together the 
spectral form for low frequency part and the equilibrium spectrum 
proposed by Phillips ( 1958 ), the author proposed the form of the wave 
spectrum at limited fetches. The fetch relation for the growth of the 
dimensionless spectral peak frequency cOm was determined from the proposed 
spectrum^but the fetch relation for the growth of the dimensionless wave 
height p  (= gfB/u^  ) was not determined due mainly to the difficulties 
of the mathematical integration of the proposed spectrum, where E 

289 
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is total energy of the wave spectrum defined by 

E =  1 tyiu)) <Lu)(=   tf1,   K'-   surface elevation! .  ( 2 ) 
o 

In II a high frequency part of the measured wave spectrum was 
carefully analyzed by using the recent theory of Longuet-Higgins ( 1969 ) 
. It was shown that, as had been predicted by Longuet-Higgins, the 
equilibrium range constant /? was not a universal constant but that^ 
decreased with increasing the dimensionless fetch F . A tentative 
empirical relation between p   and F was determined from the various 
data of measured wave spectra. Detailed discussions were also made in II 
on the " overshooting and undershooting effects " of the spectra of 
wind-generated waves. The excess energy concentration of the wave spectrum 
near the spectral peak frequency was related to the overshooting effect 
of the spectral component in the stage of its growth with fetches. 

In III the results of the earlier two studies I and II were summed 
up for obtainning the dimensionless spectral form <p    (= <$>(u>) U) /g    ) of 
fetch-limited wind waves. That is, the following spectral form 
determined in I was used as the spectrum for low frequency part ; 

fr = 1.66 x 10~9 exp [ 3.94 ( F )°-28365 ],  for a)  < o>m , ( 3 ) 

The spectral form for high frequency part was determined from the 
results of study II as 

<£>  = L 21.0 log1Q F - 34.5 ]TX for   CO > Ut)m    , ( 4 ) 

The fetch relation for the growth of the dimensionless spectral peak 
frequency 0)m  could be obtained from the proposed spectrum ( 3 ) and 
( 4 ), though the fetch relation for the dimensionless wave height YE 
could not be obtained from the proposed spectrum. 

Recently, however, closed comparisons of the proposed spectrum 
( 3 ) and ( 4 ) with the measured spectra have shown that the agreement 
between them is not so good in some cases. Furthermore, the agreement 
between the fetch relation for the growth of the dimensionless wave 
heicht fE" directly measured and that obtained from the proposed spectrum 
by numerical integration of the spectrum has been shown to be not so good 
. Therefore, the author attempt in this paper to revise the spectral 
forms proposed in III in order to obtain the spectral forms which fit to 
the measured spectra more closely than the previous one. In the courses 
of the present study, reanalysis is done on the previous data, some new 
data have been added, and only the data carefully checked are used for 
determinning the spectral forms. Patching together the new results for 
high and low frequencies, the author proposes the revised form of the 
wave spectrum which can be useful for practical forcasting. The fetch 
relation for the growth of the dimensionless spectral peak frequency 
is determined from the revised form of the wave spectrum. The fetch 
relation for the dimensionless wave hight yE is also determined from the 
revised form of the wave spectrum by the numerical integration of the 
present spectrum. The both fetch relations agree quite well to those 
determined directly from the measured spectra. 
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WIND AND WAVE DATA 

The wind and wave data used in the present study are almost the 
same to those used in our previous study I and II except that two new 
data measured in Hakata Bay are added. That is, the data obtained in a 
laboratory tank ( Fig. 1 ) and in Hakata Bay ( Fig. 2 ) are used. As 
shown in Fig. 1, the wave tank has been divided tentatively by the 
dividing wall and the ceiling connecting to the wind blower so as to 
form the ordinary wind-wave channel. In both measurements waves have 
been measured by capacitance-type wave gages and the vertical wind 
profiles over the water surface have been measured respectively by 
traversing a pitot-tube in the laboratory tank and by cup-anemometerS at 
different heights of the observation tower ( Fig. 3 ) in Hakata Bay. 
The friction velocity u* of the wind has been determined by the appli- 
cation of the logarithmic law to the measured wind profiles. Many of the 
wind and wave data in Hakata Bay have been measured when the wind is 
blowing from the north, and corresponding fetch length is approximately 
4.5 km. The spectral analysis of the wave data has been done in the 
ordinary Blackman-Tukey's method. The degrees of freedom of the measured 
spectra are approximately 90. The ranges of the dimensionless fetch F 
covered by the present data are 10 ~ 10 for the laboratory data and 
105 - 106 for the field data. 

SIMILARITY CONSIDEREATION OF THE WAVE SPECTRUM 

Kitaigorodski ( 1961 ) extensively applied the similarity theory 
to the description of wave spectra. By a close analogy to the spectrum 
of turbulence, he has shown that the wave spectrum can be devlded into 
various frequency ranges which respectively have different main cont- 
rolling factors as schematically shown in Fig. 4. Furthermore, from 
considerations of similarity theory, he obtained the following general 
forms of the wave spectrum for each frequency range : 

< U)o  , 

( 5a ) 

( 5b ) 

where " a " and " b " are the dimensionless constants which, in a general 
case, are the functions of F . 

( 2 ) interval of small scale turbulence [ III ], U>o  < «-> < u>t , 

4> =  ^, (£m^/ g2 )  , ( 6 ) 

where  Srn is the  rate of energy dissipation from the frequency range with 
the maximum value of <$>(«>; to the  range of high frequencies corresponding 
to small-scale turbulence. By  introducing the relation 

£„,  =    Ct,   u*g (  7  ) 

$ 
/\       A 

=  Fx   ( CO ,   F  ) , 
•N 

Fl 
_.  10 a + b UJ 
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( 6 ) becomes 

<£> = if, (CX UJ ) ( 8 ) 

where CX is a dimensionless constant which, in a general case, is a 
function of dimensionless fetch F . 

( 3 ) equilibrium interval ( Phillips 1958 ) [ IV ],  LO,  < tX>  < o>2 
and uO  « COj- = ( 4g3/ f )x/4 , 

$ =  ^   , ( 9 ) 

where J" is the ratio of surface tension Q" to water density pw  , 
and 9 is a dimensionless constant ( equilibrium range constant ). 

( 4 ) interval of small-scale isotropic turbulence [ V ], u)2  < CO  < cUf, 

4> Cwj ~ £m LU
_4= CX u^g UJ~4 f ( 10a ) 

Cp  ~  CX I/O ( 10b ) 

( 5 ) Capillary-turbulence interval [ VI ], W4 < W < tUj , 

4>(wj ~ e* ^_4(/i( if2/3 w 5/3 7 e«> 
~ (X u^gcJ^C   £2/3  60 5/3 /^u^g  )  , (  Ua  ) 

or 

cp   ~ ex a; (p2c j2/3 a)5/3 /ok u^g ) . ( 11b ) 

In addition to these spectra, he also proposed the following spectra 
gravity-capillary interval 

^ 4 
4>ctu) ~ 41 c 3" co / g3 ). ( 12 ) 

and pure capillary interval 

<P(U))  ~    f/Z   UL)-7/3   • ( 13 ) 

( 12 ) can be considered as a more general formula of the equilibrium 
spectrum ( 9 ) , where the frequency range is extended to higher frequency 
side and the capillary effect is included. ( 13 ) can be obtained when 
the effect of molecular viscosity is neglected in a pure capillary 
interval where the condition (jO  >> ujr is satisfied and <p(uu)  does not 
explicitly depend on g. 

In our present study, the discussions of the wave spectrum will be 
confined only to the gravity wave range in which the influences of the 
surface tension and molecular viscosity are neglisible, because the 
highest frequency of our measured spectra is at most 7 Hz which is smaller 

than- \r   (=  X/2%-1   4g3/ $   ] 1/4 ) = 14 Hz. The interval of small scale 
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isotropic turbulence is tentatively neglected because, as will be shown 
later, the frequency dependence " W ~4 " of the measured spectra can not 
be found in our measured spectrum, therefore, the frequency ranges of 
our measured spectra extend from the linear interval [ I ] to the 
equilibrium interval [ IV ] in the classification by Kitaigorodski. 
According to the above discussions the spectral form ( 8 ) can be 
modified into 

dp     = ip3   ( 00 , F~ ) • ( 14 ) 

because Q(. in ( 8 ) is assumed to be a function of p . On the other 
hand, according to our previous study II equilibrium spectrum ( 9 ) can 
be shown, in a more general form, as 

<p  = p ( F 1  , ( 15 ) 

because p   has been shown to be a function of F . Comparing ( 5a ), 
( 14 ) and ( 15 ), it will be natural to assume that the general form of 
our measured spectrum which is in a frequency range 0 < U)  < uOx   can be 
shown, in a general expression, as 

<£>  = <3? ( 00 , F )  , (16) 

LOW FREQUENCY PART OF THE WAVE SPECTRUM 

Fig. 5 shows our measured spectra which are normalized according to 
( 16 ). It will be seen from Fig. 5 that the functional form of ( 16 ) 
for the low frequency part CO   < COm  can well be approximated by ( 1 ). 
In our previous study I, the dependence on the dimensionless fetch F 
of the constants " a " and " b " in ( 1 ) have been determined from three 
groups of data, i.e., the data obtained in our laboratory tank, the data 
obtained in Hakata Bay and Burling's data analyzed by Kitaigorodski 
( 1961 ). In the present determinations of the constants, however, we 
will not use Burling's data, because the spectral form ( 1 ) is very 
sensitive to the value of " b " and Burling's data on " b " seem to 
deviate slightly but systematically from our data as shown in Fig. 6. 
Furthermore, some of our previous data are reanalyzed in order to obtain 
more reliable results. 

Fig. 6 shows the revised relations between the dimensionless fetch 
F and the constants " a " and " b ", which have been obtained by using 
the reanalyzed data. Other data obtained by Burling ( 1959 ), Moskowitz 
( 1964 ) and Stevens( 1965 ) are shown for the comparison. The following 
simple relations can be obtained by the method of least squares : 

a = -9.04  , ( 17 ) 

b=1.53$°-312 • (18) 

On substituting ( 17 ) and ( 18 ) into ( 1 ) we can determine the 
functional form of the wave spectrum as 

4>  = 9.12 x 10-10 exp 3.55 F °-312 Ul ( 19 ) 
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( 19 ) can be considered as the spectral form in a frequency range lower 
than the spectral peak frequency u)-m   •   It should be mentioned here that 
the spectrum <ty(u>) derived from ( 19 ) has the minimum value at some 
frequency near U00 =0.3 U)m   ,   the values of which depend weakly on the 
dimensionless fetch £ , and for CO < lOd    <$>(w)increases with decreasing 

U)  approaching finally to oo  for U> -*  0. Therefore, strictly speaking, 
( 19 ) should be used for the frequency range greater than a cut-off 
frequency lOc   (t 0.3 u)m). This restriction for the spectral form 
introduces no problems for the practical applications of the spectrum, 
because the spectral energy at near the cut-off frequency COc  is 
neglisiblly small. 

HIGH FREQUENCY PART OF THE WAVE SPECTRUM 

The following equilibrium form proposed first by Phillips ( 1958 ) 
is used tentatively as the functional form of ( 16 ) for the high 
frequency part 

CJp  = f-} ( F )     for   a! > u)m     , ( 20 ) 

Although Phillips ( 1958 ) had conjectured 6 being universal constant, 
it was shown in our previous study II that j3 depend on the dimension- 
less fetch F as had been predicted by Longuet-Higgins ( 1969 ). It was 
also shown in II that high frequency part of the measured wave spectrum 
showed, in some cases, the oscillatory deviation from the spectral form 
given by ( 20 ) ! In other words, the " overshooting " and " undershoot- 
ing " were seen in some of the measured spectra. These facts mean that 
jS depend not only on dimensionless fetch F but also on dimensionless 

frequency u)    . These results may be partly attributed to the facts that 
the equilibrium form ( 20 ) has been originally proposed only for the 
spectrum in some narrow frequency range 

iOrn   « <X)  «  cOf , ( 21 ) 

but we have applied it to the spectrum in such a wide frequency range as 
CO   > U)m -  Therefore, the interval of small-scale turbulence, which is 
a function of u>  and F as shown in ( 8 ), is included in ( 20 ). 
However, if we take some kind of average of  cjj ( u> ,  F ) with respect 
to u)    we can derive a functional form which is only a function of F . 
The assumption of ( 20 ) for the spectral form for high frequency part 
corresponds to such procedure. 

In II, (3 has been determined in three different ways, i.e., ( i ) 
jS which is the mean value of <p    with respect to ui   in a frequency 

range uJ   > uJm   , ( ii )  (^| which is determined by 
oo to 

Pi =  J 4>Oj> du)/\   tccT5cku>      , (22) 

( iii ) p^  which is determined by the method of least squares, under 
the assumption that the spectral form is <$>{&) =     8    g      IV      . The 
dependence of B    defined by ( i ) on F has been mainly studied in II. 

, — 
Such a characteristic can be seen in the laboratory spectra shown in 

Fig. 5. 
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However, we will use P,  for the present study, because it is more 
reasonable to use  8,  for the discussion of the total energy of the 
wave spectrum. In the previous study II, the following relation has been 
determined by using the theory of Longuet-Higgins ( 1969 ) ; 

£  =[D log1Q F-G)"
1 ( 23 ) 

D and G are dimensionless constants, and they have been determined 
from the measured values of  (9 and  F . In the present study, however, 
the measured values of @\    and F , which has been also shown in II 
( Table 1 ) ' , are used for determining, by the method of least squares, 
the constant D and G in ( 23 ). The relation finally obtained in the 
present analysis is given by 

ft no ' " 47a r • ( 24 } 

In addition to this relation, the following empirical relation is 
obtained from the same data ; 

P. = 0.589 F -0.308 . ( 25 , 

As can be seen from Fig. 7 the relation ( 25 ) fits quite well to the 
observed results and it is better than the relation ( 24 ) within a 
range of F : 10 ~ 10 . Therefore, the relation ( 25 ) will be used for 
the present study. Now, substituting ( 25 ) into ( 20 ), the high 
frequency part of the wave spectrum can be determined as 

<p     -  0.589 F -0-308  . ( 26 ) 

( 26 ) can be considered as a kind of equilibrium spectrum of fetch- 
limited wind waves. 

A. PROPOSED SPECTRUM OF WIND WAVES AT LIMITED FETCH 

In the preceding sections, on the basis of the accurately measured 
wave spectra, we have experimentally determined the forms of the spectrum 
of wind waves at short fetches. Applying ( 19 ) to the spectrum in the 
low frequency range u0c   < u> {   uJm  , and ( 26 ) to that in the high 
frequency range U0   ^ U)m ,   and defining conventionally the spectral peak 
frequency  tOm as the intersection of the both spectral forms one can 
get the spectral form of wind waves at limited fetch, which is 
schematically shown in Fig. 8. When the frequency is measured in cycles 
instead of radian, the proposed spectral form can be writen as 

<p    = 5.86 x 10 iJ exp [ 22.1 F U-Jiz f ],   f  < f .< f ,( 27 ) 
c        m 

Cp  = 3.79 x 10  F 
U--3Ub, f ^ f__      ( 28 ) 

where r  is the dimensionless frequency defined by 

m 

£ = LO   /  2m. (=u+f/g). (29) 

In Table 1  p, £s shown instead of @, , but (9,  can be obtained 
from ft' by using the relation B j = ( 2 ft   )4 &'  . 
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FigS. 9a, 9b and 9c show some examples of the comparison of the measured 
spectra with the proposed spectrum. As can be seen from these figures, 
the proposed spectra fit quite well to the measured spectra. 

At the intersection of the spectral forms ( 19 ) and ( 26 ) or 
( 27 ) and ( 28 ), which corresponds to the spectral peak, the following 
relations are satisfied : 

COm = ( 5.76 - 0.201 log  F ) F -0'312, ( 30 ) 

fm = ( 9.17 - 0.320 log1Q F ) x 10"1 F " '°     . ( 31 ) 

( 30 ) or ( 31 ) represents the fetch relation by which the dimensionless 
frequency of spectral peak can be determined as a function of the 
dimensionless fetch F . ( 31 ) can be simplified, with sufficient 
accuracy, to the following equation*); 

fm = 0.917 F ~u-^'        . ( 32 ) 

( 32 ) is very close to the following fetch relation which is determined 
directly from the measured spectra ; 

fm = 1.00 F -°-
330 . ( 33 ) 

On the other hand, it is difficult to determine the fetch relation 
for the total energy of our proposed spectrum, because the integration of 
( 19 ) or ( 27 ) is analytically difficult. That is, in order to obtain 
the fetch relation for the total energy of the proposed spectrum it is 
necessary to perform the following integrations ; 

E = El + E2 = Jfc      f     df + Jfm<p    df 

= 5.86 x 10_13//'"( f )-5 exp [ 22.1 F °'312 f ] df 

+  3.79 x 10"4 _£ "( f )"5 F -°'308 df ,       ( 34 ) 

where f  is the dimensionless cut-off frequency and f the dimension- 
less Nyquist frequency. The second integration can be easily done reducing 
to 

B2 = 9.48 x 10~
5 F -0'308 [ ( fm )"

4 - ( fN )-4 ],     ( 35 ) 

but the first integration is difficult. Therefore, the first integration 
has been done numerically for some typical values of F which are within 
the range F : 10 - 10 . The results have been then added to E2 
obtaining finally the total energy E . By using the values of the total 
energy E thus obtained corresponding to the dimensionless fetch F , the 
following fetch relation has been determined by the method of least squares 

.A 

\[E (= g^/ uf ) = 1.22 X 10"2 F °'514  • ( 36 ) 

*)  This is performed by taking the logarithm of the both sides of ( 31 ) 
and taking the first term in the expansion of the type of 
In ( 1 - x ) = -x - xa/2 -   
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( 36 ) is very close to the following fetch relation obtained directly 
from the measured spectra ; 

VB = 1.13 x 10"2F °'504 • ( 37 ) 

Fig. 10 shows the fetch relations for the growth of dimensionless 
spectral peak frequency fm and for the growth of dimensionless wave 
height VE , which have been determined directly from the measured 
spectra. Fig. 10 also includes the following fetch relations ; 

£ = 9.46 x 10_1 F ~1/3 , ( 38 ) 
m 

fZ  = 1.5 x 10"2 F 1/2 ' ( 39 ) 

which are determined from Wilson's formulas IV ( Wilson 1965 ) under the 
present assumptions ; 

U10 = 25 u* ,   H1/3 = 4fS  , T1/3 = 1/1.05 fm      ( 40 ) 

Although the fetch relation ( 32 ) and ( 36 ) which have been determined 
from our proposed spectra are not shown in Fig. 10 to avoid the 
congestion of the figure, they are very close to our directly measured 
one and Wilson's one. Therefore, it can be said that the proposed spectrum 
not only fits quite well to the measured spectra but also gives quite 
accurate fetch relations both for fm and for E . for convenience, the 
present spectral form will be called as Formula I ( revised ). 

DISCUSSIONS AND CONCLUSION 

In a previous paper ( Mitsuyasu 1971 ), starting from a simple 
assumption that the general form of the wave spectrum can be given by 

4 (f) f-5 exp [ - k? f4 ] , ( 41 ) 

where k^ and kj are undetermined constants, and using the empirical fetch 
relations ( 33 ) and ( 37 ) for determining the constants k^ and k2, the 
author has derived the following spectral form of fetch-limited wind 
waves ( Formula II ). 

(p   = 8.58 x 10"4 F -°'312 exp [ - 1.25 F ~1'32 f  ~4 ] , ( 42 ) 

It was also shown that ( 42 ) is almost the same to the simplified 
spectral form of Bretschneider ( 1968 ) and ( 42 ) approaches to the 
spectral form of Pierson-Moskowitz ( 1964 ) at near p = 107. 

Obviously, Formula II gives quite consistent results for the growthes 
of the spectral peak frequency f and of the total energy E of the wave 
spectrum, because the empirical fetch relations for f and E have been 
used in its derivation. However, slight differences exist between its 
spectral form and measured spectra particularly at a low frequency part 
and at near the spectral peak. In this respect, present spectral form 
[ Formula I ( revised ) ] gives much better agreement to the measured -- 
spectra, though its spectral form is not so simple as Formula II. 
Therefore, the selection of either spectra will depend on the application 
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purpose of the wave spectrum. 
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Fig. 9b  COMPARISON OF THE PROPOSED SPECTRUM WITH THE MEASURED ONE. 
( HAKATA BAY,  F = 9.11 x 105 ) 

Fig. 9c  COMPARISON OF THE PROPOSED SPECTRUM WITH THE MEASURED ONE. 
( HAKATA BAY, f  = 6.05 x 105 ) 
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CHAPTER 14 

STRUCTURE OF SEA WAVE FREQUENCY SPECTRUM 

By S.S. Strekalov 1^' V.Ph. Tsyploukhin2), 
S.T. Massel3-> 

INTRODUCTION 

A knowledge of the frequency spectrum is necessary 
for working a number of applied problems concerning wave 
parameter calculations, ship rolling, effects of wave 
loads upon sea structures and so on. 

According to the data of work /1/ the frequency spec- 
trum in deep sea may be represented as the following 
equation: 

-/        -k 
BQL)  = A/*- exp(-B/tt ) (D 

The spectra obtained from the experiments on parame- 
ter values of 1 and k may be divided into three groups 
(Table 1). 

Table 1 

The parameter values of 1 and k on the data of 
various authors 

Groups Authors 1 k 

I W. Pierson and L. Mosko- 
witz /3/ 5 4 

II G. Neumann /2/, S. Streka- 
lov /V, B. Glukhovskii /5/ 6 2 

III Yu. Krylov /5/ 7 4 

1) Scientific worker, M.Sc.Tech,, USSR, Moscow, 
Sojuzmorniiproject. 

2^ 
' Scientific worker, M.Sc.Tech., USSR, Moscow, 
Sojuzmorniiproject. 

J'  Scientific worker, M.Sc.Tech., Poland, Gdansk, 
The Institute for Water Economy of the Polish 
Academy of Sciencies. 

307 
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At present, it is well-known that there is the 
Phillips' equilibrium range /6/ in the high-frequencies 
part of spectrum. 

In this range the spectral density adheres to the 
equation 

SCyU- ) = A g2/T5 (2) 
In accordance with the Phillips* data U =0,?M-.10" . 

In cosecquence of this the spectra of groups II-III (1= 
6, 7) describe inaccurately the behavior of a spectral 
density in the high-frequency range in distinction of 
Pirson's and Moskowitz's (1 = 5)» which is in agreement 
with the experimental data for this range. In the range 
of maximum the spectral density of power falls out of the 
equilibrium range. In this case a high degree of approx- 
imation to full-scale data from spectra groups I-III is 
given by the Krylov's spectrum /5/. And hence, consider- 
ing the equation (1) it is impossible to describe the 
spectrum correctly in the whole range of frequencies. 

BASIC ANALYSIS DATA 

The authors have made an attempt to refine the 
structure of spectrum for deep sea conditions on the 
basis of measurements taken on various seas of the USSR. 
For this purpose the wave recordings were used with the 
wind generated waves in the range of 7-12 m/sec. wind 
velocities and 50-200 km fetches. The wind flow velocity 
along the fetch was a practically constant. 

The electrocontact wave recorders of "rM-16"-type 
were also used. Wave recording data were handled by the 
computer "Razdan-3". Each calculated spectrum was norma- 
lized by the equation: 

S(/t)/?D = SC/1//H-) (3) 

ANALYSIS DATA 

In fig. 1 the generalized empirical spectrum is 
shown by a solid curve line (1), and the confidence limit 
of 90% probability is presented by dushed lines (2)._The 
spectrum (curve 1; has two peaks: low-frequency (/i^/Ju. = 
0,8) and high-frequency (juz//u  = 1,1). Another important 
character of the spectrum is in keeping of condition (2) 
in the range of high-frequencies (fig. 1-b). Here the 
generalized_speptrum (curve 1) is described by function 
of 0,22(/t/yW y*  (curve 3). The spectral density deviates 
gradually from the equilibrium range when frequencies are 

JH-/JIL   a 1»5 and lower. Availability of two peaks in the 
generalized empirical spectrum is typical for calculated 
individual spectra. 
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SPECTRUM FORM 

The form of frequency spectrum is determined as a 
sum of_a low-frequency SH(/MVAO and a high-frequency 
SBCyU- /ft ) parts 77/ 

SC/L/jvL) = SH(y«t//M) + SBC/U/TO (4) 

The spectral density may be expressed by such a 
function: 

SB(/t//iO = a<>//Zrn exp [-HfH/jH )"m] (5) 
where n=5,  a=0,22; b, m - parameters which to be deter- 
mined. By means of expression (5) the single-peak unsym- 
metric curve is described. Maximum of this curve conforms 
the frequency of Jli^/JH  = 1»1. From this condition for the 
derivative 

dSBC/K//)/d(/i/TO = 0, (6) 

"b" is determined 

Assuming that Sp(/6//t ) on the frequency ft-i/M-   is a 
negligible quantity,    and   Jtii/P^ - 0,8; ^{jlc//H ) = 0,37 
from fig.1, m=8, b = 1,34 are obtained from expressions 
(5-6). In the final analysis the high-frequency part of 
spectrum may be written as 

SB(/ll//U) = 0,22(/0//ir5exp [-1,34<^)"8J   (?) 

In the frequency range of A1/ /S*^t5 the relation 
(7) with regard to the normalized expression (3) will be 
calculated as: 

where 
SBC/O = 0,22(2 ir)2(n2gV (8) 

h =   \/2TrD', (9) 
2 r=h/ 

2T 
(10) 

and  S" - parameter characterizing a steepness of waves. 
When ti = 0,22(27r2).(g-*)H the equation (8) is equivalent 
to the Phillips'  formula (2).  Considering that the para- 
meter o*is the dimensionless fetch function gx/v2 the 
following equation is obtained 

oC = o6(gX/v2) (11) 



FREQUENCY SPECTRUM 311 

EH 

O 
EH 

CJON 

H 

oo 
OH 
sail 

0 3 
c/3 

«pq 
WO 

303 

MO 

21 

CO 

CA LO o LA O LO CA 1 
4- IA O •* 1X1 

CM LA •k LN IN ^~ CM CA              O 

CA LN IN ON ON ^               5N O •» LA LA •» 
CM IX) V #• CA «f •» 

O CA              O 
LO 

IA CM LN V CA 
L0 <A CM LA •fc •>               VO 

V LO 
CM 

IN CA 
CA            O 

co v UJ o CO LD C»N 
ON #> V t0 •» »               LO 
V* IN r- CA OJ « 

d« CM O 

ON O ON CM O ON 

sfr 4" en O •» «             LA 
r- (A «fc LN IA 

CM V o 
4" CM O O <D ON               <A 
CM •» co O •» •.             LN 
V LA CM •» LO V 

V CM V O 

co CM o LA O CA              CA 
ID CO CM ON             LN 

(N T* ** LN N                               •• 

^r CM LA             O 

LA co o 3 ON ON                 CN 
CA •* •» r >D 
CM ON r- m CA M                               •* 

4- o 4-          O 

IN LA o 4- ON LA               CA <* 
4- <K LN •* CM              CO 
V CM o «» CA P.                               •* 

T- CM O r-            O 

5 LO *- ON V- 
ON                  ON 

v- O T" CA 9*                               <* 

v- *- o O              O 

CO CO T* VO CM CO              LO 
4- •t •t LA «* LN             O 
r- 

T* V" •» CA m,                     M 

T* r- O o         *- 
O 4- CM O LN LN             LD 
LA <* •» 4" •* 4-              O 
V O IA CM •>                      «* 

V O O             r- 

UN 
(A 

O ON gl CO 
CA                  ON 

r- IN CO ** (A «k                     •» 

^ O O             O 
* CA CN CO r-                 LA 

IA •* 4" *t V-               CM 
ON 4^ CM «• CM •*                     •» 

T- O O             v- 

4" LN LA CM ^-                LD 
ON «*> LO «t <r           4- 
ON CO cr\ •» CA «k                     M 

f O O                  T- 
^ •P -J 

CO J?. -a O 
•H 

CA 

>  « •H o •H U   • O           CM 
cd b0 O 4) 5 CO o v-            I 

M3 O 03 #- .3 P(C0 O 
H^ X 0) •                 T- 

Wp co B <D a •»  - o u > «, so of.g 
• 

o 
• o 

02  <D 

> &  

•31 
CO •a ̂     ^5 

O  14 
•3d ^ 



312 COASTAL ENGINEERING 

It is pointed by S.Kitaigorodsky and O.Phillips 
that the parameter oC is a variable. The authors estima- 
ted variable range of oC from the formula (11) using ac- 
tual measurement data. The values of oC  proved to be 
enclosed within 0,54.10~2 i oC ^ 1,46.10-2. 

As the parameter of gX/v2 increases the values of 
decreases. It is characteristic that the value of cons- 
tant oC   = 0,74.10-2 determined before by O.Phillips (6) 
is an approximately average value for the conditions of 
rough sea when £-*= 0,025 - 0,030. 

The low-frequency part of spectrum SR(M-/£ ) to be 
found in the form of difference /7/: 

aayi/JL) = s3(/i//i) - sB(jk/ji), (12) 

where S^Cjll/jll) -  values of the generalized empirical 
_   spectrum, and 

SBC/H-//^ ) - already known function (7). 

The low-frequency part of spectrum (12) with suffi- 
cient accuracy may be presented as a symmetric Hauss-type 
curve with a maximum displaced on frequency scale from 
the origin by Ut /iU =  0,8; o-. 

According to the calculations when p,,= 0,11 and 
syUj/jii ) = 0,37 ' 

fi  =      -3 ^— «0,12 (14) 

The total spectrum S (/<//*•) consisting of members 
(3) and (4) is given in fig.2.  In the dimension form the 
spectrum S(AL) is written as 

BC/O  - D?([Pl/v/2TVjexp/-   M^->*lfl2j» 

+ *yiL/jLT3 exp £b(/t//o-8J (15) 
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SPECTRUM UNIVERSAL PROPERTIES 

The authors realized that the spectrum form (15) is 
not universal for all the stages of wave development. 
However, the spectrum describes specific wave properties 
at the particular stages.pIn fig.3 the full-scale wave 
load spectra S Oft), (T/fa )2 sec. at a pier of vertical 
type at various levels are shown /10/. Two maxima with the 
relation of frequencies close to the relation in spectrum 
(15) are followed at all the levels. The low-frequency 
part of spectrum may he described by a symmetric function 
of (13)-type, and the high-frequency part by an unsymmet- 
ric one of (7) - type. 

CONCLUSIONS 

1. Two maxima in frequency spectrum are followed. 
2. The low-frequency part of spectrum may be approxi- 

mately described by a Hauss symmetric type curve. 
3. The high-frequency part is an unsymmetric owing 

to the presence of the equilibrium range. 
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APPENDIX II.-NOTATION 

A, B = dimensional parameters 
a, b, n, m = dimensionless parameters of spectrum (5) 

D = dispersion 
g = acceleration of gravity 
h = average height 
1c = dimensionless parameters 

normalizing factor      r 2 ~i 
spectral density of power [JL Tj 
spectral density of wave pressure in 
(T/M2)2sec. 

SsCM/jU)  = experimental value of spectral density 
v = wind velocity in m/sec. 
X = fetch 

aC = dimensionless Phillips' constant 
JU = frequency in rad./sec. 
JLL = 2ir/T -  average frequenoy in rad./sec. 
j) = frequency of low-frequency maximum (rad./sec.) 
yU2= frequency of high-frequency maximum 
_  (rad./sec.) 
T = average period 
^ = parameter characterizing spectrum form (13) 



CHAPTER 15 

METHODES DE ME SURE ET TRAITEMENT DE LA HODLE 

par Rene BONNEFILLE 

Laboratoire National d'Hydraulique - 78 - CHATOU (France) 

Resume : 

Un sondeur a ultra-son inverse, un manographe immerge au fond 

et une bouee accelerometrique ont etS utilises pour mesurer la houle, 

au meme point. Les enregistrements, dont certains sont simultanes, ont 

et§ soumis a divers traitements en vue de comparaisons et de critiques 

orientees vers la connaissance de la precision des appareils et le choix 

economique de la methode de depouillement. 

LES APPAREILS DE MESURE 

D'octobre 1970 a mars 1971 fut installe au large de Cap Couronne, 

par fonds de 18 m, pres de Marseille (Prance) un ensemble de trois houlo- 

graphes en vue de comparer les appareils et les methodes de traitement de 

leurs enregistrements : 

a) Un echo-sondeur inverse type Electricite de France "' etait 

pose sur le fond et relig a terre par un cable. Le transducteur donne un 

pinceau conique d'ultra-son a la frequence 200 kHz, d'ouverture utile 8° ; 

il permet d'enregistrer sans deformation les houles de periodes superieures 

a 4 s, mais il est inutilisable pour enregistrer les agitations de la 

surface libre de periode inferieure a 2 s. Etant donne sa precision, ce 

houlographe est considere pour cette etude comme l'appareil de reference. 

Les informations de l'appareil sont digitalisees (1 mesure toutes les 0,2 s) 

et enregistrees sur bande de papier perfore, en code binaire-decimal. 

315 
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b) Un manographe autonome(2) type Laboratoire National d'Hydraulique 

etait immergg a proximite. Les enregistrements de la pression au fond sont 

obtenus sur film, ce qui presente deux inconvenients majeurs : La lecture 

automatique du film en vue du traitement des donnees est delicate ;. il convient 

de calculer 1'agitation en surface a partir des fluctuations de pression au 

fond. 

c) Une bouge accelerometrique "Datawell" appartenant au Service des 

Phares et Balises flottait en surface. Les informations sont transmises a 

terre par radio. A la reception le signal analogique est numerise' et enre- 

gistrS sur bande magnetique. Ce di'spositif presente deux inconvenients majeurs : 

L'ensemble bouSe-ligne de mouillage a une periode d'oscillation propre qui 

perturbe la mesure (le degrS de nuisance de cet effet est un des buts de 

1'etude) ; la transmission radioelectrique des signaux analogiques est 

entachee d'erreurs dues aux perturbations hertziennes qui ne sont malheureu- 

sement pas decelables par les methodes de traitement simples. 

Les aleas de fonctionnement du houlographe a pression et les 

difficultes de traitement des donnees de la bouee, n'ont permis d'obtenir 

que quelques enregistrements de 20 mn vraiment simultanes de deux des 

appareils (8 avec la bouee et A avec le manographe) ; neanmoins, ces compa- 

risons sont tres instructives au niveau de 1'etude de la precision des 

appareils et de l'interet economique des methodes de traitement automatique. 

LES METHODES DE TRAITEMENT 

Deux grandes classes de methodes de traitement furent utilisees : 

a) Les methodes statistiques s'appuient sur 1'analyse de l'enregis- 

trement au niveau des vagues, c'est-2-dire des distances des cretes a creux 

successifs. L'etude de l'ensemble des vagues permet de construire les 

histogrammes (creux, periode, croises creux-pgriodes) et de determiner les 

grandeurs classiques (creux maximal, creux significatif, pgriodes moyennes). 

A cote de cette methods d'analyse globale, est utilise un procede propose 

par DRAPER w) , consistant a deduire les grandeurs caractSristiques d'une 

sequence d'enregistrement de la mesure des deux plus grandes oscillations 

en s'appuyant sur des hypotheses assez plausibles sur la repartition statis- 

tique de 1'agitation. 
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b) Les methodes d'analyse spectrale, conduisent a la connaissance 

de la repartition de l'energie de l'enregistrement suivant les frequences. 

Moyennant des hypotheses sur la repartition statistique de l'agitation, elles 

permettent d'estimer les caracteristiques de la houle._ 

COMPARAISON ECHO-SONDEUR INVERSE - BOUEE ACCELEROMETRIQDE 

La comparaison des resultats du traitement par 1'analyse spectrale 

des enregistrements par echo-sondeur inverse et bouee accelerometrique 

conduit aux resultats suivants, lorsque les parasites ne perturbent pas 

la transmission radio-electrique : 

- Les moments d'ordre zero (m ) de la repartition d'energie 

coincident (Fig. 1) ; l'energie totale contenue dans le processus est 

la meme. 

- Le moment d'ordre deux (m.) donne par la bouee est de l'ordre du 

double de celui du houlographe a ultra-son (Fig. 2) ; la bouSe amplifie les 

mouvements de faible periode, alors que le sondeur les attenue. 

En admettant que le processus soit gaussien, les caracteristiques 

classiques s'en deduisent, en particulier si le spectre est etroit : 

- creux moyen :      H = v2irm 

- creux significatif : H. ,  = 4vm 

- periode moyenne :  T = vm /m. 

Les creux moyens et significatifs coincident, mais la difference sur m. 

fait que les creux maximaux donnes par la bouee sont environ 10 % superieurs 

et que les periodes moyennes sont d'environ 20 %  inferieures 5 celles obtenues 

par le houlographe a ultra-son. En revanche, la periode d'energie maximale 

coincide bien. 

COMPARAISON ECHO-SONDEUR INVERSE - MAMOGRAPHE 

La comparaison des enregistrements par les houlographes a ultra-son 

et a pression a d'abord permis de preciser la valeur du coefficient de 

restitution K utilise dans la relation : 

z(t) = K p(t) ch 2ir - 
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pour passer des fluctuations de pression p(t) a la profondeur d, a celle 

de la surface libre z(t) de longueur d'onde L. En fait, pour les vagues de 

faible periode le terme en cosinus hyperbolique est grand et peut done 

introduire des erreurs appreciables ; dans cette etude ce terme est 

arbitrairement conserve constant (egal a 12,35) pour les periodes 

inferieures a 5,33 s, ce qui revient a eviter de donner trop de poids aux 

courtes periodes. 

La comparaison des mo deduits des analyses spectrales des enregis- 

trements des deux houlographes conduit alors a choisir : 

K = 1,11 

En revanche, les moments d'ordre deux sont encore differents ; celui donne 

par le houlographe a pression ne vaut que 86% de celui du houlographe a 

ultra-son, ce qui conduit a penser que la reduction des faibles periodes 

est trop attenuee. Cependant, cet ecart est trop faible pour empecher que 

les creux rooyens, significatifs et maximaux ne soient pas bien restitues 

avec K = 1,11 (Fig.3). La periode moyenne est evidemment trop faible (10%); 

les periodes d'energie maximale coincident. 

En resume, avec le coefficient de restitution propose et une 

troncature du spectre du cote des petites periodes, les enregistrements 

de deux appareils traites par 1'analyse spectrale conduiraient a des 

resultats concordants. 

COMPARAISON DES METHODES DE TRAITEMENT 

La comparaison des resultats obtenus par les differentes methodes 

de traitement donne les resultats suivants : 

Les methodes d'analyse statistique, par histogramme ou DRAPER , et 

d'analyse spectrale donnent des resultats concordants a partir des enregis- 

trements du sondeur a ultra-son inverse (Fig.4).Elles ne different que par 

leur prix de revient variant dans le rapport de 2 a 5. La methode des 

histogrammes coute deux fois plus cher que la methode DRAPER ; 1'analyse 

spectrale coute 5 fois plus cher ; il est vrai que dans ces prix sont 

inclus le trace des histogrammes ou du spectre. 

Appliquees aux resultats du houlographe a pression, les methodes 

d'analyse statistiques conduisent a des creux significatifs environ 13% 

inferieurs a ceux obtenus par 1'analyse spectrale. La difference peut 

provenir de la restitution de 1'agitation a partir de la pression ; dans 
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le facteur de restitution K ch 2ir , la longueur d'onde L est fonction 

de la periode dans l'analyse spectrale ; elle est celle de la vague effec- 

tivement mesuree dans l'analyse statistique. II semble done que le coefficient 

de restitution global K deduit de l'analyse spectrale, soit trop faible, 

et qu'il conviendrait de le majorer d'environ 13 X,  e'est-a-dire prendre : 

K - 1,25 

pour les restitutions vague par vague ou par la methode DRAPER. 

COMFARAISON DES RESULTATS AVEC LES MODELES THEORIQUES 

La disponibilite des enregistrements de houle sous forme facile a 

soumettre aux traitements automatiques permet d'estimer la validite des 

modeles theoriques. 

L'etude a porte sur les points suivants : 

- verification de la loi de probabilite gaussienne des passages 

des niveaux par une cote donnee z : 

1  e-z
2/2m0 

v'2m 
P(z) 

.„ „ et des minimums n . max mm 

etude statistique : 

. des cotes des maximums n 
K 

.   des hauteurs Hx de toutes les vagues, e'est-a-dire la distance 

verticale entre une crete et le creux suivant (Tx designe la 

periode associee calculee entre 2 cretes successives) 

. des hauteurs H entre les cretes et les creux successifs situees 

de part et d'autre du niveau moyen, T est leur periode associee 

definie par le temps qui separe 2 passages successifs au niveau 

moyen. 

moyen 
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La loi de probability gaussienne etant verifiee, les 

resultats theoriques, qui en decoulent, moyennant les hypotheses de 

stationnarite et d'ergocite, doivent etre aussi bien verifiees. Les 

figures 5 et 6 illustrent les faits suivants : 

- Les cotes n  (et de meme n . ) se repartissent suivant la 
max . min     r 

loi de Longuet-Higgins (4) ; leurs valeurs moyennes suivent bien la loi 

theorique en fonction de la largeur e du spectre par : 

W   =4" v'2itm (1 - e2) max  2    ov 

aVeC      2 2      2 
e = 1 - (No/Nj)  = 1 - a^/mm 

E etant done estime a partir du rapport entre le nombre N de passage 

par le niveau moyen et le nombre N. de creux et cretes, ou a partir des 

moments m , m, et m, des spectres d'energie. 

- Les valeurs significatives (n  ),„, (TI . ),,-  derivent 
max 1/3   min'1/3 

par rapport aux lois theoriques quand n augmente ; (n  ) . est max 
superieur,   (n   .   )    .    est  inferieur,  de sorte que mm  1/3 

n "  2[<rW)l/3 +   ^min^/s] 
suit assez bien la loi  theorique. 

1/3 

La loi de Rayleigh ne peut pas etre retenue pour repr^senter 

en 
uX consequence, on ne dispose pas de loi theorique pour reprSsenter H .. et H . 

Cependant la figure 6 montre que la valeur moyenne P varie corame n   en 

fonction de e. 

- Les hauteurs H entre cretes et creux de part et d'autre des niveaux 

moyens se repartissent suivant la loi de Rayleigh (e = 0) : 

o 

les grandeurs caracteristiques correspondantes doivent done etre independantes 

de e, ce que montre la figure 6 ; cependant les valeurs moyennes et signi- 

ficatives H et H. ., prennent des valeurs un peu inferieures (2,5 et 4 50 

aux valeurs theoriques v 2irm_ et fom~   deduites de la distribution de 
^      o      o 

Rayleigh ; de meme H ,  est 7 % inferieur a la valeur theorique SjO^m- • 
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KECOMMANDATIONS SUR LES METHODES DE TBAITEMENT 

En conclusion de 1'analyse des enregistrements de pression 

au fond, le coefficient K du facteur de restitution doit etre pris 

egal a : 

1,11 dans le cas de l'analyse spectrale 

1,25 dans le cas de l'analyse statistique 

L'imprecision du calcul de m (et a fortiori de m.) provient 

de la part importante que jouent les ondes de petites periodes de hauteur 

mal connue : il en resulte une mauvaise connaissance de la largeur du 

spectre e et par suite des valeurs caracteristiques des hauteurs n  , max' 
n .. , H . L'etude de e et m en fonction de la frequence de coupure f au- 

dessus de laquelle il n'est pas tenu compte des mesures, ne fait pas 

apparaitre de singularites dans la courbe e(f ) ; en revanche, la fonction 

m (e) varie assez vite au-dessous d'un certain seuil de frequence 

(figure 7). Ceci suggere de definir la frequence de coupure a l'aide 

de l'erreur qu'entrainerait le calcul de m en ne considerant que les 

frequences inferieures a f . Une valeur interessante est celle pour 

laquelle cette erreur est 2 % : elle est definie par 

C S(f) df = 0,98 I  S(f) df = 0,98 m 
J0 . J0 ° 

S(f) etant la distribution spectrale d'energie en fonction de la 

frequence f. Dans le cas de la figure 7, E vaudrait alors 0,56 et devrait 

etre designe par E„„ ainsi que toutes les grandeurs qui en decoulent 

^B' (nmaxl/3>98> etc • • • • 
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CHAPTER 16 

SHALLOW WATER WAVE CHARACTERISTICS 

by 

*) Winfried Siefert 

Abstract 

Prototype data from 24 wave stations on and around the 

tidal flats south of the Elbe estuary enable us to ela- 

borate special shallow water wave characteristics, con- 

cerning the variations and correlations of heights, 

periods, lengths and velocities. This paper deals with 

some interesting aspects from the engineer's p_oint of 

view. It turns out that the steepness factor — or 

H L 

—^o- of breaking waves is much smaller than of non- 
g-T^ 
breaking waves and that steepness is no suitable para- 

meter to describe a natural wave spectrum in shallow 

waters. 

On the tidal flats the maximum wave heights only depend 

on the depth of water, not on the steepness. Moreover 

the possible wave height proves to become much higher 

than theoretically predicted, especially in depths of 

water less than 2 m. 

Introduction 

In 1962 the Coastal Engineering Research Group in Cux- 

haven, a branch of the City of Hamburg Harbour Authority, 

was established to carry out a general programme of hy- 

* 
'Dr.-Ing., Strom- und Hafenbau Hamburg, Coastal Engi- 
neering Research Group "Neuwerk", 219 Cuxhaven, West 
Germany 
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drologic, hydrodynamic and morphologic investigations in 

the Elbe estuary. One part of these are wave measurements 

in an area that is morphologically very complicated. The 

location map (fig. 1) shows the structure of extended ti- 

dal flats, interrupted by tidal channels of variing width 

and depth with 2 small islands on the higher part of the 

flats. 

To get a sufficient survey of the wave conditions in an 

area with strongly changing depths and under the influence 

of mean tide ranges of about 3 m, detailed research is 

necessary. Till 1972 the number of measuring stations 

amounts to 24 in water depths from 30 cm to 10 m (fig. 2). 

To give an impression of one special investigation pro- 

gramme, fig. 3 shows two of these stations on the beach 

of the dune island of Scharhorn with a distance of 20 m 

between them. 

Fig. 3 

Previous evaluations gave strong connections between mean 

wave height and wave height distribution, morphologic 

structure and wave period distribution, H and T and wind 

conditions, and others (Siefert, 1971). The following 

examples shall indicate the variation of some simple para- 
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meters, as H, EL /,, T, L and c, due to changing water 

depths and wave character, especially in depths below 

1 m, whereof prototype data have not yet been available. 

Waves in Very Shallow Water (d-=1 m) 

Fig. 4 contains data from the two above mentioned beach 

stations in water depths not over 1 m on a beach slope 

of about 1:70. Waves are breaking here for the second 

time, as most of them already broke in the flat area in 

front of the beach. In a few words the results can be 

resumed as follows: 

DEVELOPMENT OF SHORE WAVE CHARACTERISTICS WITH INCREASING WATER DEPTH 

20 40 

• X 
MEAN PERIOD 

.    8°   .       .... ~^- -f ' r 

X. i     ° •  :'     ? 

*_i '*" "-?    " • **- 

DISTRIBUTION FACTOR 

DEPTH OF WATER d 

Fig. 4 

1. H increases nearly proportional to depth, and the 

highest mean values are lower than in the first breaker 

zone (see last chapter) and even than the highest non- 

breaking waves after Kishi (1959). 

2. T decreases with increasing depth, until for d>0.5 m 

T reaches the range from 3  to 6 s that is typical for 
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waves on tidal flats in the southern part of the North 

Sea. 

3. The weak decrease of the wave height distribution factor 

C. i-,  with increasing depth indicates that the width of 
the wave height distribution becomes smaller with deeper 

water and consequently higher waves. Besides this the 

distribution is obviously narrower than theoretically 

expected with C. ,-,  = 1.60. 

IT 

4. Concerning the wave steepness factor —•^x,  it may be re- 
g-T^ 

membered that it is generally used only in connection 

with sinusoidal waves and waves of constant profile in a 

wave tank. As a ratio of mean prototype data it receives 

a different valuation. This fact will be discussed later. 

Fig. 4 indicates that the steepness factor increases 

with increasing depth and increasing wave height, though 

it remains very small with —^~ = 0.002 for d = 1 m. 
g 

5. The relation ^ in very shallow water increases with 
T^ 

decreasing period and becomes constant about 1 at depths 
—      —2 over 0.7 m. So usually L equals T , as was determined 

in deeper water areas by earlier investigations._Conse- 
H H 

quently the steepness factor ——x  really equals — except 
g-T^ L 

the constant acceleration due to gravity. 

6. The theoretical relation between mean wave velocity c 

and depth of water in very shallow water 

c = -y g-d 

is valid only for non-breaking waves. Concerning breaking 

waves, it must be regarded that the crests of these waves 

lie ^ H above still-water-level (Wiegel, 1964) and that 

the velocity-distribution in the wave is different, thus 
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getting 

c = g(d + | H). 

Prototype data on fig. 4 state that they represent brea- 

king waves and - what is likely more important - that the 

theoretical formula for single waves can be used to 

describe the mean velocity of waves of a natural spectrum 

by using the mean wave height under the root. 

Waves on Tidal Flats 

At the southern and eastern coast of the North Sea, beaches 

with those wave characteristics are usually surrounded by 

shallow flats, where also special, but of course different 

wave characteristics are dominating. Fig. 5 gives a compre- 

hensive impression of these. It is relatively easy to divide 

WAVE CHARACTERISTICS IN NEARSHORE SHALLOW WATERS 
(SOUTHERN NORTH SEA) 

60 

55 - 

^\ 
1 1 

C,„-^-.f(H) t 

{    >- DE 
!               1 

EPER   WATER 

— TIDAL  CHANNELS 

EDGES OF TIDAL FLATS \"- ,r  •  NQN- 

!     en 

BREAKING   WAVE AREAS 

EAKER AREAS 

60     SO     100 120 

Fig. 5 
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such an area into some parts with constant characteristics. 

The first criterion is the depth of water, that separates 

the tidal flats from the deeper water area in front of 

them and from the tidal channels. The exposure to deeper 

water areas determines, whether mainly breaking or non- 

breaking waves are to be expected. This is of greatest 

importance for the determination of the highest possible 

mean wave heights, KLax. as a function of the depth of wa- 

ter (Siefert, 1973). 

The connections of H and d are given on the upper right 

side of fig. 5. Later on we will look at them again. The 

round about linear connections between H and f are 

plotted on the upper left side. For each area of special 

wave characteristics there is a different line, the result 

being somewhat surprising but reasonable: 

Waves of a certain height obviously proceed with different 

periods. Mean waves of 60 cm height for example have a 

period of 3.5 s in deeper water outside the flats. In ti- 

dal channels waves of the same height proceed with a 10% 

shorter period, due to strong wave deformation by refrac- 

tion, the period being even shorter than in the neigh- 

bouring non-breaking wave areas on the tidal flats. Waves 

of this height within the breaker areas have much longer 

periods, up to 5 s (fig. 5). The consequence for engineer- 

ing projection is that the type of coastal area and its 

special wave characteristics are of high interest for the 

determination of design waves. 

The variation of wave characteristics during the transi- 

tion of two wave height groups from the deep Elbe fairway 

on to the shallow flats is generalized on fig. 6 for wa- 

ves with (left) and without breaking, resuming the results 

as before mentioned: 
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VARIATION OF WAVE CRITERIA 
WITH CHARACTER OF TOPOGRAPHY IN SHALLOW WATER 

! SOME  TYPICAL EXAMPLES FROM THE ELBE ESTUARY j 

- BREAKER AREA     »- SHORE 

f in s 

gT2 

Ch 

ES •- HB *-AR 

Fig.   6 

1. Increase of period for breaking waves of constant height, 
slow decrease of period for non-breaking waves, 

2. Decrease of maximum steepness factor for breaking waves 
(from 0.0055 to 0.0027), nearly constant steepness for 
non-breaking waves at about 0.0055, 

3. Narrowing of the wave height distribution factor for 
all waves. 

The increase of period with decreasing depth at MHW for 
waves of the same height can clearly be indicated on fig. 7. 
In water depths deeper than 4 m the period range is about 
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INFLUENCE OF TOPOGRAPHY 
ON SHALLOW WATER WAVE CHARACTERISTICS 

10 II 12 13 Hm 
DEPTH OF WATER a AT MHW 

<W-«-1«" 
DISTANCE FROM DEEPER WATER I Km a( MLW) 
IN MAIN WAVE DIRECTION 

Fig.   7 
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constant. With the following transition into the tidal 

flats, going from right to left on the 2 upper graphs of 

fig. 7, the period range changes concerning to the wave 

character, as shown on fig. 6. 

Wave Height Distributions 

Prototype data on the tidal flats in the Elbe estuary- 

proved wave heights and periods to follow Rayleigh-distri- 

butions (Siefert, 1971). The distribution functions of the 

heights are represented by the distribution factor Cw,, 

i.e. significant over mean wave height (fig. 8). Now the 

data indicate, that combined with the increase of wave 

height up to H = 60 cm there is a clear narrowing of the 

wave height distribution, as represented by the factor 

C.. I-,  on fig. 5 and 6. In the breaker zone on tidal flats 

this value becomes 1.41 instead of 1.60 in deep water. It 

can be seen than the determination of a realistic distri- 

bution is of remarkable importance for the choise of a 

design wave height. For example, the distribution of 

Longuet-Higgins with C, i-, -  1.60 on fig. 8 delivers a 
value for the 10% highest waves of 2.03 H instead of 

1.72 H, as can be expected in the breaker zone on the 

tidal flats. 

Steepness of Waves in Shallow Water 

The periods of waves of constant height growing longer on 

the way into the breaker zone consequently reduce the 
steepness factor (fig. 5 and 6). Though these graphs do 

not represent simultanous waves in different areas, the 

tendency can be generalized: Waves running from deeper 

water into the tidal flats loose up to 50% of their height, 

while the period remains constant or gradually increases, 

the result always being a distinct decrease of the so- 

called steepness factor. 
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91        b>     <K    O) 

Fig.   8 
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Comparing maximum steepness of breaking and non-breaking 

waves, fig. 5 to 7 show, that the steepness-factor of 

breaking waves on tidal flats is clearly smaller than of 

non-breaking waves. This is also indicated by the upper 

limits of the scattering areas for two stations with non- 

breaking and breaking waves respectively (fig. 9). 

HIGHEST VALUES OF WAVE_STEEPNESS 

ft AGAINST   £ 

Fig. 9 

Apparently the steepness factor is very small for small 

relative wave heights, i.e. small wind waves on the flats, 

and again becomes small for great relative heights, i.e. 

breaking waves in shallow water. The steepness factor does 

not increase continuously with relative wave height, in- 

dicating that not steepness but water depth is the cri- 

terion for the highest wave heights in shallow water. 
H 

Neither does — sufficiently represent the steepness of 
L 

breakers with long troughs, and steep slopes only near 
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the crests. So the ratio —^ seems to be unsuitable as an 

item to describe wave characteristics in shallow water. A 

factor would be much more valuable that represents the 

asymmetric profile of a wave in shallow water. But as 

there is no correlation between heights and periods of 

single waves in a natural spectrum, the asymmetry must 

become smaller the higher the mean waves are. This again 

leads to a somewhat peculiar conclusion. 

Highest Waves in Shallow Water 

The height of the highest possible waves in shallow water 

has to be discussed with special respect to the conclusions 

for design waves. Data from 8 stations in breaking areas on 

shallow flats delivered a very simple empirical formula for 

the highest possible mean wave heights (Siefert, 1973) 

Smax = 0.5  • d0'6 

indicating higher waves than usually are thought to be 

possible. In areas with mainly non-breaking waves the 

highest mean waves reach three quarters of these values, 

i.e. 

5max= °-375 d°'6 

(fig. 4 and 5). 

The values for the extreme waves in the wave spectrum with 

a probability of occurence 1:5000, i.e. once during a tide, 

are much higher than usually recognized, especially in wa- 

ter depths below 2 m. They can be evaluated as functions of 

d and C, ,-,  as shown in fig. 5: 

C1/, = f(H) with H = f(d) 
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Fig. 8 then delivers 

H(1:5000) =Hmax(Hmax) = f(Cl/3) 

as the highest possible single wave in a spectrum. It is 

HmQY(HmQY) = 1.2 d
0-6 

maxv max' 

in breaker areas and 

HmQV(Hm  ) = 0.95 d0,6 maxx max' 

in areas with mainly non-breaking waves (fig. 10). Ratios 

H over d higher than 1.0 and even 1.5 are realistic. In 

1 m deep water the extreme wave measures 1.2 m, and in half 

a meter deep water the highest possible wave is double as 

high as the often used 0.78 d (fig. 10). 

With respect to a recent publication concerning breaker 

travel and breaking processes (Galvin, 1969), the maximum 

breaker heights on slopes were determined for three height 

groups and different depths of water (fig. 11). 

Galvin's breaker travel distance X^ reads 

Xb = 2 • (4.0 - 9.25 m) • Hb 

with m = slope tanoc 

H^ = breaker height 

Galvin recommends to calculate the design wave height as 

the height at a distance of •* X^ before the structure. The 
safest way is of course to regard X^ completely, as is done 

on fig. 11. Further investigation has to be done on the 

problem of the definition of H. . Unter the supposition that 

R. can be replaced by any mean height of a breaking wave 

group of the natural spectrum, the curves on fig. 11 can 
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IImax (rimax) 
d 

0.5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 m 

DEPTH OF WATER d 

Fig. 10 

Highest Possible Single Waves in Shallow Water 
(Prototype Data from Elbe Estuary) 
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MAXIMUM BREAKER HEIGHTS ON SLOPES 
COMPARISON OF DATA AFTER IVERSEN AND IPPEN AND KUUN WITH PROTOTYPE DATA 

FOR BREAKER AREAS ON TIDAL FLATS 
WITH REGARD OF BREAKER TRAVEL DISTANCE AFTER GALVIN 

Hblmtx) prototype dito with 
d rtglrd at bretktr 

for Haisondd. 

1.50 7'40 

Fig.   11 

be;  constructed,   i.e. 

Xb  <
H

1/3) = 2  *   (4-° - 9.25 a)   •  Hl/3 

If treated in this way, it turns out that even the highest 

heights of Ippen and Kulin do not represent the highest 

possible values. They seem to be sufficient for waves in 
water depths no less than 2 m. 
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ABSTRACT 

A solution of finite amplitude long waves on constant sloping beaches is 
obtained by solving the equations of the shallow water theory of the lowest 
order. Non-linearity of this theory is taken into account, using the perturb- 
ation method. Bessel functions involved in the solution are approximated with 
trigonometric functions. The applicable range of this theory is determined 
from the two limit conditions caused by the hydrostatic pressure assumption 
and the trigonometric function approximation of Bessel functions. 

The shoaling of this finite amplitude long waves on constant sloping 
beaches is discussed. Especially, the effects of the beach slope on the wave 
height change and the asymmetric wave profile near the breaking point are 
examined, which can not be explained by the concept of constancy of wave 
energy flux based on the theory of progressive waves in uniform depth. These 
theoretical results are presented graphically, and compared with curves of 
wave shoaling based on finite amplitude wave theories. 

On the other hand, the experiments are conducted with respect to the 
transformation of waves progressing on beaches of three kinds of slopes ( 1/30, 
1/2.0 and 1/10 ) . The experimental results are compared with the theoretical 
curves to confirm the validity of the theory. 

INTRODUCTION 

As waves progress in shallow water, wave transformations occur due to the 
presence of the sea bottom. Especially, the changes of wave height, celerity 
and length in shoaling water are generally explained by using the assumption 
that the wave energy flux based on the theory of progressive waves in uniform 
depth is kept constant in shoaling water1'!2). On the other hand, some 
investigator^) >" have attempted to obtain a solution of wave transformation 
on the sloping beach considering the change of water depth as the bottom 
condition. The existing results of observations and experiments show that the 
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change of wave height, celerity and length are well explained By the concept 
of constancy of energy flux based on theories of finite amplitude wave in 
uniform depth2). 

However, on sloping beaches, not only the wave height increases but also 
the wave profile becomes asymmetric5). Further, as Goda°' pointed out 
recently, it is obvious that the beach slope affects the breaking wave height. 
Similarly, the beach slope will affect the wave transformations before 
breaking. These two problems, i.e. the asymmetry of wave profile and the 
effect of beach slope, can not be explained by using the approximate method of 
energy flux of waves in uniform depth. They will be explained by the solution 
of progressive waves on the beach mentioned above. However, none of existing 
theoretical investigations has given any solution to clarify these problems, 
except Biesel's investigation7) which proposed a quantity representing the 
asymmetry of wave profile. 

This paper treats analytically the two-dimensional wave transformation on 
constant sloping beaches in order to explain the asymmetry of wave profile and 
the beach slope effect on wave transformation. As the method to obtain the 
solution of progressive waves on the beach, two approximate methods exist, 
which are the small amplitude approximation and the shallow water approximation. 
In this paper, the shallow water theory of the lowest order8-^ is used as the 
basic equations. These equations are non-linear, and the linear solution was 
already obtained9). It is seems that two problems mentioned above can be ex- 
plained by taking this non-linearity into account. Carrier and Greenspan10) 
and Ichiye11) solved this non-linear shallow water theory already, but did not 
make clear these problems. 

The non-linearity of this shallow water theory is taken into account 
herein by using the perturbation method as Ichiye did. Further, by using the 
asymptotic expansion of Bessel functions with trigonometric functions, the 
general solution of finite amplitude long waves progressing on the beach of a 
uniform slope is obtained. Based on this solution, the graphs showing the 
effects of beach slope on the wave height change and the asymmetry of wave 
profile are presented. On the other hand, the experiments with respect to wave 
shoaling on beaches of three kinds of slopes ( 1/30, 1/20 and 1/10 ) are con- 
ducted. The experimental results are compared with the theoretical ones in 
order to confirm the validity of this theory. 

DERIVATION OF SOLUTION 

BASIC EQUATIONS 

The equations of two- 
dimensional shallow water      /5%—i 
theory of lowest order are as 
follows ( see Fig.l ) : 

u, + u •»,+£• 7=0 

V, +[u • (r/ + h) } j= o , ! 

(1) 

Fig.l Sketch of waves on sloping beach 
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where h = h(x) is the water depth, n = n(x,t) the height of water surface 
above still water level and u = u(x,t) the water particle velocity in the x- 
direction which is not dependent on the vertical coordinate. This implies that 
the pressure distribution is approximated with the hydrostatic distribution. 
Suffixes t and x denote the differentiations with t and x respectively. Eq.(l) 
is non-linear and frequently solved numerically with the method of character- 
istics. In this paper, the perturbation method is used in order to represent 
the non-linear effect analytically. That is, n and u are assumed to be ex- 
pressed as the power series of a small quantity a as follows : 

i, = a. ,<'') +«2. ,(2) +   ,   u = a.  „(1) +tf2. tt(2) +   _ (2) 

Substituting Eq. (2) into Eq.(1) and rearranging with respect to a and a2, the 
coefficients of a and a2 lead respectively 

uWi + g.r,Mx   =o   ,   <?(1\ + («(1)- h}x  =0   (   (3) 

and 

u<2>, +ttW. .«_ +g . n®x =o  , n{2), +U(1)- i?(l'+«(2>- A}„=o. (4) 

SOLUTION OF n^ AND u^1) 

Eliminating u^1) in Eq.(3), the following equation is derived : 

VM„-g'lVM, • h }x   =0 (5) 

If the beach slope i is constant and the water depth h is ixx ( see Fig.l ), 
Eq.(5) is further reduced as follows : 

1W ,,-g-l '(1)« • i • " + ?(1)» • H = 0 _    (6) 

n^-1) is assumed to be expressed as 

!j<1'0, ()= >?(*) -cos a t _  (7) 

Therefore, from Eqs.(6) and (7), the equation of n^1) is obtained as follows : 

x • 1„ + 1*+(°2/gi)- V  =0.  (8) 

When the variable x is replaced with w through the relationship12*, 

* = igi /i°2)-w2   ,    (9) 

Eq.(8) is modified as 

It is evident that Eq.(lO) posesses a solution consisting of Bessel 
function Jo(w) and Neumann function NQ(W). A similar result is obtained when 
nC1' is assumed as 
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V^hx,  () =J?(a;).SJH o t (H) 

When x ( therefore w ) approaches infinite, Bessel and Neumann functions are 
expanded asymptotically as follows : 

J   (»)~V2/i»   .cos O- vn I 2- " / 4) 
(12) 

N   (u))~V2 / n w   -Sin (w- vx / 2 — * / 4) 

,(1) Accordingly the solution n*-1'   corresponding to  the waves progressing in the 
negative x-direction  ( see Fig.l )   is  given as9) 

n^\x,  O =a • I COS a t • J„(2 "  /——)-   Sin °t • N (2" /—) }  •• 
• V     a  i 0 V   ~ / * •(13) 

where a is a constant related to the wave height. Using the relationships, 

Z0'O) = -Z^w) > z1 \w)  = Z0(»)-«,-
1. Z^w)  j   (14) 

and Eq.(3), uC1) is obtained as 

u"> (x, t) = aj^r • x   '.{Wot • J ,(2« 7—) + 00S at -N (2o 7—)} ••(15) 

1.0 
Eqs.(13) and (15) are the solutions of Eq.   , 

(1) when the non-linearity is neglected. Due to 
the natures of JQ and NQ, the amplitude of n^1)  0.5 
increases with decrease in x. Therefore the 
solution rp1) can explain the fact of wave 
height increase in shoaling water. However, the  1.0 
wave profile of n(1) with time has the form of 
sine function, and can not explain the experimen- 
tal fact of asymmetric and forward inclined wave 0.5 
profile on the sloping beach ( see Fig.2"). 

SOLUTION OF r)(z) AND u^2) 10 

When u(2) is eliminated and the relation 
h = ixx is used in Eq.(4), the following equation ".5 
is obtained. 

(2) 

I   • X   + \U (D.„(i) 

 (16) 
After substituting Eqs.(13) and (15) into 

Eq.(16), rearranging by using the relation of Eq. 
(14), the right side of Eq.(16) becomes as 
follows : 

00S 2 a t .  (- - a2 —- x "1 . ( J0
2- If- N[)2+ N,

2) 

1.0 

0.5 

0 
-0.5 

experimental   /"""S/' 
wave          /        /\ 

profile    /       j 
\  h= 14.80cm 

v   \H- 1.90cm 

/      /\ cnoida 
/    y    \ wave 

file         \\ 

/Y \     h- 9.10cm 
\   H= 2.37cm 

/    / N\\ 

/  \   ' /   \ f 
\     h= 6.60cm 

',    H= 2.84cm 
i 

O"^^ 

/ \       / 
\     h= 4.25cm 

1     H- 3.93cm 
i 

i 

t/T 0.5 

Fig.2 Asymmetric wave 
profile on 
sloping beach5' 
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-at.g.x  ^.(J^-N,2)  } 

+ Sin 2 0 t • • I 3 a2 ^j  z-1 . (J0ND- J, N,) 

1.0 

Jo(w) 
: asymptotic. Eq.(12) 

°\ , \, s^/; >i 

V 

2 j i    u       u 

+ 2o2.g. ^"2. J1 N1 } 

2 

No(w) 
. asymptotic.Eq.(l2) 

Fig.3 Approximate values by asympto- 
tic expansion of Bessel and 
Neumann functions 

3„2 — a 
2 

•(17) 

In Fig.3, the approximate values of JQ and Ng based on Eq.(12) are com- 
pared with the exact ones. It is seen that the approximate values are accurate 
enough for the large value of w. When Bessel and Neumann functions in Eq.(17) 
are approximated with the trigonometric functions of Eq.(12), Eq,(17) becomes 

<-      2 ° rw   -% I %    n  . 
OOS Z« t •  [- 3 a    - V ° • *   • 0OS( 2(2"V—: ) I u x       i gi        4 

+ -a S-x'-  sm(2(2 0 / — ) } + a -S- -fgi- x'/2. <m{2(zaj — ) }] 
2   " gl 4        n° gi 4 

+ Sin 2" t  -[3 a2 - 74. :t~% • SID ( 2 (2 o J— - -) } 
n       i gi 4 

Sh(2(2»,/J-£>}] 

+ [o2iyf.;c-K.00St2(2O/z_5)) 
7T ^  ( #1     4 

_ 102 «. x-2. siD(2(20 /Z_ -!)}_a2-J_V7r • *"^. COS (2 (2*7^- -) } ] 
2   IT v gi    4       Tff y /?»   4   J • 

The solution of n   is assumed to be expressed as 

y(2\x,  O = OOS 2"« • /<U) + sin 20 t • fiO) + C(*) .    

Substituting Eq.(19) into the left side of Eq.(16), it becomes 

oos 211 • {- 4"2 . A(x)~ g • i • x • A" (*)- g • i • A'(x)  ) 

+ sin 2°t  . (-402 . B(x)-g- i .%• B\x)~g- i-B'(x)  ) 

•C18) 

(19) 
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+ [-g • i •  C ' (*)- g • i • C U) } %   (20) 

Comparing Eqs.(18) and (20), A(x), B(x) and C(x) are determined as follows : 

1   -1 „;_ r     r*~       "   ,   3  2 1  .     „        I   .      OTYl   I    r\   f n ft I.   ._ \    i      ,.  *-     ^(l)=_a2_t_.;c-1. sin{2(20   /JL. _ ^))_^_a2-!-   /£. »-«. cos{2(2» /-^ - -)) 
  (21) 

BU)=_a
2-J_. »-1. 008(2(20  /Z_  *))+_La2 J_ /I". »-X. sin{2(2(,    /A--?-)} 

 C22) 

C(:0=ia2 -±-    /T-  *-%-  008(2(2"   /4-  ^}_-L02_4_.,-2.  ^(.^o JZL -  f) } 
4        ffff   V» V  ei        4 16        "• V   ei 4       ' 

 (23) 
Substituting Eqs. (21),- (22)   and  (23)   into" Eq. (20),   the left side of Eq. 

(16)  becomes 

00a z»t •[-3«!- J% • *"**• oos( 2 (2" J— -) } 
T      1 gi        4 

+ i„2 £^-2.sin(2(20/Z _ f) } + -ila
2 -5- VgT • *"%. oos(2(2o/4--)l] 

2        t et        4 40        t" gJ     4 

+ sin 2"< • [302- y 4 • x"%. sin( 2 (20, 
FT"' 

5     9  g     -9 , I  x        K    ,        21    1    g      ,        -^     •    ,     , / x ft..,-, 
-a2 S-x   Z. C0S( 2 (20 V— ) }-^-a2-2-   -fgT • x  A -m{2(20j— - -))] 
2        " gi       4 4 0        no g<        4 

+ ra21 y£. a.-K.00S(2(2ay^__ f)} _ ia2 £. ^-2.Mi(2(2oy -^ - -r 
L ff I gt 4 2" g>* 

_a2_g_vriT. «'^. COS ( 2(2°/4- -)}+  ia2 -§i.  i . x-«.Sin(2(2»/4- -) } ] 
110° gl 4 4 to2 gt 4 " 

••••• (24) 
From the comparison between Eqs.(18) and (24), it is found that the 

difference exists between the constants in the third terms of coefficients of 
cos2crt and sln2o't. Further, the forth term in the last part ( independent on 
t ) exists only in Eq.(24). Three terms in the coefficients of cos2ot 
and sin2ot involve x-3/2, x-2 and x~5'2 in turn, and the forth term in the 
last part of Eq.(24) involves x-3. Using the relationships of T = 2it/cr and 
h = i*x, the ratios of the second, third and forth terms to the first term 
become : 

2nd/lst term ~ {(gT f 2*) / <fgh } -i ,   3rd/lst term ~ [ |(«T/2«)/ -fgh } • i  ]2 , 

and 4th/lst term - [ KgT / 2 *) / -JgH } • i  ]5. 

Therefore the higher term becomes smaller in proportion to i. 

 The third terms in the coefficients of cos2ot and sin2cft have cos{2(2o 
/x/gi-ir/4)} and sln{2(2oVx/gi-7r/4)} respectively,and are in the same phase as 
that of the first term. If 1 = 1/10, h = 20cm and T = 3sec, the ratio of third 
to first term ({(gT/2Tr)//gh}i) 2 becomes smaller than 1/10, and the difference 
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between constants of the third terms is negligible. Similarly, the forth term 
in the last part of Eq. (24), which has sin{2(2oVx/gi-7r/4) } is in the same 
phase as that of the second term, and also negligible. 

Therefore, Eq.(19) with Eqs.(21), (22) and (23) is the solution of Eq. 
(16), and expressed as follows : 

nP'f*,   t)= 00S 2" t[-a2 —   • *~1 • Sill ( 2 (2»v4- -   -) ) 
it i g i 4 

_  ^02 J_yr. ,-K.   003(2(2* J5L ._   I))] 
1 0 "0 I gl * 

+ S)H 2« t •   [-a2—   x"1 •  C0S( 2(2<V-4- ) } 
Ii gl 4 

+ ^_02_L/T  .,-H.fihU 2(20 /^-  1))] 
10 I"        < gi 4 

+ [  ia2 J_   /T.  *"*.  0OS{2(2"/^-  -)) 
4 10 ^    j g-J 4 

- —a2 -2=-   • x'2- Sin (2(20 7—^-   -) }]         
16 TO2 V  gi 4      J   • •(25) 

Using the relationship of Eq.(12),  n^1'   of Eq.(13)  becomes 

V^(x, O =  o.(^I)M. ,fK. eos( o( + 2o/2- - -)  (26) 
7TO gj 4 

For the sake of comparison with Eq.(26), Eq.(25) is finally reduced as follows 

7(2)(*, t) = a2 — • x'^-BOS (2(0 <+2o /-^ - -) + -+tan "1 ( —-^. *"**) } 
•i #i   4   2        10  0 

+ Q I0
2A./¥. ,-X. ^(2(207^- I) }- -Va2^- *"2 • 8in(2(2./E _ *) }] u 4   TO   i g!    4     16   TO gj    4  J- 

 (27) 

APPLICABLE KANGE OF SOLUTION 

The basic equation (1) is the shallow water theory of the lowest order8), 
and the pressure distribution is assumed to be hydrostatic. Therefore these 
solutions are applicable only when the water depth is considerably smaller 
than the wave length. If the wave celerity is equal to that of long waves vgh, 

A/i= l/(rVy/T) ,  (28) 

The upper limit of h/L implies that the lower limit of T/g/h exists and that 
the upper limit of the water depth h exists if the wave period is given. On 
the other hand, the lower limit of h also exists. As the solution of IV1', 
Eq.(26) is used in which Bessel and Neumann functions are approximated with 
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trigonometric functions by Eq.(12), which, is the asymptotic expansion when 
|w| •> «°. Comparing between the exact and approximate values of Jo, NO. JJ   and 
Nj, it is found that the approximate values are accurate enough when |w[ fe 1.0. 
Using Eq.(9), this condition is rewritten as follows : 

T Vg I h   <  4 K / i , •(29) 

This means that the lower limit of h determined by the beach slope exists when 
the wave period is given. Two conditions mentioned above are shown in Fig.4. 
Two lines showing the lower limit of T/g/h are given for the two limiting 
values of h/L. 

DETERMINATION OF a 1 

The second part of the 
right side of Eq.(27) consists  ' 
of two terms involving x~3'2  . 
and x-2 respectively. The 
ratios of these to the first 
term in the first part of the 
right side are KgT/27r)//gh}i 10' 
and ({(gT/2Tr)/Vgh}i)2 respect- 
ively. Therefore the second    5 
part is smaller than the first 
part by the order of {(gT/2?r) 
//gh}i. Further, because of 
independence of t, the second 
part affects only the still   10' 
water level and does not 
affect the wave height and     c 
wave profile. Becuase this      D  10 
paper deals with the beach 
slope effect on the wave 
height change and wave profile 
asymmetry, the second part of the right side of Eq.(27) is neglected. 

Substituting r/1-' of Eq.(26) and r/2) of Eq.(27) into Eq.(2), the wave 
profile is given by 

'    \I ',           ' 
', 
t ' 
'<. 

'• 

t / 
"   t T-/g7h * 4*/i 

/ 
/ i_r 
i . h/L < 1/10 '^   T 
f.   ^ 

' "•' t^ > 
-h/L<1/25 jL^ i 

* 
region of ap plicability W 

----.-.:>   L__ 

' '/ y\   ! 

5 102  r-  5 

Fig.4 Applicable range 

10'' 

7 (x, t) = a • a • (- '««, i(»i + 2»V —: ) 
21 4 

0OS{ 2(»( + 2"V   
T)+2 

• tan ' 
10 o 

). (30) 

Now, hj/L() is applied as the small quantity a, where hj is the largest water 
depth in the applicable range of this solution ( see Fig.4 ) and LQ is the 
deep-water wave length of the small amplitude wave theory, gTz/2ir. 

DETERMINATION OF a 

Substituting a  = hj/LQ into Eq.(30) and rearranging, Eq.(30) is simply 
rewritten as follows : 
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where A^,  A^ , 

1\ lhy  = A^ • DOS 0 +A& •   00S(2 0 + *)5 

and  5 are are given by 

•(31) 

4(1) =   2-X.K"«. i   *.(A,   /L0)
K-(A., /h)H-(a /A,), 

i2> =  «• .(ft,  /L0)2. (A.,   /A).(a /A,)    , 

2> IT • t + 2z[ST7~£ -(A /i0>      ) • * lLQ~n I 4  , 

id). *C2>, 

it/2+tan"1(3 /10- • ihiL.r*}. 

•(32) 

.(2) If Au-'i  and k^2'}   denote A^l>   and A^l>   at h = hj   respectively,  these are 

#)f  =JC"1. (A,   /t0)
2 • (a / A, )2  . 

(33) 

Because tan-1{ } in 5 of Eq.(32) is smaller than TT/2 at hj, it is neglect- 
ed. Therefore the wave profile nj at hj is given as follows : 

V,  lh^A«\ ./(fl,     (34) 

where 

fiffl = cos e- b • sin 2 e, 

A = i2)
1/^

(1)
1.   (35) 

Fig.5 shows the 
profile of f(9) in the 
range of -ir ^ 6 S IT. It is 
evident that the relative 
wave height Hj/hj at hj is 
given 

f(9)=cos6-bsin28 

\ 

Fig.5    Profile of  f(8) 

4« tf, lhr-2xA^\ -f(t>c).  (36) 

is  determined  from df/d6  =  0.   After all,   considering -IT/2 ^  8C £  0, 

sin 6c = (i / 4 b- ^l /16 A2 + 2) /2   .       (37) 

In Eq.(36), A^i is the function 
a/hi. because b ( = A^2>1/A

(l-)
1 ) i 

mined from Hi_ by using Eq.(36) 

DISCUSSION OF SOLUTION 

of a/hj, and f(9„) is also the function of 
s dependent on a/hj. Therefore a is deter- 

For simplicity, the second term of right side of Eq.(31) is assumed to be 
smaller than the first term at hj and negligible. Therefore the wave height Hi 
is equal to twice of the amplitude of the first term. Using this relationship, 
Eq.(31) is reduced as follows : 



356 COASTAL ENGINEERING 

V  /A, =1 /2 •(//, /A,). (A, /A)K. cosfl 

+ v^~- (A, /£0)
M- T1 • (ff, /2A,)2 . (A, /A). 008 (29+ 3) .   D8) 

As seen in Eq.(38), the amplitude of the first term ( the linear solution ) is 
inversely proportional to the l/4th power of the water depth h, and independen 
on the Beach slope 1. This agrees with Green13)'s law with respect to the long 
wave transformation on very gentle sloping beaches without wave reflection and 
energy loss. On the other hand, the amplitude of the second term representing 
the nonlinear effect is inversely proportional to h, and the rate of wave 
height increase with decrease in the water depth is much larger than that of 
the first term. Further it depends on hj/Lo and the beach slope i. Especially, 
the amplitude of the second term increases inversely proportionally to the 
beach slope i, the effect of which has not been made clear previously. 

The authors2))5) presented previously the theoretical curves of wave 
shoaling based on the wave energy flux of the hyperbolic wave theory which is 
the approximate representation of Laitone's cnoidal waves of the second appro- 
ximation11*). Before these investigations, as the preliminary step, Iwagaki15) 
obtained the theoretical equation of wave height change based on the first 
approximation. The characteristics of this equation agree with the relation- 
ship between the amplitude of the second term and the water depth that the 
amplitude is inversely proportional to the water depth h. Furthermore, the 
period of the second term is a half of that of the first term, and the phase 
of the second term is in advance of that of the first term by S.  As seen from 
Eq. (32), 6 consists of w/2 and tan""1 {(3/10) • (2ir)-1/2-i- (h/Lo)-1/2}, which 
increases with decrease in the water depth. As descrebed later, the difference 
of phase explains the asymmetry of wave profile. 

NUMERICAL COMPUTATION 

RESTRICTION ON NUMERICAL COMPUTATION 

As shown in Fig.4, the applicable range of the water depth h exists when 
the wave period T and the beach slope i are given, which is determined by two 
limit conditions of the hydrostatic pressure assumption and the trigonometric 
function approximation of Bessel and Neumann functions. However, some 
arbitrarity exists in determination of the limiting value of h/L, which 
corresponds to the largest water depth hj in the range. In this paper, the 
following value is adapted : 

A /££ l /20  (39) 

From Eqs.(28) and (39), the following equation is obtained : 

TV g/ h>  20 .  (40) 

Using the deep-water wave length LQ  = gT2/2ir,  hj   is given by 

A1 / £„ = 0-0157.    (41) 
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Before the changes in the wave height and profile with decrease in the 
water depth on the beach of constant slope i are discussed numerically, the 
wave height Ri  at hj is calculated bv using the theoretical curves of wave 
height change, which the authors2^>5^ obtained based on the wave energy flux 
of the hyperbolic wave theory. If the value of deep-water wave steepness HQ./IO 
C H0 : deep-water wave height ) is given, the value of Hj/Ho is obtained from 

the theoretical curve when hi/Lo • 0.0157 and the value of Hj/hj = (Hj/Ho)x 
(Ho/Lo)/(hj/Lo) is calculated. According to the theoretical curves of hyper- 
bolic waves, when HQ/LO * 0.006, waves already break at the water depth where 
hi/LQ = 0.0157. Therefore, the deep-water wave steepness to which this theory 
is applicable is restricted to considerably small values. 

When the beach slope i is given, the 
described previously. However, the value 
in i for a constant value of HQ/LO and wi 
value of i. The numerical computation is 
£  1. Therefore, for the larger value of H 
computation can be made becomes 
larger. Ho/U 

i 
RESULTS OF NUMERICAL COMPUTATION 

The numerical computations 
were conducted for the cases that 
the deep-water wave steepness 
H0/L0 =0.004, 0.002, 0.001, 
0.0004, 0.0002 and 0.0001. As 
mentioned above, for each value 
of HQ/L0, the value of Hj/Ho was 
calculated using the theoretical 
curves by the energy flux method2 

)>5', for the largest water depth 
hj/Lo = 0.0157, where the compu- 
tation was started. Further, the 
values of a/hj were calculated 
for given values of i. The values 
of i in computations were 1/10, 
1/20, 1/30, 1/50, 1/100 and 1/200. 
However, due to the restriction 
on the beach slope mentioned 
above, the computations were con- 
ducted for the larger values of 
i than 1/100 when Ho/L0 

= 0.001, 
1/50 when H0/L0 = 0.002, and 1/20 
when H0/L0 = 0.004. 

For each value of Hg/Lo and 
i, using Eqs.(31) and (32), n/hj 
was computed for many values of 
h/Lo which are smaller than hj/Lo. 
The numerical computations were 
performed with FACOM 230-60 at 
the DATA PROCESSING CENTER, KYOTO 

value of a/hi can be calculated as 
of A^2-*I'/A(1'I increases with decrease 
th increase in HQ/LQ for a constant 
restricted in the range of A^'/A^-1' 
Q/LQ, the value of i for which the 

0.OO1 
1/20 

?/Hi 

10 h/Lo=0.0157(=hi/Lo) 

t/T 

Fig. 6 Wave profile change with 
decrease in water depth 
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UNIV.. One example is shown  4(3 
in Fig.6, for the case that 
H0/L0 = 0.001 and i = 1/20.   H 
The wave profile n Is divided fio 
By the wave height Hj at the 
water depth hj. Therefore 
(n/HiW - (n/H!)mln - 1.0 
In (a). This value Increases 
with decrease in the water 
depth h ( in order of (b), 
Cc) and (d) ), and it becomes 
larger than 2.0 in id). 
Further, it is found that the 
slope of front face of the 
wave becomes steeper and that 
of back face becomes more 
gentle, so that the wave pro- 
file becomes more asymmetric 
and forward inclined. Thus, 
the asymmetric deformation of 
the wave profile in shoaling 
water can be explained by 
this solution. 

Fig. 7 Effect of deep-water wave steepness 
on wave height change 

Several examples of wave 
height change are shown in 
Figs.7 and 8. The beach slope 
i is constant ( 1/20 ) in 
Fig.7 and the deep-water wave 
steetmess HQ/IO is constant 
( 0.001 ) in Fig.8, which 
shows the effect of the beach 
slope on wave height change. 
The theoretical curves 
obtained under the assumption 
of constancy of energy flux 
of hyperbolic waves2^>5) are 
also shown with broken lines. 
Similarly the curve of small 
amplitude waves is shown with 
chain line. At the upper end 
of each curve of this theory 
(full line ) the value of 
A'ZJ/A'

1
^ approaches 1.0. 

4.0 

3.0 

2.0 

1.0. 

s* 

s\ * 
 : hyperbolic waves °\ \ 

,   \ 

s t\ / i )"v \ V '$> 
S^^- k\ 

^ 
x" \\ /. 

VSft 
<?>J V s; ̂  Vi ^ 

°*0 >  ^ S5Ct> 

- Ho/Lo =0.001 
~"~~""~~"-~- m 

10"-5 h/U W 

Effect of beach slope on wave 
height change 

Fig. 8 
In general, the wave 

heights by this theory are 
always larger than those of small amplitude waves, and the rate of wave height 
increase with decrease in the water depth is larger than that of small ampli- 
tude waves. Further, as well as the curves of hyperbolic waves, the rate of 
wave height increase is larger for the larger value of the deep-water wave 
steepness. However, as the deep-water wave steepness becomes smaller, the 
value itself of this theory becomes smaller than that of hyperbolic waves. On 
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-t-i 

Fig-9 Parameter of asymmetry of 
wave profile 

the other hand, for a constant 
deep-^water wave steepness as in 
Fig.8, when the beach slope i is 
small, tha rate of wave height 
increase becomes large. This 
effect of the beach slope is 
expected from the fact that i" 
is involved in the coefficient 
of the second term of Eq.(38). 
Thus, this theory clarifies the 
effect of beach slope on the 
wave height change, which has 
not been made clear theore- 
tically before. 

020 
As a parameter repre- 

senting the degree of asym- 
metry of the wave profile, 
tp/T shown in Fig.9 is taken 
Several examples of the 
change of tp/T in shoaling 
water are shown in Fig.10 
and 11. Fig.10 shows the 
case that the beach slope is 
constant ( 1/20 ) and Fig.11 
is for the constant deep- 
water wave steepness ( 0.001 
). It is obvious that the 
value of tp/T increases with 
decrease in the water depth 
and the wave profile becomes 
more asymmetric and forward 
inclined. It is found from 
the figures that the wave 
profile becomes more asym- 
metric for the larger deep- 
water wave steepness and for 
the smaller beach slope.        ~      3 

10       h/Lo 

As mentioned above, 
Biesel7) derived theoreti- 
cally the average value of 
the slopes of front and back faces of the wave profile, while the parameter 
tp/T is same as the " wave horizontal asymmetry " discussed experimentally by 
Adeyemo16'. The wave profile asymmetry corresponds to the asymmetry of time 
variation of water particle velocity, and affects the time variations of wave 
forces on coastal structures and motions of bed materials. Therefore, the 
parameter tp/T may has more important engineering significance than Biesel's 
parameter. 
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Fig.10 Effect of deep-water wave steepness 
on wave profile asymmetry 

COMPARISON WITH EXPERIMENTAL RESULTS 
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The equipment and pro- 
cedure of the experiments 
with respect to wave shoal- 
ing on Beaches were same as 
that described by Iwagaki2), 
in which the experiments for 
the beach slope of only 1/20 
were conducted. 

WAVE HEIGHT CHANGE 

In Fig.12 (1) ^ (3), 
the experimental results of 
wave height change for the 
beach slopes of 1/30, 1/20 
and 1/10 are shown. In Fig. 
12 (1) ( i = 1/30 ), 
although the experimental 
values can not be directly 
compared with the theoreti- 
cal values by this theory 
because of the lack of data 
for corresponding values of 
HQ/LO> it seems that the trend 
of the experimental values 
agrees roughly with that by 
this theory and the values are 
larger than those by the hyper- 
bolic wave theory2)'5). In Fig. 
12 (2) ( i = 1/20 ), the ex- 
perimental values when HQ/LQ = 
0.0026 agree with those by this 
theory and all of the experi- 
mental values agree well with 
those by the hyperbolic wave 
theory. In Fig.12 (3) ( i = 
1/10 ), the experimental values 
are much smaller than those by 
this theory. Therefore, the ex- 
perimental results confirm the 
prediction by this theory that 
the wave height becomes larger 
on the gentle slope beach than 
on the steep slope beach. 

WAVE PROFILE ASYMMETRY 

0.20 
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Effect of beach slope on wave 
profile asymmetry 
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h/U 0.05 0.1 

Comparison with experimental 
results of wave height change 
( i = 1/30 ) 

In Fig. 13 (1) "\. (3), the 
experimental results of wave 
profile asymmetry for the 
beach slopes of 1/30, 1/20 and 1/10 are shown. The experimental values of a 
parameter tp/T increase with decrease in the water depth. This agrees with the 
behaviour of the curves by this theory. However, the experimental values 
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themselves are considerably 
different from those of theo- 
retical curves. Although the 
common range of values of h/Lg 
and HQ/LQ between the experi- 
mental results and the theore- 
tical curves is limited, it is 
found that the experimental 
values begin to increase at 
the larger value of h/Lg than 
the theoretical curves and the 
rates of increase are also 
larger than those of theoreti- 
cal ones. It seems that the 
experimental values of tp/T 
are larger for larger values 
of the deep-water wave steep- 
ness. This trend of the experi- 
mental values agrees with that 
of this theory. However, be- 
cause of scatter of experimen- 
tal values, the effect of the 
beach slope on the wave profile 
asymmetry can not be confirmed 
by the experimental results. 

CONCLUSION 

A solution of finite 
amplitude long waves on 
beaches of constant slope was 
obtained by sblving the 
shallow water theory of the 
lowest order with the perturb- 
ation method. This solution 
was used to explain the beach 
slope effect on the wave 
height change and the wave 
profile asymmetry in shoaling 
water, which have not been 
made clear theoretically. The 
theoretical results were shown 
graphically. On the other hand, 
the experiments on wave shoal- 
ing were conducted in order to 
confirm the validity of this 
theory. 

It was found theoretical- 
ly that the rate of wave 
height increase is larger on 

0.006  0.01 

Fig.12 (2)  Comparison with experimental 
results of wave height change 
( i = 1/20 ) 

0.006  0.01 

Fig.12 (3) Comparison with experimental 
results of wave height change 
( i = 1/10 ) 
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the gentle slope beach than on the steep slope beach. The experimental results 
agreed qualitatively with this theoretical prediction. 

It was found theoretically- that the wave profile becomes asymmetric with 
decrease in the water depth and more asymmetric for the larger deep-water wave 
steepness and smaller beach slope. The experimental results confirmed the 
theoretical prediction on the effects of the water depth and the deep-water 
wave steepness. 

This study is the part of the authors' investigations on the finite 
amplitude waves and their shoaling during recent several years. The authors 
wish that the results of this study contribute to advance of investigations 
on these problems and practical applications. 
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CHAPTER 18 

SHOALING OF CNOIDAL WAVES 
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ABSTRACT 

An equation is derived which governs the propagation of a cnoidal 
wave train over a gently sloping bottom. The equation is solved numer- 
ically, the solution being tabulated in terms of fH (Eq. 47) as a func- 
tion of Ei = (Etr/pg) 

1/3/gT2 and hi = h/gT2.  Results are compared with 
sinusoidal wave theory.  Two numerical examples are included. 

0. INTRODUCTION 

Although discovered almost 80 years ago and having received increas- 
ing attention during the last 10 years cnoidal waves have still not 
achieved the position of a tool for engineers, which one would expect 
from the demand for a consistent and reasonably accurate long wave 
theory. 

One of the reasons is of course their complexity.  Unlike the sinus- 
oidal wave theory the velocity of propagation and thus the wave length 
depends on the wave height already in the lowest order of approximation 
and further the shape of the surface profile is characterised by the 
much more complicated elliptic function en. 

Another reason may be related to the fact that it has not hitherto 
been possible to determine how the main parameters such as wave height 
and wave length change if the wave propagates over a slowly varying 
bottom. 

The main object of this paper is to analyse this transformation pro- 
cess which for sinusoidal waves is usually termed "shoaling".  It is 
throughout assumed that the propagation is without refraction. 

It is well known, see e.g. [3], that on a horizontal bottom the first 
approximation of the cnoidal wave theory predicts the speed of wave 
propagation c as 

c= (gh)1/2 1 + H/mh (2 - m - 3 E(m)/K(m)) (1) 

where h is water depth, H wave height, E and K are complete elliptic 

365 
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integrals with m as parameter, m satisfies the equation 

H Lz/h3 16/3 m K(m): (2) 

where L is the wave length. 

Let us consider two-dimensional wave trains. The concept of shoal- 
ing is based on the assumption that for sufficiently gentle variations 
of the bottom, the reflexion is negligible and the local value of c is 
given by Eq. 1 with h the local depth. 

To define the local cnoidal wave uniquely under such conditions two 
magnitudes have to be specified in addition to the depth.  Therefore, 
to follow a wave as it propagates over the gently sloping bottom we 
must know the variation - or constancy - of two magnitudes.  These are 
the wave period T and the energy transport Etr, which together do de- 
fine the wave.  Both these magnitudes stay constant during the propaga- 
tion.  Thus 

L = c T (3) 

defines a wave length L locally in the same sense as c, and Eq. 2 yields 
a local value of m. 

1. ENERGY TRANSPORT 

To carry on the development the energy transport in a cnoidal wave 
must be expressed in terms of the main parameters H and L (or T).  We 
first determine the energy flux through a control section A, i.e. a 
section fixed in the x-direction (Fig. 1) . 

Fig. 1 Definition sketch 

Using the definitions in the figure, the energy flux through A is 

Ef =   pu{gy + p/p+-|-(u2 + v2)}dy 
J-h 

where p is the pressure. 

By introduction of the excess pressure p defined as 

p = p + pgy 

(4) 

(5) 

Eq. 4 can be rewritten 
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/•n 
3f =        pu{p+/p+y(u2+v2)}dy Ec = I  pu{pVp+f(u +v')> dy (6) 

-h 
In cnoidal waves the first approximation to the horizontal velocity u 
1S u = c n/h (7) 
The corresponding expression for p+ is 

P+ = pgn (8) 

(see e.g. [5]) and 1") is given by 

Tl = H  ^(l-E(m)/K(m)) -1 + cn2 [2 K (m) (|- ijrj | mj (9) 

where en is a Jacobian elliptic function, m its parameter. 

Since we are only interested in the leading term in the expression 
for Ef, the relative magnitude of the terms in Eq. 9 must be considered. 

The theory of cnoidal waves is based on the assumption that the di- 
mensionless Ursell-parameter OR founded on a characteristic horizontal 
length A is 

UR = H A7h3 = 0(1) (10) 

From this we obtain, by introducing the small parameter e = h/A that 

ri/h = 0(H/h) = 0(h2/A2) = 0(E2) (11) 

so that Eq. 7 yields 

- = 0(e2) (12) 
c 

Since in long waves v « u we need only consider the first two terms 
in Eq. 6.  By Eqs. 7 and 8 we have 

,2 and as c =0 (gh) we get 

£ 
n+   "In 

2      2 pu _ c n 

2p+  2gh2 
(13) 

^=0fa]=0(£
2) (14) 

P 
In other words, we may write 

m J-h 30 I 
Ef = I u p+dy+ 0(£2Ef) = pgn' c (15) 

fn since also   represents a small term. 
J0 

The energy transport E.  is defined in the same way as for Stokes 
waves, viz. as the transport per wave period 

E       =       E     dt  =   pgo       n2   dt (16) 
Jo Jo 

Introducing  for n Eq.   9  and noting  that 
/•2K 

en2  0  d9  =   (2/m)    (E - (l-m)K) (17) 
'0 
f2K 

en1* 6 dO = (2K/3m2) (3m2 - 5m + 2 + (4m - 2)E/K)        (18) 

the expression for E.  finally becomes 
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tr 
= p g H2L/mz [ j [3m2 - 5m + 2 + (4m - 2) |1 - fl - m - |] *      (19) 

(Eq. 17 may be obtained from e.g. [l] and Eq. 18 can be determined by 
suitable substitutions but is actually given in [4] directly.) 

2. THE "SHOALING EQUATION" 

Since the main parameters of the wave at each depth must satisfy 
Eqs. 1, 2 and 3 with h as local depth and since the wave period T and 
energy transport Etr stay constant during the propagation, the four 
equations governing the shoaling process can be written 

2- = 1 + £ A (20) 
gh      h 

U = 16/3 mK2 (21) 

L = c T (22) 

E  /pg = H2 L B  = H2 LB (23) 
tr      r r r 

where we for convenience have introduced the following definitions 

A = A(m) = 2/m- 1- 3E/(mK) (24) 

U = U(m) E HL2/h3 (25) 

B = B (m) = ^T ( J (3m2 - 5m + 2 + (4m - 2) |] - (l - m - |] ' (26) 

The variation of A is shown in Fig. 2..  The variation of B is shown 
in Fig. 3.  Numerical results for both A and B are given in Table 1. 
We see that B is a dimensionless measure for the energy transport.  In 
the formulas index r means "reference", indicating values corresponding 
to the water depth h  where the wave is initially specified. 

This is a system of four simultaneous transcendent equations.  The 
four unknowns are H, L, c, and m, all values corresponding to the water 
depth h, and to solve these equations means finding these wave data at 
the water depth h provided T and Etr are specified in some way by data 
at h  (say H and L or H and T) . 

However, it is obvious that only one parameter, i.e. m, appears in 
transcendental form in the equations, namely as the independent vari- 
able in the elliptic functions E and K. 

Thus in principle it is possible to reduce the four equations to one 
transcendental equation in m by eliminating the other three unknowns. 
As the manipulations are fairly trivial the result is presented directly 
as the following equation 

M fj (m) + N f2(m) =1 (27) 
where 

ME (H2 L B ) 2/3 
r r r 

N E M_1 h/gT2 
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Fig.   2     A  and  f     versus   U 
H 

Fig.   3     B  versus  U 



370 COASTAL ENGINEERING 

fl H - U"1/3 B"2/3 A (30) 

f2 = U1*73 B2/3 (31) 

A closer investigation of Eq. 21 would reveal the (well-known) fact 
that U is a monotonous function of m.  In the following we will choose 
to consider the problem in terms of U as independent variable.  By 
this change we bring in the main parameters H, L and h for the wave 
directly and at the same time avoid the inconveniencies caused by the 
singularity in the K(m)-function for m = 1.  Hence we may write 

M fx (U) + N f2(U) = 1 (32) 

where in Eqs. 30 and 31 A and B are to be regarded as functions of D. 

Eq. 32 may be called the "Shoaling Equation".  From the solution 0 
of this equation H, c and L can be determined by the original equations 
20 - 23. 

3. SOLUTION OF THE SHOALING EQUATION 

As mentioned above the wave may be specified at water depth h by, 
say, H and L.  Thus three lengths are necessary to define the problem. 
From this we conclude that the problem has two (independent) dimension- 
less parameters, a result verified by Eq. 32 which requires the two 
parameters M and N to be defined. 

The solution of Eq. 32 could of course be presented as a function of 
M and N.  However, it proves more useful to note that M and N can be 
expressed as 

where 

M = E2 h"2 (33) 

N = E72 h3 (34) *1 

(H2LrBr)1/3   (Etr/pg) 

g T2 gT2 

h 
g T2 

(35) 

(36) 

In the following Ej and hj will be used as parameters.  This has the 
advantage - among others - that for a wave of a given period and height 
at a certain depth Ei is independent of h, i.e. the shoaling process is 
represented by a variation of hi only.  Variations in Ei represent 
changes in the initial wave data. 

The shoaling equation has been solved numerically on a digital com- 
puter.  It appears that the equation has two roots.  One of them, how- 
ever, is readily shown to be false as it does not assume the value Ur 
when h is h .  Hence if this argument of "continuity" is included there 
is one root U for each set of parameters Ex and hj in the cnoidal region. 
For sufficiently large values of hi and small values of Ei (correspond- 
ing to the sinusoidal region) the negative values of A dominates and the 
shoaling equation has no roots.  The variation of U is shown in Fig. 4. 
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4. RELATION TO SINUSOIDAL WAVE THEORY 

The basic equations 20 - 23 show that the only way in which the ini- 
tial wave enters the data is through the wave period in Eq. 22 and the 
specification of the energy transport in Eq. 23. 

This means that in the case, where the initial wave is specified at 
a depth so great that sinusoidal wave theory must be applied instead 
of cnoidal, we instead of Eqs. 23 and 26 have to determine the energy 
transport from 

E. /pg = H2 L B (37) 
tr      r r r 

where we for B use the well-known expression 
r 2k h   i 

Br = l6 hsinh^h (38) 
v r rj 

k = 2TT/L being the wave number, 
r      r 

This result is of particular interest because it makes it possible 
at any water depth to compare the results of the two theories for a 
wave which is characterised by data at any other water depth including 
deep water.  For a closer discussion on this point the reader is re- 
ferred to section 7. 

Fig. 3 shows the variation of B according to Eq. 38.  Since the ab- 
scissa 0 does not specify the kh parameter uniquely the value of B in 
this plot depends on another parameter too, which is for convenience 
chosen as the deep water steepness H0/L0.  Comparison between the 
curves representing Eqs. 26 (cnoidal theory) and 38 (sinusoidal theory) 
shows that the amount of energy which according to the two theories is 
transported by a wave of a certain height and length varies in a very 
different way.  Thus we can expect considerable differences in the wave 
heights and wave lengths predicted for the same period and energy 
transport. 

Another important aspect appears by noting that the deep water wave 
length is 

L  = gT2/2TT (39) 

Hence the parameter hi may be rewritten 

hl = 2T t (40) 

and Ei as 
E, = (] 

r r r 

which by virtue of Eqs. 23 and 38 becomes 

(H2L B   )1/3/2TTL (41) 

Ei   =   (H2L  B  )1/3/2TTL      =   (2T7   fceT1    (H  /L  )2/3     (=  0.0632  <H0/LQ) ^)    (42) 
O O O O U  (J 

In other words, the parameters Ex and hi are proportional to h/LQ and 
(H /L )2/3, index  referring to deep water values. 
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TABLE  1 

-6 56 5 0 124 3 175 
-3 261 0 124 2 521 
-2 150 0 124 2 203 
-1 568 0 124 2 003 

-1 245 0 124 1 862 

-1 012 0 124 1 754 
-0 842 0 123 1 669 
-0 711 0 123 1 599 
-0 607 0 123 1 540 

-0 521 0 122 1 490 

-0 449 0 122 1 447 
-0 387 0 122 1 408 
-0 333 0 121 1 375 
-0 285 0 121 1 345 

-0 242 0 120 1 318 

-0 204 0 120 1 294 
-0 169 0 119 1 272 
-11 137 n 118 1 2 51 
-0 108 0 118 1 233 

-0 081 0 117 1 216 

-0 056 0 117 1 200 
-0 033 0 116 1 186 
-0 Oil 0 116 1 172 

0 009 0 115 1 160 

0.028     0.114     1.148 

55 
60 
65 
70 

0 
0 
0 
0 

072 
110 
144 
175 

0.113 
0.111 
0.110 
0.108 

1.122 
1.099 
1.080 
1.063 

75 0 202 0.107 1.048 

eo 
85 
90 
95 

0 
0 
0 
0 

227 
250 
271 
290 

0.106 
0.104 
0.103 
0.102 

1.035 
1.023 
1.012 
1.003 

100 0 308 0.100 0.994 

125 
150 
175 

0 
0 
0 

380 
434 
476 

0.095 
0.090 
0.085 

0.959 
0.935 
0.918 

200 0 510 0.082 0.904 

225 
250 
275 

0 
0 
0 

538 
561 
582 

0.078 
0.076 
0.073 

0.893 
0.884 
0.876 

300 0 600 0.071 0.870 

325 
350 
375 

0 
0 
0 

615 
629 
642 

0.068 
0.067 
0.065 

0.864 
0.859 
0.855 

425 0 663 0 062 0 847 
450 0 673 0 060 0 844 
475 0 682 0 059 0 841 

500 0 690 0 058 0 839 

550 0 704 0 055 0 834 
600 0 717 0 053 0 830 
650 0 728 0 052 0 826 
700 0 738 0 050 0 823 

750 0 747 0 049 0 820 

800 0 755 0 047 0 818 
850 0 762 0 046 0 81b 
900 0 769 0 045 0 813 
950 0 775 0 044 0 812 

1000 0 780 0 043 0 810 

2000 0 845 0 031 0 791 
3000 0 873 0 026 0 783 
4000 0 890 0 023 0 778 

5000 0 902 0 020 0 775 

6000 0 910 0 018 0 773 
7000 0 917 0 017 0 771 
8000 0 922 0 016 0 770 
9000 0 926 0 015 0 768 

0.653     0.063     0.851 0.930     0.014     0.767 

5. DETERMINATION OF WAVE HEIGHT H 

When the Shoaling Equation has been solved H can be found in several 
ways. 

The most natural way is to consider the expression Eq. 23 for the 
energy transport and eliminate L by means of Eq. 25.  We have 

(L/h)2 = U (H/h)"1 (43) 

Eq. 23 can be rewritten 

H       Hr   fLr] i/2 fL) " 1/2 f B "1 -1/2 
h   h [ h J   [h 

which after introduction of Eq. 43 becomes 

or 

(fj' 

where we have defined 

and 

H 
h (rtrttr 

H       \  fH   <°> 
Hr         h    fH    (Ur) 

d 

f„ (U)    =   U~1/3 B-2/3 

H 

-1/3 

(44) 

(45) 

(46) 

(47) 



374 COASTAL ENGINEERING 

U =  H l//h (48) r   r r r 

The relation between f„ and U is given in Table 1 and Fig. 2.  However, 
since f„ is a monotonous function of U, f„ has been tabulated directly 
as a function of Ej and hi in Table 2, which will facilitate the prac- 
tical applications.  Thus we can either determine U from Fig. 4 and fH 
from Table 1 or fH directly from Table 2. 

If the reference depth h where we initially have data for the wave 
train is infinite we must consider h0/fn<U0) instead of fjj(U0).  We see 
that 

h /f,(U ) = H1/3 L2/3 B2/3 (49) 
o H o    o  o  o 

so that Eq. 46 becomes (BQ being 1/16 according to Eq. 38) 

o        v oJ K oJ 

Eqs. 46 and 50 are of course only valid for a wave height H in the 
cnoidal region. 

H can also be determined by eliminating L and c from Eqs. 20, 22 and 25. 

Rewriting Eq. 20 as 

-£J =  
L' =JlL.£=1+!iA (si, 

gh   gT2h   gT2 H      h K     ' 

we see that when U and T are known and hence A, Eq. 51 represents an 
equation for H/h which can be rearranged into the following 

+ £-^2 = 0 (52) 
h  g T 2 

From this we obtain 

|= ((1 + 4 AhU/gT2)1/2- l)/2 A (53) 

However, for the true cnoidal wave H/h « 1 the first term in Eq. 52 
will be small, so that the exact calculation of H/h from Eq. 53 will be 
represented numerically by a small difference between two almost equal 
numbers.  Thus it can only be recommended using Eq. 53 if 4AhU/gT is 
larger than, say, unity. 

For 4AhU/gT2< 1 Eq. 52 can be solved by iteration.  We write 

, 2 

»i' 

h   g Tz    [h) 

and start with the approximation H/h ~ h U/g T which is used in the 
last term on the right hand side etc. 

The asymptotic behaviour of H for vanishing h can be derived from. 
Eq. 46.  If H/h is assumed small enough to avoid breaking, decreasing h 
means rapidly increasing U, whereby the elliptic parameter m approaches 
unity.  Hence Eq. 26 yields 

2 
B -*- — for U->-o° (55) 

3 K 

which substituted into Eq. 47 together with U from Eq. 21 yields 

£H(U) . [ILL2]"173   (Ap . |      for 0>. (56) 
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Thus for large values of U, f„ approaches the fixed value 3/4.  Substi- 
tuting into Eq. 46 we get 

— = const h-1      for U-+" (57) 
Ho 

This variation is illlustrated by the dotted curve in Fig. 3.  It shows 
that the wave height in very shallow water increases considerably 
faster with decreasing h than the variation as h-1/1* predicted by the 
classical linear long wave theory (see e.g. [6] §185).  For large val- 
ues of U each of the crests in the cnoidal wave train more and more re- 
sembles a solitary wave in profile.  Thus for large U the wave will 
show all the features of the solitary wave.  It is therefore relevant 
to recall that the same result was obtained directly for a solitary 
wave by Grimshaw [2]. 

Another of the solitary wave characteristics can be demonstrated if 
we consider the energy transport.  Substitute Eq. 55 for B and-j^-HL/h3 

for K (from Eqs. 21 and 25) into Eq. 23.  We then get 

Etr/pg = f H
3/2 h3/2 (58) 

which shows that the energy transport does not depend on the wave 
length L. 

Although in most practical cases this limit corresponds to H/h val- 
ues which are far in excess of any breaking point the tendency that the 
wave height grows faster than h- /   is felt even at moderate values of U 
(section 7). 

6. DETERMINATION OF WAVE LENGTH L 

The wave length is determined from Eqs. 20 and 22.  Once f„ or U are 
known the value of A can be obtained from Table 1 so that Eq. 20 gives 
c when H has been calculated, and then L is readily determined from Eq. 
22. 

Another method which is less accurate consists in using Eq. 25. 
When U and H/h are known this equation gives a value for L/h.  However, 
as in many cases U does not have to be determined very accurately for 
the purpose of getting accurate results for H by means of f„, this 
method cannot be recommended except as a guidance. 

If T is known the following method can also be used. 

Initial Wave Data Supplied as H and T 

A problem related to the determination of L arises if the initial 
wave data are in terms of wave height and wave period.  This will for 
example usually be the case when they originate from a wave recorder. 
In the cnoidal wave theory Lr cannot be determined explicitly from H 
and T, and neither can U , A or B . 

For this case Table 3 gives values of L/h as a function of H/h and 
TVg/h. The values in the table represent the solution of Eq. 52 with 
respect to U and determination of L/h by Eqs. 20 and 22. 
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TABLE 2(a) 

0.001 0.002 0.003 0.004  0.005  0.006 0.007 0.008 0.009  0.010  0.011 0.012 0.013 0.014  0.015 

.0020 

22 

120 
140 
160 
180 

220 
240 
260 
280 

320 
340 
360 
380 

450 
500 
550 
600 
650 

700 

750 
800 
850 
900 
950 

1.168  1.908  2.591  3.226     3.826 

0.929 1.363 1.835 . 
0.856 1.140 1.505 . 
0.822  1.023  1.313  : 

.283 

.866 

.619 
.212 
.917 

3.118 3.514 3.901 
2.546 2.871 3.188 
2.206   2.487   2.761 

.499 

.031 3.298     3.562   3.825 

0.802   0.954   1.188   1.452     1.716     1.973   2.224   2.470   2.711,    2.950     3.187   3.423   3.660   3.899 

0.789  0.909 1.101  1.331 1.569 
0.780   0.879 1.038  1.240 1.455 
0.774   0.856 0.990  1.168 1.364 
0.770   0.839 0.954  1.111 1.290 

1.802 2.031   2.255  2.475 2.693 
1.670 1.881  2.088   2.292 2.493 
1.563 1.759   1.953   2.144 2.332 
1.475 1.659   1.841   2.021 2.199 

2.910 3.126  3.342   3.561 3.790 
2.694 2.894   3.095  3.297 3.504 
2.520 2.707   2.895   3.085 3.278 
2.375 2.552   2.729   2.908 3.090 

0.826 0.926 

903 

1.065     1.229     1.401   1.575   1.747   1.917     2.086     2.253   2.421   2.589   2.759     2.932 

.027 

.995 

.969 
0.794   0.857   0.946 

0.815 
0.807   0.8 
0.800   0.870  i 

1.177 
1.133 
1.095 
1.062 

1.338 1.502 
1.284 1.439 
1.236 1.384 
1.195   1.335   : 

.666 1.828 

.595 1.750 

.533 1.681 

.477 1.620 

0.789  0.846  0.927     1.033     1.158  1.291   1.428  1.565     1.702 

0.785 0.836 0.911 
0.7-81 0.828 0.897 
0.778 0.821 0.884 
0.776   0.815   0.873 

0.987 
0.967 
0.950 

.125 1.252 1.383 1.515 

.096 1.216 1.342 1.470 

.069 1.184 1.305 1.428 

.046 1.155 1.271 1.390 

1.988 2.148   2.308 2.468 2.630 2.795 
1.903 2.056   2.209 2.363 2.518 2.676 
1.829 1.975   2.122 2.270 2.419 2.570 
1.762 1.903   2.045 2.187 2.330 2.477 

1.975 2.112 2.251 2.392 

.647 1.779   1.912 2.044 2.179 2.315 

.598 1.726   1.854 1.983 2.113 2.246 

.552 1.676   1.801 1.926 2.053 2.182 

.510 1.631   1.752 1.874 1.997 2.123 

0.773  0.810  0.863     0.935     1.025  1.128  1.240  1.355     1.472     1.589   1.707  1.826  1.946     2.068 

.769 0.799 0.843 
0.790 0.828 
0.784 0.816 
0.779 0.807 
0.775  0.799 

0.861 
0.846 
0.833 

0.980 1.071 1.172 
0.945 1.025 1.115 
0.918 0.987 1.069 
0.895 0.957 1.030 
0.877   0.931   0.997 

1.278 
1.213 
1.158 
1.111 
1.071 

1.387 
1.315 
1.253 
1.199 
1.153 

.497 1.607 

.418 1.523 

.350 1.450 

.291 1.385 

.719 

.629 

.550 

.481 

.832 

.736 

.652 

.579 
1.239   1.329   1.420   1.513      1.609 

0.772  0.793     0.823     0.862   0.910  0.969   1.037     1.112     1.193   1.278  1.366  1.455     1.546 

0.769 0.788 
0.784 
0.780 
0.777 
0.775 

0.815 
0.808 
0.802 
0.796 
0.792 

0.849 0.893   0.945 
0.839 0.877   0.925 
0.830 0.865   0.907 
0.822 0.854   0.893 
0.815 0.844   0.880 

1.007 
0.981 
0.959 
0.939 
0.922 

1.077 
1.045' 
1.018 
0.993 
0.972 

1.153 
1.116 
1.084 
1.055 
1.029 

1.233 
1.192 
1.155 
1.122 
1.09 2 

1.316 1.402 
1.272 1.354 
1.231 1.310 
1.194 1.270 
1.161   1.233 

0.777 
0.770 

0.792 
0.781 

.811   0.835 

.796   0.814 
.774   0.786   0.799 

0.769   0.778   0.789 

0.863 
0.835 
0.816 
0.803 

0.897 
0.860 
0.836 
0.818 

0.859 
0.837 

0.981 
0.924 
0.886 
0.858 

.031 1.088 

.964 1.008 

.916 0.951 

.883 0.911 

0.769 0.777 
0.772 
0.769 

0.786 
0.780 
0.776 
0.772 

0.769 

0.796 
0.7&9 
0.784 
0.779 

0.775 

0.772 
0.770 

0.809 
0.800 
0.793 
0.787 

0.823 
0.812 

0.840 0.859 
0.826 0.842 
0.815 0.828 
0.806 0.818 

0.772   0.776 
0.771 

fu +  0.750 

1.490 
1,439 
1,391 
1.348 
1.308 

0.772      0.788      0.809   0.836   0.868   0.907      0.953     1.006   1.065   1.130   1.199     1.271 

1.148 
1.058 
0.991 
0.943 

0.773   0.7.82   0.793     0.806     0.821   0.838   0.858  0.881     0.907 

0.860 
0.844 
0.831 

0.782 0.790 0.799 0.809 0.820 

0.778 0.785 0.793 0.802 0.812 
0.775 0.781 0.788 0.796 0.805 
0.772 0.778 0.784 0.791 0.799 
0.770 0.775 0.781 0.787 0.794 

0.768 0.773 0.778 0.783 0,790 

0.7 0.781 
0.775 
0.771 

f    as  a  function of Ei   and hi 
H 
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\hl 
El \ 

0.016   0.017 0.018   0.019 0.020 0.021   0.022   0.023   0.024 0.025 0.026   0.027   0.028  0.029 0.030 

.0002 

4 
6 
8 

.0010 

12 
14 
16 

3.716   3.940 
3.477   3.687 3.919 sinusoidal  region 

18 3.278   3.476 3.696 (no  roots ) 
.0020 3.112   3.298 3.507   3.820 

22 2.965   3.145 3.343   3.640 
24 2.839   3.011 3.201   3.486 
26 2.727   2.893 3.075   3.342 
28 2.627   2.787 2.962   3.220 

.0030 2.538  2.691 2.861   3.105 

32 2.457   2.605 2.770   3.003 
34 2.383   2.527 2.686   2.909 
36 2.315   2.455 2.610   2.823 
38 2.252   2.389 2.539   2.745 

.0040 2.194   2.327 2.473   2.672 

45 2.066   2.191 2.329   2.510 
50 1.958   2.076 2.205   2.372 
55 1.863   1.976 2.099   2.253 
60 1.781   1.888 2.005   2.148 
65 1.707  1.810 1.921   2.055 

.0070 1.641   1.739 1.845   1.971 

75 1.581   1.675 1,777   1.895 
80 1.526  1.617 1.715   1.826 
85 1.476   1.564 1.657   1.763 
90 1.429   1.514 1.604   1.705 1.863 
95 1.387  1.468 1.555   1.651 1.779 

.0100 1.347  1.426 1.509   1.601 1.716 

120 1.213   1.281 1.354   1.432 1.519 
140 1.112   1.170 1.232   1.299 1.372 1.456 
160 1.035   1.084 1.137   1.195 1.257 1.325  1.405 
180 0.979   1.019 1.063  1.112 1.165 1.222   1.287   1.363 

.0200 0.936  0.969 1.006   1.047 1.092 1.141   1.195   1.255   1.327 

220 0.904   0.932 0.962   0.996 1.034 1.076  1.121  1.172   1.229 1.297 
240 0.880   0.903 0.928   0.957 0.988 1.024   1.062   1.105   1.153 1.207 1.271 
260 0.861   0.880 0.902   0.926 0.952 0.982   1.015  1.052  1.092 1.137 1.188   1.249 
280 0.846   0.862 0.880   0.901 0.924 0.949   0.977   1.009   1.043 1.081 1.124   1.172   1.231 

.0300 0.833   0.847 0.863   0.881 0.901 0.922   0.947   0.973   1.003 1.036 1.072   1.113   1.159   1.214 

320 0.823   0.836 0.849   0.865 0.882 0.90X   0.922   0.945   0.970 0.999 1.030   1.064   1.103   1.147 1.200 
340 0.815   0.826 0.838   0.852 0.866 0.883   0.901   0.921   0.943 0.968 0.995   1.025   1.058   1.095 1.137 
360 0.808   0.818 0.828   0.840 0.854 0.868  0.884   0.902  0.921 0.943 0.966   0.992   1.021   1.052 1.088 
380 0.802   0.811 0.820   0.831 0.843 0.856   0.870   0.885  0.902 0.921 0.942   0.965   0.990   1.017 1.048 

.0400 0.797  0.805 0.813   0.823 0.833 0..845   0.858  0.872   0.887 0.903 0.922   0.942   0.964   0.988 1.015 

450 0.787   0.793 0.800   0.807 0.816 0.825   0.834   0.845  0.857 0.869 0.883   0.898  0.915   0.932 0.952 
500 0.780  0.785 0.790   0.796 0.803 0.810  0.818  0.826   0.836 0.846 0.856   0.868   0.881   0.895 0.910 
550 0.775   0.779 0.783  0.788 0.794 0.800   0.806   0.813  0.820 0.828 0.837   0.846   0.857   0.868 0.879 
600 0.771   0.774 0.778   0.782 0.787 0.792   0.797   0.803   0.809 0.815 0.823   0.830   0.839   0.848 0.857 
650 0.771 0.774   0.777 0.781 0.785   0.790   0.795  0.800 0.806 0.812   0.818  0.825  0.832 0.840 

.700 0.768 0.771   0.774 0.777 0.780   0.784   0.788  0.793 0.798 0.803   0.808   0.814   0.821 0.827 

750 0.768   0.771 0.773 0.776   0.780   0.783   0.787 0.791 0.796   0.801   0.806   0.811 0.817 
800 0.768 0.771 0.773  0.776   0.779   0.783 0.786 0.790   0.794   0.799   0.803 0.808 
850 0.768 0.771   0.773   0.776   0.779 0.782 0.786   0.789   0.793   0.797 0.802 
900 0.768   0.771   0.773   0.776 0.779 0.782   0.785  0.788   0.792 0.796 
950 0.769   0.771   0.773 0.776 0.778   0.781   0.784   0.788 0.791 

.1000 f    -+  0.750 0.769   0.771 0.773 0.776   0.778   0.781   0.784 0.787 

.1200 0.769   0.771   0.773 0.775 

f     as  a  function of Ei   and hi 
H 
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TABLE  3 

\.     H/h 
0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.60 0.70 0.80 

TviTH^x 
6.0 
7.0 5.8 6.1 6.4 
8.0 - - - - - - - - 6.9 6.9 7.0 7,1 7.2 7.3 7.6 7.8 8.1 
9.0 

10.0 - - - - - - 9.2 9.3 9.4 9.5 9.6 9.7 9.9 10.0 10.4 10.7 11.1 

11.0 - - - _ - 10.3 10.4 10.4 10.6 10.7 10.8 11.0 11.2 11.3 11.7 12.1 12.5 
12.0 _ - - - - 11.4 11.5 11.6 11.7 11.9 12.0 12.2 12.4 12.6 13.0 13.5 13.9 
13.0 - - - - - 12.5 12.6 12.7 12.9 13.0 13.2 13.4 13.7 13.9 14.4 14.8 15.3 
14.0 - - - - - 13.5 13.7 13.8 14.0 14.2 14.4 14.7 14.9 15,1 15.7 16.2 16.7 

15.0 - - - - 14,5 14.6 14.7 14.9 15.1 15.4 15.6 15.9 16.1 16.4 16.9 17.5 18.1 

16.0 - - _ - 15,5 15.7 15.8 16.0 16.3 16.5 16.8 17.1 17.4 17,6 18.2 18.8 19.4 
17.0 - - - 16.6 16.6 16.7 16.9 17.1 17.4 17.7 18.0 18.3 18.6 18.9 19.5 20.2 20.8 
18.0 - - - 17.6 17.6 17.8 18.0 18.2 18.5 18.8 19.1 19.5 19.8 20.1 20.8 21.5 22.1 
19.0 - - 18.6 18.6 18.6 18.8 19.0 19.3 19.6 20.0 20.3 20.7 21.0 21.4 22.1 22.8 23.5 

20.0 - - 19.6 19.7 19.7 19.9 20.1 20.4 20.8 21.1 21.5 21.9 22.2 22.6 23.4 24,1 24.9 

21.0 - - 20.7 20.7 20.7 20.9 21.2 21.5 21.9 22.3 22.7 23.1 23.4 23.8 24.6 25,4 26.2 
22.0 - - 21.7 21.7 21.7 22.0 22.3 22.6 23.0 23.4 23.8 24.2 24.7 25.1 25.9 26,7 27.6 
23.0 - 22.7 22.7 22.7 22.8 23.0 23.4 23.7 24.1 24.6 25.0 25.4 25.9 26.3 27.2 28.1 28.9 
24.0 - 23.7 23.7 23.7 23.8 24.1 24.4 24.8 25.3 25.7 26.2 26.6 27.1 27.5 28.5 29.4 30.3 

25.0 - 24.7 24.7 24.8 24.8 25.1 25.5 25.9 26.4 26.9 27.3 27.8 28.3 28.8 29.7 30.7 31.6 

26.0 - 25.7 25.7 25.8 25.8 26.2 26.6 27.0 27.5 28.0 28.5 29.0 29.5 30.0 31.0 32.0 33.0 
27.0 - 26.7 26.8 26.8 26.9 27.2 27.7 28.1 28.6 29.2 29.7 30.2 30.7 31.2 32.3 33.3 34.3 
28.0 - 27.7 27.8 27.8 27.9 28.3 28.7 29.2 29.8 30.3 30.8 31.4 31.9 32.5 33.6 34.6 35.7 
29.0 - 28.8 28.8 28.8 28.9 29.3 29.8 30.3 30.9 31.4 32.0 32.6 33.1 33.7 34.8 35.9 37.0 

30.0 - 29.8 29.8 29.9 29.9 30.4 30.9 31.4 32.0 32.6 33.2 33.8 34.4 34.9 36.1 37.2 38.4 

31.0 _ 30.8 30.8 30.9 31.0 31.4 32.0 32.5 33.1 33.7 34.3 35.0 35.6 36.2 37.4 38.5 39.7 
32.0 31.8 31.8 31.8 31.9 32.0 32.5 33.0 33.6 34,3 34.9 35.5 36.1 36.8 37.4 38.6 39.9 41.0 
33.0 32.8 32.8 33.9 32.9 33.0 33.5 34.1 34.7 35.4 36.0 36.7 37.3 38.0 38.6 39.9 41.2 42.4 
34.0 33.8 33.8 33.9 33.9 34.0 34.6 35.2 35.8 36.5 37.2 37.8 38.5 39.2 39.9 41.2 42.5 43.7 

35.0 34.8 34.8 34.9 35.0 35.1 35.6 36.3 36.9 37.6 38.3 39.0 39.7 40.4 41.1 42.4 43.8 45.1 

36.0 35.8 35.8 35.9 36.0 36.1 36.7 37.3 38.0 38.7 39.5 40.2 40.9 41.6 42.3 43.7 45.1 46.4 
37.0 36.8 36.8 35.9 37.0 37.1 37.7 38.4 39.1 39.9 40.6 41.3 42.1 42.8 43.5 45.0 46.4 47.8 
38.0 37.8 37.8 37.9 38.0 38.1 38.8 39.5 40.2 41.0 41.7 42.5 43.3 44.0 44.8 46.2 47.7 49.1 
39.0 38.8 38,9 38.9 39.0 39.2 39.9 40.6 41.3 42.1 42.9 43.6 44.4 45.2 46.0 47.5 49.0 50.5 

40.0 39.8 39.9 40.0 40.1 40.2 40.9 41.6 42.4 43.2 44.0 44,8 45.6 46.4 47.2 48.B 50.3 51.8 

L/h as a function of H/h and TVg/h 
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7. NUMERICAL COMPARISON BETWEEN SINUSOIDAL AND CNOIDAL WAVE THEORY 

As mentioned in section 4 it is possible to trace a wave train as it 
propagates from deep water into shallower water and determine the wave 
heights, lengths etc. according to both the sinusoidal as well as the 
cnoidal theory. 

Fig. 5 shows the variation of the wave height.  The abscissa is h/LQ 
so the values for the cnoidal theory split up into curves, one for each 
value of H /L .  The significant feature is that the cnoidal wave height 
grows faster with decreasing depth although at intermediate water depths 
its value is up to 10% less than that predicted by sinusoidal wave the- 
ory.  Waves with considerable deep water steepness (2-3%) will break at 
a depth where the cnoidal wave height is only slightly larger than that 
of sinusoidal waves.  Waves with small deep water steepness, however, 
such as swells pass to much smaller depth before they break and conse- 
quently a major part of their shoaling process is governed by the 
cnoidal theory.  For these waves the two theories will yield results 
for the wave height differing by factors of up to 2 

For the wave length L the opposite applies, as can be seen from Fig. 
6.  In sufficiently shallow water in particular, the length of swell 
type waves is almost independent of the water depth.  This is caused by 
the increase in H influencing c through the second term on the right 
hand side in Eq. 20. 

Fig. 5  H/H versus h/L for various H /L 
o o o o 
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L/L0  
, 

l^^          „ 
- H/h=0.78 

/"N SINUSOIDAL 

- .03                     \ —- 
- .02           ~- jC~ - 
n *i ~—  —y.(       "-^^" 
us                                                    .OK 

.005 ~~~~~^^^^^ H0'L0 
deep water values 

.003    ^~~—• 
.002            ' 5--" - 

.001        ~"Hi2^^ 
-   H0fL0=J005~ ^r-_£<""'*" • 

.001             ,           ,,,,.,   ,.01                  ,           ,        ,      , 1      !     1    1- 
h/L0" 

 1 1 1 1 1 J 1 1  

Fig. 6  L/L versus h/L for various H /L 
o o o o 

8. NUMERICAL EXAMPLES 

1.     Consider wave forecast predicting a deep water wave height HQ = 
3 m and a corresponding wave period T = 10 s. 

We want to determine the wave height and wave length at h = 5 m. 

We have directly 
LQ   = g/2TT-T

2= 156 m 

h/LQ = 5/156  = 0.032 

H0/LQ= 3/156  = 0.0192 

and by virtue of Eqs. 40 and 42 

Ei = 0.0632  0.01922 

hi = 0.032/21T 

Table 2 then yields 

0.00454 

0.0051 

f  = 0.910 

so that by virtue of Eq. 50 
H 
H 

H = 3.60 m 

We observe that since U = 190 (Table 1) we are within the cnoidal region. 
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If the sinusoidal wave theory is used we get 

-7- = 1.11  or  H = 3.33 m 
H 

i.e. 7.5% less. 

Prom H/H we get H/h as 

S. = — _° _° = 1.20 • 0.0192/0.032 = 0.72 
h  H„ L  h o o 

and since the other parameter of Table 3 is T\/g/h = 14 we get from that 
table L/h = 16.3. 

As was mentioned in section 6 L/h can also be determined by virtue 
of Eqs. 20 and 22.  Table 1 yields 

A = 0.50 
and Eqs. 20 and 22 

E-ITR^ 
~ =  14 v"l + 0.72 . 0.50 = 16.3 
h 

2.     Data from a wave recorder at h = 10 m show Hr = 1.20 m, T = 18 s. 

Looking for the wave height at h = 3.5 m we have 

Hr/hr  = 1.20/10    =0.12 

Table 3 yields directly Lr/hr = 17.7 so that Ur = H^/h
3 = 0.12 • 17.72 

T \/g/hr = 18 \/9.81/10 = 17. 

_/hr 
37.6 which is within the cnoidal region.  Table 1 supplies the values 
Br = 0.118 and fH(Ur) = 1.237. 

Hence (Eqs. 35 and 36) 

hj   =  h/gT2   =   3.5/9.81 • 182   =  0.00110 

Ej   =   (H2LrBr) >/3/gT2   = 

We then get from table 2 

so that Eq. 46 yields 

If sinusoidal theory is used we get, using wave tables [7] 

~ = •£- -p. = 1.565/1.229 = 1.27 
Hr  Ho Hr 

or 
H = 1.53 m 

i.e. 33% smaller wave height. 

=   (W 2/3 (Lr/hr'l/3 Br/3 ^^ 
-2 

•• 0.122/3-17.71/3-0.1181/3-17.8-2 = 0.00099 

f     =  0.818 
H 

H   _    10   . 0.818 = 

Hr       3.5     1.237 

H = 2.27 m 
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9. CONCLUSION 

A method has been developed by which the cnoidal wave theory can be 
used to calculate changes in wave height and wave length due to shoal- 
ing of waves. 

The basis is a calculation of the energy transport in cnoidal waves 
presented in section 1. 

It is shown that the problem has two independent parameters which 
are chosen as Ei = (Etr/pg) 

1/3/gT2 and hi = h/gT2 which define the pa- 
rameters in the shoaling equation (32).  The solution U of this equa- 
tion is shown in Fig. 4.  Numerical results for the function fH(U) 
(Eq. .47) which is used for determination of the wave height H (Eq. 46) 
are given in Table 2. 

The relation to sinusoidal wave theory is established.  Thus Ei and 
hi can be related to deep water wave data (Eqs. 40 and 42).  Hence it 
can be shown (sections 5 and 6) how wave height and wave length can be 
determined if sufficient data is specified for the wave either at a 
point in the region where the cnoidal theory is valid or at a point 
where sinusoidal theory applies, including deep water. 

Results for wave height and wave length predicted by the two theo- 
ries are compared in Figs. 5 and 6.  They show that in particular swell 
type wave motions will undergo a much more rapid increase in wave 
height according to the cnoidal wave theory. 

The limits of validity of theory have not been investigated. 

10. NOMENCLATURE 

c propagation velocity 

fl(U) function of U  (Eq. 30) 

f2(U) function of U  (Eq. 31) 

f dimensionless wave height factor  (Eq..47) 
H 

g acceleration of gravity 

h water depth 

hi parameter  (Eq. 36) 

k = 2TT/L wave number 

m elliptic parameter 

p pressure 

p excess pressure  (Eq. 5) 

t time 

u,v particel velocities  (Fig. 1) 

x,y rectangular coordinates  (Fig. 1) 

A function of m  (Eq. 24) 
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B function of m  (Eq. 26) 

E complete elliptic integral of second kind 

Ei parameter  (Eq. 35) 

E energy flux 

E energy transport per wave period 

H wave height 

K complete elliptic integral of first kind 

L wave length 

M,N parameters  (Eqs. 28 and 29) 

T wave period 

U parameter  (Eq. 25) 

UR Ursell-pararaeter  (Eq. 10) 

f| surface elevation  (Fig. 1) 

p specific density 

index   : reference i.e. initial wave data 
r 

index   : deep water data 
o 
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CHAPTER 19 

TRANSFORMATION OF WAVES PASSING A SUBMERGED BAR 

By 

2 
Pierce L. Chandler, Jr.1 and Robert M. Sorensen 

ABSTRACT 

This study investigates the transformation of nonbreaking waves that 

pass over a submerged longshore bar. An envelope for the occurrence of ^ 
transformation of nonbreaking waves is established and compared with exist- 
ing information. Power spectral analyses are made of both the incident and 
transformed waves to determine quantitatively the change in wave charac- 
teristics. The conclusion is made that the transformation process is a 
nonlinear phenomenon occurring over the bar, but, in the deeper water in 
the lee of the bar, a combination of linear wave forms results. 

INTRODUCTION 

Winter and hurricane weather conditions in the Gulf of Mexico produce 
waves of considerable height and steepness. As they reach the shore, these 
waves remove material from the beaches and deposit it some distance from the 
shoreline. Deposition of this eroded material soon creates longshore bars. 
The typical bar will have a cross section with the following properties:  a 
gently sloping face toward the sea, a rounded crest, and a steep slope down- 
ward into a trough in the lee of the crest. These bar formations are usually 
transient both in shape and in location. 

Water depths over these bar formations are often reduced to the point 

that waves passing over the bar begin to shoal and their steepness increases. 
Leeward of the bar, in the deeper water of the trough, the waves decrease 
in steepness and transmit shoreward the energy that was not reflected or 
expended in passage over the bar. Often the waves appearing in the lee of 
the bar have noticeably shorter period components superposed on the funda- 
mental wave form. 

1. Research Hydraulic Engineer, USAE Waterways Experiment Station, 
Vicksburg, Mississippi. 

2. Associate Professor, Division of Coastal and Ocean Engineering, 
Department of Civil Engineering, Texas A&M University, College Station, Texas. 
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The characteristics of these modified wave forms in the lee of the 
bar are of interest both in the area of structural design and in the study 
of beach processes. The object of the research described herein was to 
establish limits for the occurrence of modified wave forms and to 
quantitatively define some of the characteristics of these transformed 
waves in the lee of the bar. 

A REVIEW OF THE LITERATURE 

It was noted in studies of the passage of waves over submerged 
bars, breakwaters, and docks that transformation of waves occurs in the 
lee of the obstruction in certain instances. 

Mason and Keulegan (10) in 1944 investigated the profiles of waves 
passing over three different configurations of rectangular reefs.  Their 
study developed a criterion for the "regular" passage of waves over 
the reef—regular meaning without forming multiple crests.  Their criterion 
for regular transmission is given as 

ft viV'212cb 

where H.  and L.  are the incident wave height and length, respectively, 
and Ct  is the water depth over the reef. 

Horikawa and Wiegel (4) verified the criterion of Mason and Keulegan (10) 
for regular transmission in similar experiments conducted in 1959.  In addi- 
tion to these verifying tests, investigations were made in a channel contain- 
ing no bottom discontinuities. A wave filter was used in the generator 
end of the channel, and a wave absorber was utilized in the other end. 
Various wave characteristics and channel depths were investigated for possible 
multiple wave crest formation.  Some multiple crests did appear and their 
appearance agreed closely with a theoretically derived criterion for the 
limit applicability of the second order profile of the free surface developed 
by Miche (11) . 

Jolas (6) also studied the characteristics of wave encountering a sub- 
merged rectangular bar.  These studies were primarily for the determination 
of reflection and transmission coefficients and their comparison with theo- 
retical results. However, his analysis of wave profiles indicated the 
increasing formation of harmonics of the incident wave frequency as the depth 
over the bar to the incident wave length decreased. 

Williams (13) investigated wave transformation occurring over a sub- 
merged dock.  The waves on either side of the dock were "deepwater" waves 
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(water-depth-to^avelength ratio greater than 0.5) and the top of the dock 
was submerged less than twenty percent of the water depth. He showed that 

the nonlinear wave forms appearing over the dock reduce to a system of 
linear harmonic waves, the fundamental frequency of which is identical 

to that of the incident waves, in the deep water past the bar. 01 
note is his conclusion that the amplitudes of the harmonics are affected 

more by the dock length than the end conditions. 

At Texas ASM, McNair (8) in investigating the characteristics 

of monochromatic waves breaking over a representative submerged bar 
noted that the broken waves reformed into a complex wave form. Ap- 
plying power spectral analysis methods to his wave records, he found that 
the reformed wave had a fundamental period equal to the period of the 
incident waves.  In addition, energy was present at frequencies harmonic 
to the fundamental wave. He also noted that these complex waves resulted 
from steep waves that passed over the bar without breaking. 

In 1969, Byrne (2) studied the field occurrences of multiple wave 

formed in passage over a naturally occuring submerged bar.  He found 
that the number of waves appearing past the bar was double the number 
of waves encountering the bar.  The wave conditions for these occurrences 
were bar-depth-to-wavelength ratio (Cjj/Lj,) of 0.045 and wave-height-to- 
depth ratios (Hfe/C^) of 0.4 to 0.5. The ratio of bar depth to trough 
depth was approximately 0.6. 

Madsen and Mei (9) turned their attention to the transformation of 
a solitary wave over an uneven bottom both numerically and experimentally 
for height-to-depth ratios (H±/d)   of 0.1 to 0.2 and depth-to^wavelength 
(d/Lj) ratios of 0.03 to 0.05.  Of particular interest is their description 
of the nature of the transformation: when the wave, distorted by climbing 
a mild (1:20) slope, passes onto a following shelf, a hump of smaller 
height appears at the rear and gradually trails behind the main wave. 
Profiles are illustrated and a comparison with Byrne's (2) field observa- 
tions is made. Madsen and Mei (9) further note that some of the transformed 
waves may more closely resemble cnoidal or even possibly sinusoidal waves 
rather than solitary waves. 

Galvin (3) found that finite amplitude, periodic, sinusoidal waves 
generated in constant depth shallow water breakdown into two or more 
waves traveling at speeds dependent on their height. Galvin (3) calls 
these waves "solitons" after an analogous phenomenon in plasma physics. 
One of the more interesting characteristics of solitons occur when a 
larger wave temporarily decreases during the resulting interaction. This 
decrease in amplitude is explained by the acceleration and subsequent spread- 
ing of the larger soliton when its leading edge reaches the deeper water of 
the smaller soliton. After passing through the smaller wave, the larger 
wave regains its initial amplitude.  In Gavin's (3) stndy, the interaction 
ot solitons periodically reproduced the initial wave form if followed far 
enough down the wave tank. 
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He ran tests over a very wide range of depth-to-wave length (d/Li) and 

height-to-depth (H±/d) ratios to define areas of sollton appearance. The 

results of his definition of soliton production are shown in Fig. 5. As can 
be seen, varying numbers of solitons will be produced for a given d/h^  < 0.09 

and H±/d > 0.05. 

The attention of Galvin (3) is also applied to the previously cited 

works of Mason and Keulegan (10), Byrne (2), and Horlkawa and Wiegel (4) 
and it is shown that much of their work was in the area of soliton 

genration. 

THE LABORATORY STUDY 

A laboratory experiment was designed to investigate the characteristics 
of gravity water waves that had passed over a submerged longshore bar. 
A model simulating a longshore bar formation was installed in a two- 
dimensional wave channel of the Hydromechanics Laboratories of Texas 
A&M University. Monochromatic waves were generated toward the submerged 
bar. Time histories of the water surface were recorded both windward 
and leeward of the bar. Analysis of these recordings allowed comparison 
of the characteristics of the modified waves with the characteristics 
of the incident waves. 

The Model.—The model simulating the bar formation is the same as 
used by McNair (8). The profile of the model is shown in Fig. 1. 

The Flume.—The wave channel used in this study was a 2-ft wide by 
3-ft deep by 120-ft long flume equipped with a mechanical wave  generator 
(see Fig. 2).  The flume walls were of glass so that tests might be observed 
visually and photographically. A pendulum type wave generator was used 
to generate the incident waves. A wire mesh wave filter was utilized 
near the generator to attenuate the higher frequency wave (noise) present 
in the generated wave. At the opposite end of the flume, a semipermeable 
wave absorber was used to minimize reflection of the transformed waves 
back into the area of the bar. Prior to Installation of the bar, a variety 
of waves with periods and heights representing the range of this study 
were generated at the wave absorber. Reflection -measurements showed 
negligible reflection for the wave conditions investigated in this study. 

Measuring Equipment.—Water surface time histories were obtained 
through the use of an ultrasonic profiler. The choice of an ultrasonic 
profiler was dictated by its excellent linearity characteristics.  In opera- 
tion, the sonar transceiver "reads" the surface thirty times a second. 
The resulting signal was amplified and supplied to a strip chart recorder. 
A second transceiver was used to monitor the relative position of the bar. 
The profiler was securely mounted to a movable carriage fitted to rails on 

either side of the channel. The movable carriage allowed records to be 
taken at any point in the channel. 
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Measurement of depth and dynamic calibration of the recording system 
were accomplished through the use of point gages. 

Scope of the Study.—Waves of a range of periods (0.7 to 2.0 seconds) 
and heights (0.5 to 6.0 inches) were generated at the bar for several water 
depth (3.0 to 15.0 inches) over the bar.  To reduce the limits of this 
investigation, primarily those waves which are transformed without breaking 
in passage over the bar were considered. However, several breaking conditions 
as well as the condition of waves passing the bar relatively unaffected were 
utilized in the envelope study. 

It should be noted that a naturally occurring longshore bar is a steeper 
discontinuity in an already sloping beach. However, the effects of this 
beach slope are not accounted for in this study as the flume floor or repre- 
sentative ocean bottom was at a constant elevation.  In addition, the axis 
of the bar was perpendicular to the direction of wave advance, so refractive 
effects would not be present in the wave forms. 

EXPERIMENTAL PROCEDURE 

With the water in the flume completely stilled, the recorder was 
switched on long enough to record a still-water level. Next, the wave 
generator was started and the excitation within the tank was allowed to 
come to a steady state.  The recorder was switched on, and the profiler was 
slowly moved down the flume before the bar using a movable carriage. This 
procedure yielded a record for determining reflection coefficients and the 
height of the incident wave. These characteristics were determined using 
the envelope method of the linear wave theory.  The period of the wave was 
determined by by using a stopwatch and a revolution counter on the generator 
flywheel. Any transformation was observed either visually or by utilizing 
the profiler/recorder system. 

For the data necessary for power spectral density calculations, the 
above procedure was repeated. Once the incident wave height had been deter- 
mined the profiler was located at a point in the flume having that wave height. 
Varying lengths of record were then made. Leeward of the bar, the profiler 
was stopped in several places, and records were again run at these locations. 
No specific locations were used as in the case of the records before the bar, 
as preliminary runs without the bar had indicated negligible reflection 
from the permeable wave absorber for the range of wave periods considered. 
These leeward records were also used to check for any wave "setup" that 
might be present. 
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EXPERIMENTAL RESULTS 

The data obtained were in the form of strip chart records of the 
water-surface time-histories for locations before and after the bar. 
Samples of the wave profiles are shown in Fig. 3. 

The Transformation Envelope.—For a given period, depth of water, 
and incident wave height derived from the analysis of the incident wave 
record, various relations were calculated.  To eliminate problems of scale, 
only nondimensional relations were computed. Evidence of transformation 
was confirmed visually or by analysis of the leeward wave record. 

The nondimensional relations and information on transformation were 
plotted in various ways to determine any functional relationships and to 
develop an envelope for the occurrence of transformation.  The various 
plots showed that a wave-height-to-depth (H^/Cj,) ratio versus a depth-to- 
wavelength (Cj,/L.) ratio best defined a transformation envelope (see Fig. 4). 
This fact is in good agreement with Galvin (3). 

Incident wave characteristics were used rather than wave conditions 
over the bar for two reasons: Incident wave characteristics can be more 
easily measured in the prototype; and there is difficulty in determining 
wave characteristics over the crest of the bar if the transformation process 
has already begun. 

In Fig. 4, the demarcation between transformation and regular trans- 
mission for ("Cb/Lj) approximately equal to 0.13 is not very distinct. 
The magnitude of the secondary waves in this .region becomes so small as to 
be barely distinguishable.  Thus, this boundary should probably be labeled 
the limit of measurable transformation.  The same description should be 
applied to the boundary occurring for (H^/C^N of approximately 0.10. 

Power Spectral Analysis.—The digital program used to evaluate power 
spectra in this study is based on procedures detailed in Blacfcman and 
Tukey (1). Additional description of their method applied to ocean waves 
is contained in Kinsman (7) and Robinson et al. (12). 

In this study, a frequency bandwidth capable of evaluating third 
harmonics was used for maximum accuracy.  For a given test, a frequency 
increment for energy computation was chosen such that the frequency interval 
was about a tenth of the fundamental frequency.  This condtion allows very 
sharp definition of the energy peaks and their corresponding frequencies. 
Selection of the above values determined the sampling rate and the length of 
the record required. With this information, wave records from before and 
after the bar for nine different tests were digitized and supplied to the 
IBM 360/65 for analysis. 
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BREAKING 
LIMIT 

O.Ol 
0 0.2 o-4 

HEIGHT- TO- DEPTH     RATIO, Hj/d 

FIG. 5. - WAVE FORMS PRODUCED IN CONSTANT DEPTH 
BY A PERIODIC WAVE GENERATOR - AFTER GALVIN (3) 
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The digital program was verified using several combinations of sine 
waves. In each case, the output matched the input exactly. As a further 
check, the obtained power spectra of the incident wave was checked against 
the input conditions, again with excellent agreement for the nine tests 
used. 

The power spectra show the reformed waves are definitely harmonic in 
composition. The amount of energy present in the various harmonics are 
tabulated in Table 1. The ratio of the harmonic energy to that of the 
fundamental wave (E./E    ) is plotted in Fig. 6. Analysis of this energy 

transfer shows that the relative energy of the second harmonic increases 
with increasing (Hi/Cj)^ for a given ( C./L.) , and the relative energy de- 
creases with increasing f C^/^J)  for a given (H./C.} . 

The Transformed Wave.—The components of the transformed wave in the 
lee of the bar exhibit small-amplitude-theory characteristics of linear 
superposition and propagation velocities proportional to their respective 
periods. This lack of coupling between the various components was visually 
observed and was confirmed by the wave records. A typical series of wave 
profiles measured at foot increments leeward of the bar (Fig. 7) shows the 
phasing and superposition of the.transformed wave elements very graphically. 
Sighting horizontally along the crests or troughs indicates the effects of 
these properties. 

Fig. 8 shows the alteration of the incident wave as it passes over the 
bar.  This alteration agrees closely with experiments by Madsen and Mei (9) 
on the transformation of solitary waves encountering a sloping bottom. 

CONCLUSIONS 

The experimental results clearly defined an envelope for transfor- 
mation (Fig. 4). This envelope was determined using parameters involving 
incident wave characteristics and the depth over the bar. 

The envelope for transformation seems to be somewhat similar to that 
of soliton wave appearance in a flat channel defined by Galvin (3) and 
reproduced in Fig. 5. The one significant difference in the depth-to- 
wavelength limit for regular transmission of waves which seems to be 
significantly higher. This difference is probably accounted for by the 
presence of the bar formation. 

Although short period waves very close to the breaking limit were 
not analyzed spectrally because of difficulties previously explained in 
obtaining good profiles, the spectral analyses performed indicated that 
the secondary waves possed as much as six-tenths of the energy of the total 
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energy of the transformed wave. The power spectra also show that this 
secondary crest has a frequency twice that of the primary wave. 

Assuming that the depth-to-wavelength ratio in the channel before 
the bar precludes the formation of solitons, it is felt that the phenomenon 
of wave transformation is due to the generation of nonlinear wave forms in 
passage of the incident wave over the bar. In the deeper water in the 
lee of the bar, the nonlinear wave is altered into a sinusoidal form 
secondary to the main wave propagating with a speed proportional to its 
period as shown in Fig. 6. The actual alteration of the wave profile 
over the bar as shown in Fig. 7 agrees closely with enperiments by 
Madsen and Mei (9) on the transformation of solitary waves moving up a 
sloping bottom. 

This study has left many questions unanswered due to the limited 
scope of the experiments.  In addition, this effort has probably generated 
further questions. Williams' (13) conclusion that the length of the 
submerged object has the greatest effect on transformation would 
suggest that several different bar formations, including a vertical plate, 
should be investigated.  Further, power spectral analysis should be 
performed for a wide variety of conditions to determine functional 
relationships for the energies of the secondary waves. 
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NOTATIONS 

The following symbols axe used in this paper: 

C. = Water depth over the bar crest measured from still-water 

level. 

C__,T = Coefficient of reflection using small amplitude theory. 

C__Awq = Coefficient of transmission. 

d = Water depth in the flume measured from still-water level. 

E„ = Energy of fundamental harmonic of reformed wave. 
rl 

E.p = Energy of second harmonic of reformed wave.. 
12 

E« = Energy of third harmonic of reformed wave. 
*3 
E. = Total energy of harmonics. 

ET = Energy of incident wave. 

E. = Energy of incident wave using small amplitude theory 

= HJ/8 . 
E_ = Total energy of reformed wave. 

Hh = Wave height measured over the bar. 

H. = Incident wave height. 

L, = Wavelength over the bar. 

L. = Incident wavelength. 



TRANSFORMATION OVER BARS 403 

REFERENCES 

1. Blackman, E. B., and J. W. Tukey, The Measurement of Power 
Spectra, Dover Publications, Inc., New York, 1958. 

2. Byrne, R. J., "Field Occurrences of Induced Multiple Gravity 
Waves," Journal of Geophysical Research, Vol. 7k,  Wo. 10, 
May 15, 1959^ 

3. Galvin, C. J., "Finite-Amplitude, Shallow Water-Waves of 
Periodically Recurring Form," Paper presented at Longwave 
Symposium, University of Delaware, September 1970. 

k.    Horikawa, K., and R. L. Wiegel, "Secondary Wave Crests," 
University of California, Berkeley, Institute of Engineering 
Research Report, Series 89, Issue k,  February 1959- 

5. Ippen, A. T., Ed., Estuary and Coastline Hydrodynamics, McGraw- 
Hill Book Company, Inc., New York, 1966. 

6. Jolas, P., "Passage de la Houle sur un Seuil," La Houille 
Blanche, No. 2, Mars-Avril, i960, pp. 1U8-152. 

7. Kinsman, Blair, Wind Waves, Their Generation and Propagation on 
the Ocean Surface, Prentice-Hall, Inc., Englewood Cliffs, New 
Jersey, 1965 > Chapter 9- 

8. McNair, E. C, Jr., and R. M. Sorensen, "Characteristics of 
Waves Broken by a Longshore Bar," Proceedings of the Twelfth 
Coastal Engineering Conference, Vol. 1, Chapter 26, ASCE, 
New York, 1970. 

9. Madsen, 0. S., and C. C. Mei, "The Transformation of a Solitary 
Wave Over an Uneven Bottom," Journal of Fluid Mechanics, Vol. 
39, Part 1+, 1969, pp. 781-791. 

10. Mason, M. A., and G. H. Keulegan, "A Wave Method for Determin- 
ing Depths Over Bottom Discontinuities," Technical Memorandum 
No. 5) Beach Erosion Board, Corps of Engineers, Military In- 
telligence Division Office, Chief of Engineers, U. S. Army, 
May 19V+. 

11. Miche, M., "Mouvements ondulatories de la mer en profondeur 
constante ou decroissant," Annual des Ponts et Chausees, 
Tome 13k,  19M+. 



404 COASTAL ENGINEERING 

12. Robinson, E. J., H. R. Brannon, and G. W. Kattawar, "Storm Wave 
Characteristics," Society of Petroleum Engineers Journal, March 
1967, pp. 87-98. 

13. Williams, John A., "A Nonlinear Problem in Surface Water Waves," 
Dissertation presented to University of California, Berkeley, 
in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy, 196^. 



CHAPTER 20 

AIRY WAVE THEORY AND BREAKER HEIGHT PREDICTION 

Paul D. Komar and Michael K. Gaughan 

School of Oceanography 
Oregon State University 
Corvallis, Oregon 97331 

ABSTRACT 

Using a critical value for Yt> = H./ h. as a wave breaking 
criterion, where Hb and hb are respectively the wave breaker height 
and depth, applying Airy wave theory, and assuming conservation of the 
wave energy flux, one obtains 

1/5     2 2/5 
Hb = k g  (TH. ) 

relating Hb to the wave period T and to the deep-water wave height 
H^ . Three sets of laboratory data and one set of field data yield 
k = 0.39 for the dimensionless coefficient. 

The relationship, based on Airy wave theory and empirically 
fitted to the data, is much more successful in predicting wave breaker 
heights than is the commonly used equation of Munk, based on solitary 
wave theory. In addition, the relationship is applicable over the 
entire practical range of wave steepness values. 

INTRODUCTION 

Engineers and scientists interested in the nearshore region 
often find it necessary to calculate the expected breaker heights of 
a wave train from its deep-water characteristics. Wave forecast 
procedures, for example, yield estimates of the deep-water wave 
height, H„ , and period T . From these values it is desirable to 
estimate the heights of these waves when they arrive and break on a 
particular beach. 

The procedure that is commonly followed (CERC Tech. Report 
No. 4, 1966) is to utilize the theoretical equation 

405 
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H,   =  (1) 
b 3.3(H„/L„)1/3 

or its graphical equivalent, where He is the breaker height. This 
relationship, introduced by Munk (1949), is based on an evaluation of 
the breaker wave energy and celerity with the theoretical solitary 
wave equations of Boussinesq (1877). The application of the solitary 
wave was suggested by the obvious resemblance between the theoretically 
derived solitary wave profile and the observed profiles of oscillatory 
waves nearing the breaker zone. 

Several studies, such as those of Ippen and Kulin (1954) and 
Kishi and Saeki (1966), have demonstrated that when a solitary wave 
travels up an inclined slope, as it would in approaching a beach, the 
observed changes in amplitude, celerity, wave profile, etc., deviate 
markedly from the theoretical values determined from solitary wave 
theory. Such results, plus the usual doubt in applying solitary wave 
theory to periodic oscillatory waves, casts doubts on the foundations 
and applicability of equation (1). 

The purpose of this paper is to examine the applicability of 
linear Airy wave theory to evaluate wave breaker heights. Such an 
application is encouraged by the recent successes of Airy theory in 
examining longshore current generation (Bowen, 1969; Longuet-Higgins, 
1970). In addition, based on the fit of the wave theories to the 
free surface boundary conditions, Dean (1970) determined that Airy 
wave theory may be applicable to a wide range of near breaking 
conditions. 

Using Airy wave theory, a new relationship is deduced from 
which the breaker height Hb can be predicted from the deep-water 
wave parameters HM and T . As will be seen, the resulting 
relationship can predict with excellent success breaker heights that 
agree with those observed. 

THEORETICAL DEVELOPMENT 

In his derivation of equation (1), Munk (1949) made use of the 
conservation of energy flux 

( E Cn )b - ( E Cn )„ (2) 

where E is the wave energy and Cn is the wave group velocity, the 
rate at which the energy travels. This links the deep-water wave 
conditions (denoted by the subscript <• ) to the wave breaking parameters 
(denoted by the subscript b ). As written, equation (2) does not 
include the effects of refraction. Munk evaluated the deep-water 



BREAKER HEIGHT PREDICTION 407 

parameters with Airy wave theory and applied solitary theory to the 
breaking wave. In this paper, Airy wave theory will be used for both 
the deep-water and breaking wave conditions. The energy of the 
breaking wave then becomes 

1     2 lo\ Eb = — P g Hb (3) 
o 

where   p    is the density of water, and the celerity in shallow water 
is given by 

cb = Vg\ (4) 

where h. is the water depth at breaking. 
Munk (1949) made use of the substitution 

Yb = Hb / hb - 0-78 (5) 

for a breaking criterion. This value was determined theoretically 
by McCowan (1894) for solitary waves. Field measurements reported 
in Scripps Institution of Oceanography Wave Report 24 (1944) and 
again in Sverdrup and Munk (1946) confirm this value of YD for 
beaches with very low gradients. Several laboratory studies have 
demonstrated that Yb actually varies with the beach slope, 
increasing as the slope increases. Y. also varies somewhat with 
the deep-water wave steepness, H^, / L^ . In light of the poor 
showing of the solitary wave theory in studies such as those of Ippen 
and Kulin (1954) and Kishi and Saeki (1966) the success of Yb 

as a 

breaking criterion must be fortuitous and cannot be taken as an 
indication of the success of the solitary wave theory as implied by 
Munk (1949). 

Following Longuet-Higgins and Stewart (1964), Bowen et. al. 
(1968), Bowen (1969) and Longuet-Higgins (1970), we shall apply 
Y = H/h as a similarity criterion without reference to the solitary 
wave theory. Y^ = H^ / hb will be accepted as a breaking criterion 
and used in conjunction with the Airy wave theory. This is commonly 
done in practice in computer programs for wave refraction. 

Using Yb as a breaking criterion, applying Airy theory, and 
assuming conservation of the energy flux (equation 2), one obtains 
the relationship 

Hb 
STh 

4 T 

T H„ 
2 

2/5 

(6) 
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relating the breaker height H  to the wave period T (assumed 
constant) and the deep-water  wave height H . According to 
equation (6), if we plot H. against g /5 ( T H„2 )2'5 we should 
obtain a straight line whose slope is dependent upon the value of 
Y5 . Since Yb is known to vary with the beach slope, we might expect 
a separate straight line for each beach slope. However, the one-fifth 
power of Yb is involved so that the expected variations in Yb should 
not produce a very marked change in the line slope. A comparison 
with the data bears this out. 

DATA TESTS 

Three sets of extensive laboratory data and the one existent 
set of field data have been utilized to test the proposed relationship 
of equation (6). 

The wave flume measurements of Komar and Simmons, collected in 
1968, give a considerable range to the required wave parameters needed 
to test equation (6). This data, which has not been previously 
published, will be discussed fully in Gaughan (in prep). The technique 
of the study was very similar to that of the well-known study of 
Iverson (1951) and provided measurements of H, and T and values of 
W„   computed from the wave height measurements in the constant depth 
portion of the wave channel. The corresponding measured values of H 
and the computed values of the parameter g1/5 ( T H£ )2/5  are   b 

plotted in Figure 1. It is seen that there is a good linear relation- 
ship as predicted by equation (6), which yields 

Hb = 0.39 gi/5 ( T Wj  )2/5 (7) 

There is no apparent systematic dependence on the beach slope although 
the data extends over a range of slopes from 2 to 6 degrees. 

The line slope value 0.39 corresponds to a Yb = 1.42 in 
equation (6). This Yb value is higher than those actually measured 
by Komar and Simmons ( which ranged from 0.7 to 1.1 ). Apparently 
the line fitted to the data must empirically correct for the fact 
that Airy wave theory, when applied to the amplitude changes of a 
shoaling oscillatory wave near breaking, tends to give a predicted 
height lower than observed. 

In Figure 2 are plotted the laboratory measurements of Iverson 
(1951), generally considered to be the best available laboratory data. 
The straight line shown is the same as that of Figure 1 and given by 
equation (7), established by the data of Komar and Simmons. It is 
apparent that there is good agreement between the two sets of data in 
establishing equation (7). The trend of the Iverson data does 
demonstrate a systematic dependence on the beach face slope, the 
higher gradient giving a somewhat higher line slope. Such a dependence 
is expected from the observed changes in Yb with variations in the 
beach slope. Iverson found a much greater variation in Yb with beach 
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slope than did Komar and Simmons (see Gaughan, in prep) and this 
greater dependence is reflected in the plots of Figure 1 and 2. 

The laboratory data of Galvin (1969) are also utilized to test 
equation (6); the results are shown in Figure 3. The data does not 
follow quite as well the straight line based on the data of Komar and 
Simmons. The main difficulty here is that Galvin defined his breaker 
heights differently than did Iverson or myself, and so should 
systematically plot above the line. In addition, he calculated the 
deep-water wave heights directly from the paddle stroke rather than 
from wave measurements in the constant depth portion of the channel; 
this may account for the increased scatter in the data plot. No 
systematic dependence on the beach slope appears. 

The real test for the relationship of equation (6) comes in 
examining the available field data. The only field data of breaking 
waves suitable for such a test is that reported by Munk (1949). The 
data is referred to as Leica, Types 1 and 2. The Type 2 data 
represents waves which break behind a bar in water of increasing depth 
while the more normal breaking conditions are included in the Type 1 
data. Both sets of field data are plotted in Figure 4 along with the 
highly extrapolated straight line of equation (7) obtained from 
Figure 1. The degree of agreement between the trend of the data and 
the straight line is remarkable in view of the degree of extrapolation 
involved. To illustrate the extent of the extrapolation, the data of 
Komar and Simmons and the field data of Munk are plotted together on 
a log-log graph in Figure 5. 

Linear regression analysis of the above laboratory and field 
data yields the equation 

Hfa = 0.383 g
1'5 ( T Hj  )2'5  + 0.73 cm        (8) 

with a sampling correlation coefficient of r = 0.98. This remarkably 
high value of the correlation coefficient confirms our visual 
approval of the correlation. 

COMPARISON WITH SOLITARY WAVE THEORY 

By using the relationship L„ = g T2 / 2n between the deep-water 
wave length L^ and the period T , equation (7) can be modified to 
the dimensionless form 

0.56 
Hb / H. =   (9) 

( H. / L. )i/5 

which indicates that H • is a function of the deep-water wave steepness 
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HM / L . This relationship is similar to equation (1) obtained by 
Munk (T949) using solitary wave theory, the principal difference being 
that H«, / lm   is to the - 1/5 power rather than to the - 1/3 power. It 
is also very close to the empirical equation of Le Mehaute and Koh 
(1967) which gives H^ / L  to the - 1/4 power. 

Figure 6 is the welT-known graph of Hb / H^ versus H^ / L^ 
from Munk (1949) showing the line from solitary wave theory, 
equation (1), fitting the data best for low Hm / L„ values and a 
line at high wave slopes from regular Airy wave theory. Connecting 
the two, at intermediate values is an empirical line through the data. 
Superimposed on this graph is the line (solid) corresponding to 
equations (7) and (9). It is seen that this curve fits the data very 
well over the entire range of H„ / U, values, nearly lying atop the 
empirical curve of Munk. Because of this success over the entire 
range of wave slope values, equation (9) should be very useful for 
engineering design and field application. 

CONCLUSIONS 

Both the available laboratory and field data support the 
relationship in equation (7), derived from Airy wave theory and the 
use of Y5 = H. / hh as a breaking wave criterion. The relationship 
is successful over the entire practical range of wave steepness values 
and therefore is much more useful than the standard relationship 
derived from solitary wave theory by Munk (1949) which is limited 
only to small H„, / L^ values. The proposed relationship can also 
replace the empirical curve given by Munk for the intermediate range 
of wave slope values. 
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CHAPTER 21 

MAXIMUM BREAKER HEIGHT FOR DESIGN 

J. Richard Weggel 
Coastal Engineering Research Center 

Washington, D. C. 20016 

ABSTRACT 

A re-evaluation of previously published breaking wave data is used 
to develop a relationship for the maximum breaker height in terms 
of the depth in which the wave breaks, breaker steepness and the local 
beach slope. This relationship is used with the breaker travel dis- 
tance equation of Galvin (3)* to estimate the maximum breaker height 
to which a coastal structure might be subjected. In addition, the 
range of depths in which a wave of given height will break is found by 
examination of the upper bound of observed values of dD/HD  . An 
example problem is presented to illustrate the use of the general 
maximum breaker height design curves. 

INTRODUCTION 

Coastal structures such as groins, jetties and breakwaters are 
usually subjected to waves breaking directly against them. The 
range of breaker heights to which such a structure is subjected depends 
critically on the range of depths at the structure site with the 
largest breaker occurring for the greatest depth at the site.  It is 
necessary to determine this breaker height since it usually establishes 
the critical design condition for the structure. This maximum design 
breaker height, Hb, is a function of depth at the structure, ds, wave 
period, T, and the post-construction beach slope, m, on which the 
structure is situated. The relationship between the above variables 
and breaker height must be based on empirical data since it is not 
at present possible to adequately describe breaking waves in mathe- 
matical terms. This paper presents a re-evaluation of some previously 
published breaker data in order to establish this maximum breaker height 
and to present the results in a form easily applied to engineering 
design calculations. 

BREAKING WAVES IN SHALLOW WATER 

In relatively deep water (d/I, > 0.5) wave breaking is initiated 
when the wave steepness becomes greater than some limiting value. 
Michell (11) found that theoretically this limiting steepness is given 
by, 

(4 } =   &  = OJ4Z « 4 L > limiting      Lb ' (1) 

For a finite amplitude wave in deep water having the above limiting 

i 
*Numbers in parentheses correspond with references listed in Appendix I. 
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steepness, the wave length, as a function of wave period, is given 
approximately by, 

Lb -   12 if 
* 2ir (2) 

and consequently breaking occurs when 

f* =   °*>75 (3) 
As a wave moves into shoaling water the local water depth also influ- 
ences the initiation of breaking.  Miche (10) found theoretically 
that this dependence on depth could be approximated quite well by, 

Jp  = o.142 tQnh m^) 

For small values of dD/Lb  , tanh (£"~P) approaches  ..„ ", and equation 
4 reduces to Lb Lb 

Hb= o.e>9db (5) 

McCowan (9), using a solitary wave theory analysis, found that the 
breaker height in shallow water is given by 

Hb ~0.78db (6) 

Experimental studies by Collins and Wier (1), Galvin (2, 3) and 
Iversen (5, 6) have shown that the ratio Hb/dD also depends on the 
beach slope in shallow water.  For plunging breakers, Galvin (2) found 

i&= -L (7) 
db       fib 

U) 

with Bb=0.92 for m 20.07 and Bb=l.40-6.85m for m < 0.07 where 
m is the beach slope (tangent of the angle the beach makes with the 
horizontal). Collins and Weir (1) give 

ik - 0.72 +5.6m 
db 

for the relationship between Hb/db and beach slope. 
The present analysis takes into consideration the dependence of 

Hb/db   °n wave steepness in addition to its dependence on beach slope. 
DATA ANALYSIS 

In order to arrive at an expression for Hb/db in terms of beach 
slope, m, and the wave steepness parameter, Hb/T2  , the data 
presented by Iversen (6), Galvin (2), Jen and Lin (8), Weggel and 
Maxwell (13) and Reid and Bretschneider (12) have been used.  These 
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data are shown on Figure 1 along with McCowan's equation based on 
solitary wave theory (equation 6), Michell's limiting steepness in 
deep water (equation 1) and Miche's transition equation (equation 4). 
In spite of the considerable amount of scatter in the data shown on 
the figure, a general trend of decreasing Hb/db  with increasing 
Hb/T2  for each beach slope is apparent.  An increase in H^/db 
with increasing beach slope for a given steepness is also in evidence. 
Thus a given deepwater wave will have a higher Hb/db on a steep beach 
than it will have on a flat beach. 

A series of straight line envelope curves were constructed 
to the data so that they would be tangent to Miche's transition curve 
at the higher values of Hb/T2  .  Consequently, the form of the 
relationship between Hb/db and Hb/T2  is taken to be 

& = bLmJ-almjtk (9) 

where b[m] and a[m] are functions of beach slope.  The function, b[m] 
is the value of Hb/db  when Hb/T*' equals zero and -a[m] is the 
slope of the envelope curve.  Values of l/b[m] and a[m] found from 
the empirical envelope curves are shown on Figure 2. Two sets of data 
for l/b[m] and -a[m] are shown for each function; one set (solid 
circles and squares) is based on an envelope curve over all the 
data for the given slope while the second set (open circles and 
squares) is based on an envelope curve to the data with the highest 
data point omitted.  Approximating equations for l/b[m] and a[m] are 
also given on Figure 2.  The forms of the approximating functions were 
chosen because of their asymptotic behavior for flat and steep 
slopes.  As the beach slope approaches zero, b[m] approaches 0.78 
(l/b[m] -+1/0.78 = 1.28) and a[m] approaches zero so that Hb/db 
is independent of  Hj,/T2  and equals McCowan's value of 0.78. 
As the slope approaches infinity (a vertical wall), the assumed upper 
limit on Hb/db was taken as twice the theoretical value of 0.78 
or 1.56; consequently, the limiting value of l/b[m] is 1/1.56 or 
0.64.  The equations for a[m] and b[m] are shown on Figure 2 and are 
given by, 

a[m] =/. 36 (1.0-e    )       (sec2/ft) 
(10) 

and 

1.0 b[m] = 
O.&4-0.O+ e~'9Sm) (ii) 

Straight line envelope curves based on equations 9, 10 and 11 are 
shown on Figure 1 for beach slopes of 1:», 1:50, 1:20, 1:10, and 1:0. 
The relationship in terms of db/Hb   as a function of m and H^/T2 

is shown on Figure 3 along with an upper envelope to db/Hb 
defined by the data (corresponding to the lower Hb/db envelope 
on Figure 1). 

For flat slopes, a transition may be defined by the intersec- 
tions of the sheath of curves defined by equations 9, 10 and 11. 
This is obtained by solving for the intersections of equation 9 
and the equation, 
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^ = b[m+dm]~ Q[m+dm2 ^ (12) 

This empirical transition is given in parametric form by, 

(13a) 

and 

Hb =   rdbDriiVdm    \ 
Tz     I   dm JLdQLmlJ (13b) 

for 0 < m 5 0.105.  The transition given by equation 13 is defined for 
0.30 < Hb/T

2  < 0.875.  Evaluating the derivatives in equation 13 
gives, 

-asm -11.5m -zom -3fm 
Hb _ /56-/.6g     + 4.12€      -f.Ge      f B.f6€ 
db (10 +e~,,}Sm)* C14a) 

and 
-o.Sm 

T
2
     (i.o * e~nSm)z ^14b) 

for the transition.  Equation 14b also gives the largest value of Hb/T2 
for which equation 9 should be used.  For values of HD/T

2   greater 
than this maximum value, the value of m which satisfies equation 14b 
for the given Hb/T2  should be used in equation 14a to determine Hb/db. 
Alternatively, equation 4 could be used. 

MAXIMUM DESIGN BREAKER HEIGHT 

The maximum breaker height that actually strikes a coastal 
structure can be somewhat higher than the value obtained by simply 
substituting the depth at the structure toe into equation 9.  The 
breaker height data analyzed pertain to the point where breaking is 
initiated; consequently if breaking is initiated some distance 
seaward of the structure and the wave travels to the structure during 
the breaking process a larger breaker than that predicted by equation 9 
will strike the structure.  If the depth at the toe of the structure 
is denoted by ds, geometrical considerations give a relationship 
between ds and the critical breaking depth, db, which results in the 
maximum breaker height.  This relationship is given by, 

ds=db~mxb ds) 

where m is the beach slope and Xb  is the distance traveled by the 
wave during breaking.  If Hb is used to make equation 15 dimensionless, 
equation 16 results; 

ds _  db _rr. Xb 
7Z ~ TTb   

mJTb ^ 
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Galvin (2, 3) investigated the distance traveled by plunging breakers 
and found, 

Wb  ~ <-°-**Sm (17) 

Strictly, equation 17 should be applied only to plunging breakers; 
however, in the absence of breaker travel data for other breaker 
types, it will be assumed generally applicable. Combining equations 
9, 10, 11, 15 and 16 results in a quadratic equation for HD/ds in 
terms of m and ds/T

2.  The dimensionless variables H^/ds and 
ds/T are selected here because m, ds and T are usually known at the 
outset of a design problem; hence, the unknown H^ can be found 
from known variables.  The expression for Hb/ds is given by, 

where a and b are given by equations 10 and 11. For ease of applica- 
tion equation 18 is presented in graphical form on Figure 4 for 
several specific beach slopes. 

ILLUSTRATIVE EXAMPLE 

Figure 4 may be used to obtain an estimate of the maximum 
breaker height a coastal structure could experience.  For example, 
given a structure sited in water having a maximum design depth, ds = 20 ft, 
and fronted by a beach having a slope of 1:20 (m = 0.050), determine 
the maximum breaker height for a  10 second design wave period. 
Calculate ds/T2 = 20/(10)2 =0.20 and enter Figure 4 to the curve for 
m = 0.050 and read HD/ds = 0.83.  Therefore Hb = 0.83 ds or Hj, = 16.6 ft. 
Breakers larger than 16.6 feet will break farther offshore from the 
structure and will have dissipated a sizable amount of their energy 
before reaching the structure. While smaller breakers may strike 
the structure, they will not establish a critical design condition. 
Thus the bathymetry in front of a structure can be thought of as a 
filter for the wave spectrum causing larger waves to break farther 
offshore and permitting only breakers with heights less than or equal 
to the maximum breaker height to reach the structure.  Figure 3 
(or equations 9, 10, and 11) may now be used to establish the critical 
depth in which breaking is initiated.  Calculate Hb/T2 = 16.6/(10)2 = 
0.166 and enter the figure using the curve for m = 0.050. Read 
db/Hb = 0.64; hence, db = 0.64 Hb = 0.64 (16.6) = 10.6 ft.  The 
breaking depth for the given breaker height can be bracketed by using 
the upper envelope (dashed) curve to ail the breaker data shown on 
Figure 3.  For the given wave steepness Hb/T2 = 0.166, the upper 
limit for db/Hb is 1.55 and therefore {db}max 

= 25.7 ft with the 
critical breaking depth being db = 10.6 ft. 

In order to establish the deepwater wave height that results 
in the maximum breaker height, refraction data for the site and the 
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Hb 
ds 

0.3    0.4 

ds/T2 (ff./sec2) 

Figure 4. Dimensionless Maximum Breaker Height, Hb/ds, vs. 
Depth at Structure, ds/T

2. 
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breaker height index, Hb/H0', is required. Figure 5, which presents 
the breaker height indices of Goda (4) in a modified form, can be used 
to find the desired deepwater wave height.  If, for example, the refrac- 
tion coefficient for waves having a period of 10 seconds approaching 
from a given direction is Kr = H0'/H0 = Q.95, where H0' is the unrefracted 
deep water height and H0 is the actual deep water height, enter Figure 5 
with the calculated H^/T2 = 0.166 and from the curve for m = 0.020 
read H^AV = 1.12.  Then, H0' = Hb/1.12 = 16.6/1.12 = 14.8 ft and H0 = 
Ho'/Kr = 14.8/0.95 = 15.6. Consequently a 15.6 ft deepwater wave 
with T = 10 sec. approaching from the given direction will result in 
the maximum breaker height on the structure. 

If the slope fronting the structure is irregular an average 
slope between the depth at the toe of the structure and the depth 
at breaking should be used in equations 16 and 17 and the slope seaward 
of db used in equations 9, 10 and 11. Equation 18 and Figure 4 were 
derived by assuming that a constant beach slope extends some distance 
seaward of the structure; that is, the slope on which the wave breaks 
is identical to the slope used in equation 16.  This assumption is 
not valid for the case of a varying beach slope, hence the appropri- 
ate slopes should be used with the equations to establish the upper 
limit on breaker height. 

DISCUSSION AND CONCLUSIONS 

The applicability and validity of the methods presented here are 
limited by the experimental conditions under which the data were 
obtained.  With the exception of a few of the data points shown on 
Figure 1, the data were obtained in laboratory wave tanks and are subject 
to the scale effects and reflections often inherent in such facilities. 
In addition, the studies were conducted on impermeable, smooth, uniform, 
unobstructed slopes with monochromatic waves.  The effects of interaction 
between waves of different heights and periods were not present. 
Also the effects of reflections from structures on the slope were 
not considered.  Jackson (7) presents some data on a rubble structure's 
influence on breaking conditions on a 1 on 10 beach slope. Figure 6 
gives a comparison of Jackson's data with the data of Iversen (6) and 
Galvin (2) for the 1:10 slope.  The equations of Galvin (2) and Miche(lO) 
are also shown on Figure 6 along with an equation based on the present 
analysis and Airy wave theory (solid line). 

The method proposed here for estimating maximum breaker height 
is believed reasonably conservative.  For beach slopes steeper than 
1:10, additional verification is recommended and additional research 
on the effects of reflecting structures on breaker conditions is 
indicated. 
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APPENDIX  II - NOTATION 

The following symbols are used in this paper; 

a[m] = slope of Hb/dj-, vs Hb/T2 line, a function of beach slope. 

b[ra] = value of Hfo/db for H5/T2 = 0, a function of beach slope, 

d = depth. 

db = depth at which breaking is initiated. 

ds = depth at the toe of a structure. 

g = gravitational acceleration. 

H = wave height 

Hb = wave height at breaking (breaker height) 

Ho' = unrefracted deepwater wave height 

m = beach slope. 

L = wave length. 

Lb = wave length at breaking. 

Lo = wave length in deep water 

T = wave period. 

Xb = distance traveled by a plunging wave during breaking 

8b = ratio of dD to %, a function of beach slope. 



CHAPTER 22 

THE ROLE OF SURFACE TENSION IN BREAKING WAVES 

Robert L. Miller 

Professor, Department of Geophysics 
University of Chicago 

Abstract. 
Breaking criteria in the vicinity of the crest, such as limit crest angle and 

limit form, and larger dimensions such as limit height (H/L) and breaker height 
(Hb/db)» are found experimentally to be significantly affected by change in surface 
tension. A number of wave types were examined, including periodic waves, solitary 
waves, and standing waves, over both constant depth and uniform slopes. Variations 
in natural waters in some cases were found to be of equivalent magnitude to those 
induced for the experiments.  The conclusion is drawn that surface tension should be 
taken into account in development of a satisfactory theory of breakers.  It is also 
an important factor in experimental studies, particularly engineering model studies 
involving breaking waves. 

Introduction. 
Experimental studies made several years ago, of run-up and transitions in bores 

brought out an interesting sequence of events during the breaking process.  The first 
definite breaking at the crest was preceeded by a surface pattern of ridges or streaks 
normal to the crest, on the bacK side of the wave. These later coalesced, to form a 
pattern of cell-like indentations.  Following this, the surface ruptured just at the 
crest and the wave broke. Miller 1968a and also Witting 1964. 

It thus appeared that the breaking process in its earliest stages, may be a 
surface phenomenon, at the least in part. Accordingly, a preliminary series of experi- 
ments, Miller 1968b, were made with undular bores first at normal surface tension; and 
then repeated with the surface tension reduced by adding a detergent.  Figure 1_ gives 
a summary of the results.  The ordinate represents the distance down-channel at which 
initial breaking of the lead undulation occurs, as it progresses over a flat bottom. 
D is the distance down-channel from the generating piston and d is the undisturbed 
water depth.  The abscissa is in units of crest velocity converted in a second scale 
to Froude numbers.  For a given Froude number, comparison is made of D/^ for surface 
tension at a "normal" 73 dynes/cm vs surface tension reduced to 39 dynes/cm; 

Froude no. at D/^ 
initial breaking       T73       *59 

1.256 (not breaking) 11.0 
1.261 (not breaking) 14.75 
1.267 9.75       9.50 
1.271 5.0        4.5 
1.278 12.3 10.4 

Several conclusions were drawn.  1)  For a given Froude number, the normal surface 
tension wave remains stable for a greater distance down-channel.  2)  Breaking is 
observed for lower Froude numbers at surface tension T39 than at normal surface ten- 
sion T73.  These results indicated that a more general study should be made. 

Accordingly, a survey of the published literature was made, with respect to limit 
form, and breaking criteria in the vicinity of the crest.  In addition, a search was 
made for papers on  the role of surface tension at the crest particularly with respect 
to breaking waves.  Table 1 gives a summary of the limit form and breaking criteria at 
the crest.  The summary is not intended to be a complete reference list,  but hopefully 
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does include a reasonably complete list of breaking criteria and limit form, in the 
vicinity of the crest.  Thus, breaker classifications such as that of Miller and 
Zeigler, 1964 and Galvin 1968, are not considered, in this study. 

Experimental procedure. 
Several wave types exhibit a cusped profile, prior to breaking.  In the vicinity 

of the crest, however, the profile limbs are approximately straight as shown in Figure 2_, 
except at the apex, where the radius of curvature R, becomes an important consideration. 
Pressure difference across the air-water interface may be expressed as AP = 2T/R where 
T is the surface tension and R is the radius of curvature.  The highest pressure is on 
the concave side of the interface. 

For progressive waves, a is defined as the angle the front face makes with the 
vertical line to the apex. 3 is the angle formed by the trailing face of the wave. 
As in Figure 2_, a + 3 = the crest angle, and symmetry is expressed by comparison of 
a with 3, 

A primary aim of the study is to assess the effect of surface tension on crest 
angle, on symmetry, and where appropriate, on larger scale breaker characteristics as 
secondary effects.  The experimental plan is to measure the above properties for surface 
tension normal, and reduced to several lower values. 

A number of additives intended to reduce surface tension were tried. The most satis- 
factory of these were Triton X-45 and Triton CF32.  It was determined that a solution 
of 0.01% reduces surface tension of pure water from normal 72 dynes/cm at 20°C to about 
half at 36 dynes/cm. An anti-foaming agent, G. E. AF-60, was also added at a strength 
of about 25 parts/million. 

Test for change in viscosity indicated a drop of about 2%  when the surface tension 
was reduced to 35 dynes/cm using the above solution. The surface tension gradient, sur- 
face to bottom, was checked by withdrawing fluid at various levels, taking care to 
withdraw slowly thru glass pipette to insure a local sample. The results showed a slow 
decrease at the surface, indicating a concentration of the Triton at the surface with 
time. However, when the fluid was thoroughly mixed by agitation,  the surface tension 
remained essentially constant throughout the tank for a period of several hours. It is 
well known that surface films which tend to increase surface tension will form on open 
water with time, even in the cleanest of laboratories.  It was necessary in this study 
to insure the absence of surface films, and the absence of surface concentration of the 
detergent. Thus, a procedure was established whereby the tank was drained and refilled 
with fresh water, before each set of experiments. The Triton plus AF-60 was then 
immediately added in the desired proportion and thoroughly mixed with the tank water, 
followed by a check of the resulting surface tension on the ring tensiometer.  The tank 
was again agitated by running the wave generator. Elapsed time for the above procedure 
after the tank is refilled, is about 20 minutes. Experiments were then run immediately. 
I feel that the surface film and surface concentration of detergent were eliminated 
satisfactorily. 

Several methods were tried for measuring surface tension.  It was found that the 
ring tensiometer method was most satisfactory in terms of repeatability, ease of oper- 
ation, and time required to obtain a measurement.  It was, however, necessary to establish 
a careful procedure including cleaning the ring by flaming and rinsing after each 
measurement. Calibration of the ring tensiometer was checked repeatedly against standards 
during the course of this study. 

Most of the experiments were conducted in a wave tank approximately 90 feet long. 
The waves were of the order of L - 2,25 ft. and H =* 0.20 ft. for the progressive waves 
and H - 0.30 ft. for the solitary wave and undular bore. The standing wave experiments 
were conducted in a small aquarium sized tank with waves of the order of L = 35 cm. 
in an undisturbed depth of - 18 cm. 

Attempts to measure crest angles from oscillograph records proved arduous and in- 
accurate. The following method proved satisfactory. 16 mm motion picture films were 
taken through a reference grid on the glass wall of the tank, at 64 frames/sec. 
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WAVE ADVANCE 
 • 

Figure 2 Detail of Crest Angle and Symmetry. 

REFORMING 
ft SUBSIDING 

SURFACE 
BURSTS 

SHARPEST 
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LIMIT ANGLE 

0     2 
SCALE   i   •  7 mm. 

Figure 3 Breaking and Reforming Sequence. Standing Wave, 
at 64 Frames/Sec, Motion Picture Sequence. The 
Possibility of Calculating Bursting Pressure is 
Suggested. 
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A "stop-action" projector was utilized against a white background wall to locate a 
satisfactory breaking sequence and then the film was advanced one frame at a time 
to obtain the maximum unbroken profile.  By projecting upon a smooth white surface 
at a suitable distance, sufficient image enlargement was acquired to aid in accurate 
measurements. Sharp contrast in the color film was gained by using rhodamine dye in 
the water.  Tests indicated that the slight addition of rhodamine dye did not affect 
either the surface tension or viscosity.  Larger scale dimensions of the waves were 
measured in the same way. 

Experimental results. 
A summary of experimental results is given in table 2.  Several of the notable 

results are indicated in the following discussion. 
1) Limit crest angle 

It seems clear that the limit crest angle of 120° is significantly exceeded 
when surface tension is reduced, for progressive periodic waves in deep water 
or over constant depth bottom.  This latter case also includes solitary waves 
and the lead undulation in the undular bore. A similar conclusion is drawn for 
the 90° limit crest angle for standing waves, including clapotis. 

The limit crest angle concept, does not appear to apply at all to waves 
shoaling on a plane beach, dispite statements to the contrary, i.e. Kinsman 1965 
p. 273. Rather than 120°, the limit angle by implication is approximately 90° 
with a vertical front face, and a back face sub-parallel to the bottom slope. 
(Figure 5).  It seems reasonable that the subsequent stage is effected by surface 
tension whether collapse of the vertical face (waves shoaling over low angle slopes) 
or jet-like overturn (waves shoaling over steep slope). This merits careful 
experimental study. 

2) Symmetry 
Periodic progressive waves in deep water do not preserve symmetry up to the 

point of breaking, but rather the front face is notably steeper than the trailing 
face. However, the solitary wave over constant depth, and the standing wave, do 
preserve symmetry to initial breaking i.e. a approximately equal to 3. The ob- 
servations of clapotis indicate that a (the wave face toward the reflecting plate) 
is considerably smaller than 6 for the wave face away from the reflecting plate. 
However, the waves recorded in these observations may not have reached the stable 
standing wave configuration.  This could account for the asymmetry.  It is also 
interesting to note that symmetry is reversed in the reforming solitary wave, 
with the rear face being the steepest. 

3) Limit steepness (H/L) 
If the breaking mechanism at the crest is affected by changes in surface 

tension, it is reasonable to expect secondary effects on larger scale breaker 
properties. The next three properties are of this nature, and as can be seen, 
several of these do show the effect of change in surface tension. Periodic 
progressive waves showed a progressive increase in limit steepness for decreasing 
surface tension, although the steepest waves observed were less steep than the 
theoretical prediction of Michel1, 1893. 

In the case of standing waves the limit steepness for surface tension normal 
was very close to that observed by G. I. Taylor, and slightly higher for surface 
tension reduced. 

4) Breaker height (H^/d^) over sloping bottom. 
For periodic progressive waves and solitary waves over a low slope, breaker height 

is slightly higher for surface tension reduced.  For solitary waves over steep 
slope breaker height is significantly lower! The magnitude of H^/d^,, however, 
is much greater for solitary than for periodic waves. It is possible that the 
backwash of the previous wave with its "tripping" effect may be involved in some 
manner* since it is present in the periodic case and absent in the solitary wave case. 

5) Limit height (H/d) constant-depth bottom. 
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Figure 5.  Solitary wave breaking sequence on 6° slope. Images 
at 1/64 sec. from motion picture camera study. 
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When surface tension is reduced, the limit height is significantly greater 
for both solitary wave and lead undulation of undular bore.  The "reforming" 
solitary wave, as should be expected, has lower height that the limit height 
noted just before breaking. 

6)  Breaker distance from shoreline 
In the case of the periodic progressive wave, the initial breaking occured 

consistently closer to the shore when surface tension was reduced. On the other 
hand, the solitary wave initial breaking was consistently further from the shore 
for surface tension reduced, the magnitude being greater for lower slope, as would 
be expected.  As in the case of breaker height, it is possible that the presence 
of backwash in the case of the periodic waves accounts for the differences noted. 
Ippen and Kulin 1954 show a series of graphs of breaking amplitude to breaking 

depth ratio.  Figure 4_ shows a similar graph for data acquired during the present study. 
Although the bottom slope is steeper than the steepest given by Ippen and Kulin, the 
same general trend is noted in the data points. However, for a second quite distinct 
curve results, for data points obtained when surface tension is reduced!  It would 
appear that for a given initial amplitude, the breaking amplitude to breaking depth 
ratio is significantly greater. 

Variation in surface tension in natural waters. 
In view of the results described previously for surface tension adjusted under 

experimental conditions, it is of interest to consider the variation which may be 
observed in natural waters. A series of samples were taken over a period of several 
years.  The procedure involved taking the water sample in carefully cleaned containers 
at a standard depth of 30 cm. below the surface.  In this manner, surface films which 
can yield considerable variation in surface tension (i.e.  Jarvis 1967, Lumby and 
Folkard 1956), were excluded from the sample. Measurements were made on a ring 
tensiometer in the same manner as for the laboratory experiments.  The results, intended 
only to give some indication of natural variation, are given in table 3. A rather 
surprising range of variation was noted, particularly in the vicinity of organic 
concentrations. 

Conclusions 
The most useful conclusion that can be drawn from this study is that surface 

tension should not be neglected as a significant factor in the breaking process.  It 
seems reasonable to suggest that it should be included in any realistic theoretical 
study. 

In view of the relatively small size of the experimental waves, some consideration 
of scaling is needed, perhaps similar to the studies by Diephuis, 1957, and Maxwell, 
Hall, and Weggel, 1969 on related topics.  It is evident that surface tension is a 
significant factor when breaking waves are included in engineering design scale models. 
Some extension of the present study should be made, including consideration of Froude 
and Weber numbers. 

Another interesting possibility is an extension by varying surface tension, of 
the experiments of Cox 1958 with attention focused on the parasitic capillary waves 
of Longuet-Higgens 1963. A study of bursting pressures (Figure 3) would also be of interest. 
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Table 3  Variation in surface tension in natural waters. 

Location 

Atlantic Ocean 

Cape Cod, Mass. 

Great Harbor 

Woods Hole Channel 

Vineyard Sound 

Great Harbor 

Buzzards Bay 

Description 

Max. tide at 2.6 knots 

rapid choppy flow 

open ocean 

WHOI dock 

MBL club beach 

Marsh creek mouth 

Sewage outfall 

slick off Quisset 

dumping grounds 

mouth, Wild Harbor 

Deviation from standard 
at given temperature.* 

+ 0.95 dynes/cm 

+ 0.25 

-13.15 

-15.15 

-14.25 

- 9.05 

-14.65 

+ 0.35 

-14.05 

- 3.65 

Pacific Ocean 

Tomales Bay, Calif, 

open ocean 

Great Rock 

Lawson's Pier 

Walker Creek 

Nicks Cove 

Millerton Creek 

well mixed surf 

rapid channel flow 

Sewer outfall 

Brackish water 

+ 1.0 

-16.1 

-15.9 

-12.9 

-11.4 

+ 0.1 

Chicago 

Garfield Park 

Lake Michigan 

Fresh water 

Near-shore - 0.2 

^Standard surface tension for seawater at S °/oo -  30 and for fresh water at 
S ^oo = 0, from Riley and Skirrow 1965, Deviation from standard value at 
temperature at which measurement was made. 
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CHAPTER 23 

Wave Refraction Theory in a Convergence Zone 

Robert W. Whalin 

U. S. ARMY ENGINEER WATERWAYS EXPERIMENT STATION, VICKSBURG, MISSISSIPPI 

ABSTRACT 

An experimental investigation utilizing nonbreaking waves and one bottom 
topography with parallel circular contours symmetric about the center of the 
basin was performed to assess the limits of applicability of linear wave 
refraction theory in a convergence zone.  Analytical computations of reflections 
from underwater topographic variations and of viscous dissipation of energy at 
the bottom agreed with experimental measurements.  It was vividly illustrated 
that a significant amount of energy was involved in diffraction along the wave 
crest, thus the necessity of developing a theory to include the stepwise compu- 
tation of diffraction processes simultaneously with the computation .of wave 
refraction is now evident. Nonlinear transfer of energy from lower to higher 
frequency components was investigated by performing a harmonic analysis over 
one wave period. As expected, nonlinear effects increased with both wave 
period and wave height (for a given wave period).  Only 20 percent of the energy 
remained in the fundamental component for the longest period largest amplitude 
wave tested.  Higher frequency components ranged from being completely coupled 
to the fundamental frequency to almost completely uncoupled.  It was clearly 
demonstrated that in some circumstances the consideration of nonlinear effects 
becomes extremely important. 

INTRODUCTION 

The objective of this investigation is to ascertain, as a function of the 
incident wave characteristics for a given bottom topography, the error incurred 
by utilizing the usual linear wave refraction theory in a convergence zone with 
energy conservation between orthogonals and without reflection or nonlinear 
effects. This study is limited to nonbreaking waves and one bottom topography; 
however, the variation of wave period and height allows for a wide range of re- 
fraction coefficients and relative steepness. The deviation of the experimental 
data from the usual theory is attributed to the effects reflection, diffraction, 
and nonlinearities according to their respective magnitudes. 

One of the practical problems confronting the (coastal) physical oceanographer 
and design engineer is to determine the expected wave environment in an area of 
proposed coastal construction.  Occasionally one must cope with the problem of 
determining a design wave for a structure in an area where a strong convergence 
of wave orthogonals can occur. The present method utilized is to compute a 
linear wave refraction coefficient assuming no reflection from underwater topo- 
graphic variations, no diffraction of energy along the wave crest, and certainly 
no consideration of nonlinear effects. This investigation was initiated in order 
to obtain an experimental indication of the relative importance of these phenomena 
in more realistic theories of wave refraction. 
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The economic impact of the topics under investigation cannot be over- 
emphasized. Each phenomenon affecting the refraction coefficient (diffraction, 
reflection, and nonlinear effects) tends to decrease the design wave for a 
particular structure (with some slight reservation relative to the nonlinear 
effects). Nonlinearities tend to peak the wave crest and redistribute the energy- 
through the mechanism of energy transfer to higher frequency components. The 
data and analyses which follow indicate conclusively that a much better under- 
standing of the dynamics of wave propagation in a strong convergence zone of wave 
orthogonals is necessary before analytical computations of the wave environment 
can be made with confidence. 

MODEL DESIGN 

The bottom topography utilized in the model consisted of circular bottom 
contours of the same radius, the center of the circles lying along the center- 
line of the test basin as illustrated in Figure 1,  A crushed rock wave absorber 
with slope of 1:14 and a layer of rubberized horsehair were installed at the 
end of the model to eliminate reflections back into the measurement area. 

Computations of the wave reflection coefficient from the sloping topography 
in the model were made from three different theories. The long wave theory of 
Cochran and Arthur (for which the Lamb theory is a special case for normal inci- 
dence) utilizing a vertical step with depths of 0,1524 m (0.5 ft) and 0.4572 m 
(1.5 ft) resulted in a reflection coefficient of 0.268 which is certainly too 
large. The Ogawa and Yoshida theory which also employs the long wave assumption 
was solved for the case of a weak reflection with a constant sloping bottom. 
The first order reflection coefficient, Rr , is 0.0045 (T = 1 sec), 0.0197 

(T = 2 sec), and 0.0089 (T = 3 sec). Figure 2 illustrates the reflection coef- 
ficient as a function of wave period. The oscillatory behavior of the Ogawa 
and Yoshida theory appears to be a result of attempting to apply the theory 
where the basic assumption of a long wave is not satisfied. The primary point 
illustrated by the Ogawa and Yoshida theory is that reflections from the under- 
water topographic variations are indeed small (less than 0.02). 

The most sophisticated linear reflection theory available for underwater 
topographic variations is due to Rosseau (1952). This theory provides an 
analytical solution which makes no assumption on the wave form other than linear 
small amplitude progressive waves emanating from +<» and the bottom profile must 
be described by a specified function which approaches a depth ho as y-> -» and 
h-, as y-*- +<*>.  This theory is quite complicated requiring the fitting of a 
bottom contour to model topography.  Details of the application of this theory 
can be found in Rosseau (1952), Webb (1965), and Whalin (1971). 

The reflection coefficient from the Rosseau theory is given by 

tanh TTX, - tanh TTA 

tanh irA1 + tanh TTA~ 
2 (i) 
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where X1 and X„ are solutions of 

2, 
to h. 

X. tanh y\.  = 0; i = 1,2; Y = i/N (2) 
i      i   gY 

In order to compare the Ogawa and Yoshida (19S9) reflection theory with 
the Rosseau (1952) theory, a Rosseau bottom contour was selected to obtain the 
best fit to the centerline of the wave basin. Figure 3 illustrates the best 
fit which was obtained for y =  TT/14 (N = 14); however, the curve for Y = ir/12 
also is shown. The reflection coefficient from the Rosseau (1952) theory is 
obtained from (1) as a function wave period upon solution of (2) for Xj and 
X2. Figure 2 shows a comparison of the reflection coefficient from the Rosseau 
(1952) theory and the Ogawa and Yoshida (1959) theory for three values of Y* 
The oscillatory behavior of Rr exhibited by the Ogawa and Yoshida (1959) theory 

is absent from the Rosseau (1952) theory. This is interpreted as being a consequence 
of attempting to apply the theory of Ogawa and Yoshida (1959) to a situation where 
the basic assumption (a long wave) is not valid. The reflection coefficients 
computed from the Rosseau (1952) theory (Figure 2) were 2.5 x 10-11, 1.3 x 10~5, 
and 6.1 x 10"^ for wave periods of 1, 2, and 3 sec, respectively, and y =  TT/14. 
Figure 2 illustrates the sensitivity of the reflection coefficient to the 
parameter y.    Both reflection theories approach the Lamb (1932) value for normal 
incidence as T -*». 

A theory has been developed by Keulegan (1950) to compute the wave damping 
due to viscous dissipation of energy. This theory applies to slowly damped 
periodic progressive water waves in the absence of refraction, diffraction, or 
shoaling.  Computations indicated that the wave height attenuation over the 
entire measurement area was between 0.01 and 0.03 which was considered sufficiently 
small to be neglected. 

A 20-channel wave-height measuring system was used to secure data at 60 
points in the wave basin for the basic test series and at 40 other points for 
an alternate test series. Actual gage locations are shown in Figure 4. The 
wave generator spanned the width of the test basin with approximately a 1 cm 
clearance at each of the sidewalls. The generator moves in simple harmonic 
motion in the vertical.  Data were acquired at the 60 basic wave gage locations 
shown in Figure 4 for wave periods of 1, 2, and 3 sec and for three wave 
amplitudes for each period. These data formed the basic set of measurements 
from which the refraction coefficients were computed and compared with linear 
theory.  In order to ascertain if there were any measurable reflections from 
either the bottom topography or the end of the test basin, 40 wave gages were 
installed at the alternate positions shown in Figure 4.  Since only 20 wave 
gages were available, the locations delineated by A, B, and C (for the basic 
test series) and A and B (for the alternate test series) represent positions to 
which the gages were moved and the same series of tests repeated. Two permanent 
monitor gages were set in the positions denoted on Figure 4 (M-l and M-2) and 
were not moved during the entire test series in order to eliminate any errors 
in resetting the wave generator stroke for the alternate gage locations. 
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DATA ANALYSIS 

The analysis of these data is predicated on the assumption that the total 
energy or wave power is equally divided between potential and kinetic energy 
as is the case for the Airy wave theory. The departure from an equal partitioning 
of kinetic and potential energy is small and the effect of this departure on 
the analysis will be even smaller. The important point relative to the data 
analysis is that the same ratio between potential and kinetic energy be preserved 
over the measurement area. 

One of the primary assumptions of the linear wave refraction theory being 
investigated is that no energy is diffracted laterally along the wave crest; that 
is, for steady conditions of wave generation the same wave power exists at all 
positions between any two orthogonals. Moreover, since the property of interest 
is the energy transmitted per unit time one must deal with the group velocity 
rather than the phase velocity. The actual quantity to be computed from the data 
is the energy transmitted per unit crest width over one wave period; the units 
of this quantity being energy per unit width (joule m_1). The potential energy 
per unit crest width over one wave length is given by 

PE _ pg_ (* 
W " 2 J n? (y,t) dy (3) 

where W is the width along the wave crest, p the water density, g the acceleration 
due to gravity, TH the water level anomaly above equilibrium level, and L the wave 
length. After appropriate transformation of equation (3) to correspond to a wave 
record obtained at a fixed point, a computer program was written to perform 
the integration given a number of values n at equally spaced intervals over one 
wave period. 

In addition the program also performed a harmonic analysis of the wave form 
to determine the amplitude and phase of the fundamental (that corresponding to 
the period set on the wave generator) and the higher order harmonics. These data 
were then utilized to interpret the magnitude of the nonlinear effects during 
propagation of the waves over the topography in terms of the amount of deviation 
of the generated wave form from purely sinusoidal. The output of the harmonic 
analysis routine (the mean adjusted to zero) was expressed in the form 

n 

n. (t) = y      (a, cos kwt + b, sin kut) (4) 

k=l 

or 
n 

n1(t) = \~ ck cos (kut - 8k) (5) 

k=l 



where 
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\, b 
ck • [\ + bkJ ' and ek =tan_1 ^ c« 

For k = 1, the wave crest occurs at ut0 = 8j. Letting t' = t - t0 

kut - 8. = kut' + 8, (7) 

where e' = k8, - 8, represents the phase lead of the higher order harmonics 

relative to the phase of fundamental (k = 1) frequency.  If 8/ is positive, the 
higher order harmonics are leading the fundamental; if negative, they are lagging 
the fundamental.  If 8/ increases as a function of propagation distance, the 
higher order harmonics are catching up with or are propagating faster than the 
fundamental (a situation for which there is no easy explanation) and if 8/ decreases 
as a function of propagation distance, the higher order harmonics are continually 
lagging the fundamental. 

If 8' remains constant, this can be interpreted as a verification that the 
higher order frequencies are completely coupled to the fundamental frequency and 
hence the wave acts as a Stokes type of nonlinear wave. 

In performing the analytical computation of the refraction coefficient from 
linear theory, expressions are needed for the phase velocity, its first and second 
order derivatives with respect to x and y, the bottom topography, and its first 
and second derivatives with respect to x and y.  The equation of the sloping 
portion of the bottom topography is given by 

*i - is {yo * iw -y - CxCw" KOJ h(x,y)   = \ + 25  ^yo *  2W - y - LXCW " X)J   J (8) 

where y is measured along the wave basin, x across the wave basin, y0 is the 
coordinate of the first circular bottom contour along the centerllne of the 
wave basin, h.j is depth in the deep portion of the basin (0.4572 m) and w is the 
width of the basin (6.096 m). Note that any line parallel to the y axis has a 
slope of 1:25 over the variable portion of the bottom. This expression for 
the bottom topography makes it possible analytically to compute the phase 
velocity and its derivatives at any location (x,y) in the basin. 

Figure 5 illustrates the computed and measured refraction coefficient 
for a wave period of 3 sec.  Similar comparisons for periods of 1 and 2 sec 
are given in Whalin (1971). The dotted lines represent a caustic. The computed 
refraction coefficient is merely the square root of the ratio of the potential 
energy transmitted per unit crest width over one wave period at any particular 
wave gage to the average of the potential energy transmitted per unit crest 
width over one wave period at either gages 1A to 6A, IB to 6B, or 1C to 6C 
depending upon whether A, B, or C gage is being analyzed (remembering that A, 
B, and C locations represent locations to which the gages were moved and the 
same test repeated). 
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A word of caution should be interjected at this point relevant to the 
interpretation of the computed refraction coefficients. The theoretical 
refraction coefficient implies energy conservation between orthogonals, a 
condition which is in the process of being investigated.  On the other hand, 
what we are computing from the data is merely the square root of the ratio of 
the energy transmitted since, as will be illustrated shortly, a significant amount 
of energy has been diffracted.  In short, a refraction coefficient alone is 
insufficient in this case except in areas on the sloping portion of the 
topography where little diffraction has occurred. More properly one should have 
a refraction coefficient, a diffraction coefficient, a friction coefficient, a 
shoaling coefficient, and a reflection coefficient. 

Caution must be exercised in analyzing the amount of transmitted energy 
involved in diffraction processes. However, one very meaningful estimate of 
this quantity can be obtained from the three gage alignments in the shallow 
portion of the wave basin. Gages 1S-20A, 15-20B, and 15-20C can be analyzed 
to ascertain the amount of diffraction of transmitted potential energy (or 
total energy transmitted through the assumption that transmitted energy is 
equally partitioned between kinetic and potential energy).  Since the caustic 
boundary intersects each of these gage alignments, all potential energy trans- 
mitted outside the caustic line must be diffracted with the exception of the 
energy refracted from the opposite side of the centerline of the wave basin. 
Therefore, a computation of the percent energy measured outside the caustic line 
minus the theoretical amount refracted into this region from the opposite side 
of the wave basin was made for each condition tested and for each gage alignment. 
Figure 6 illustrates the distribution of measured potential energy transmitted 
per unit width relative to the distribution obtained by linear wave refraction 
theory. The percent energy diffracted represents 100 times the ratio of the 
intergrated potential energy (from the caustic to the edge of the basin) trans- 
mitted per unit width minus the amount refracted to the left of the caustic from 
the opposite side of the wave basin to the total potential energy transmitted 
(integrated from the centerline to the edge of the basin). Table 1 summarizes 
the data for all test conditions. 

Table 1 

Percent of Transmitted Energy Diffracted Over One Wave Period 

Period S 15-20A 15-20B 15-20C 
sec cm 

15.24 

% % % 
3 59.58 84.73 48.20 

10.16 59.98 85.38 48.22 
7.62 63.16 83.98 48.21 

2 10.16 44.84 80.57 70.87 
7.62 44.51 79.06 69.57 
5.08 46.83 75.24 68.68 

1 5.08 26.20 36.04 54.24 
2.54 24.84 37.48 54.87 
1.27 22.49 26.95 32.88 
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The lower values in the right hand column of Table 1 (gage alignment 
1S-20C) for the 2- and 3-sec waves arise because there is a significant amount 
of energy refracted across the caustic from the opposite side of the centerline 
of the wave basin. Gage alignment 15-20C for wave periods of 2 and 3 sec was 
the only situation where a significant (greater than 2 percent) amount of energy 
was refracted (according to the linear theory) across the centerline into the 
shadow zone.  It is obvious that diffraction of energy must be considered in 
order to obtain an accurate estimate of the wave height; the assumption of 
energy conservation between orthogonals is certainly not valid at any location 
in the shallow end of the wave basin. 

Nonlinear effects were analyzed by performing a harmonic analysis over 
one period of all data acquired during the test series.  It was observed during 
the course of data acquisition that the wave form changed quite rapidly along 
the centerline of the wave basin at the top of the sloping portion of the 
topography.  Over a propagation distance of less than 2 m, the wave form became 
very steep at the crest with a long trough. Therefore, an alternate series 
of tests were designed with two purposes in mind, one to verify the computation 
of a negligible wave reflection coefficient and more importantly, to investigate 
(through a harmonic analysis) the nonlinear effects occurring, especially along 
the centerline of the wave basin. Gage locations for this test series are 
illustrated in Figure 4 (alternate test series). 

Figure 7 shows the amplitude of the first three components from the 
harmonic analysis. Data for the other test conditions can be found in Whalin 
(1971).  The amplitudes are represented by c-p C2, and C3 and correspond to 
frequencies of ID, 2W, and 3iu where u is the frequency of the fundamental com- 
ponent. The limits of the sloping topography are shown in each figure and it 
is easily seen that a considerable amount of energy is transferred to the 
higher frequency components. Figure 8 shows the percent of potential energy 
transmitted by the fundamental frequency component, c^ as a function of distance 
along the centerline of the wave basin for the 3-sec waves. The total energy 
per unit width available to be transmitted (along the centerline) is of course 
increasing with distance due to refraction. Relative to the 3-sec data (Figure 
8) the ratio of energy transfer to the higher frequency components always seems 
to be greater than the rate of increase due to refraction.  The rate of energy 
loss by diffraction in the fundamental frequency component must also be considered, 
hence the interpretation is not so simple.  In order for the percent energy in 
the fundamental frequency component to increase, the rate of transmitted energy 
increase (per unit width) by refraction must be greater than the rate of trans- 
mitted energy loss (per unit width) by diffraction and nonlinear transfer to 
higher frequency components. 

A further insight into the nonlinear processes occurring is gained from 
Figure 9 which shows the relative phase (9^ and 63) of the 2OJ and 3to frequency 
components for the 3-sec wave. These relative phases are defined by (7). 

The trend was essentially identical for all conditions tested, the 
phase of the 2to and 3w frequency components relative to the u component 
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decreases with distance propagated down the flume.  The interpretation of this , 
is very clear; if the relative phase does not change with distance then the 
higher order harmonics are completely coupled to the fundamental frequency 
and they propagate at its velocity.  Since the relative phase of the higher 
order harmonics is decreasing, it means that they are continually lagging 
the fundamental frequency or are propagating slower.  In order to investigate 
the possibility that the harmonics are completely uncoupled, one can compute 
the change in the relative phase over a given propagation distance. This 
computation revealed that the higher order harmonics were (1) completely 
coupled for the 1-sec waves, (2) quasi-coupled for the 2-sec waves, and (3) 
completely uncoupled for the 3-sec waves. 

The data indicate that the magnitude of nonlinear effects increases 
with the wave period for a given topographic variation. Further, the energy 
transfer to higher frequency components becomes quite significant (as much as 
80 percent for the largest amplitude and longest period wave) and these higher 
frequency components may or may not be coupled to the fundamental component. 

One phenomenon not analyzed but observed during the course of this investi- 
gation was the effect of wave height on the phase velocity. At the top of the 
sloping portion of the topography, the wave crest in the middle of the basin was 
lagging slightly behind that toward the basin edges; however, by the time the 
wave reached the absorber material, the middle portion of the wave crest was 
leading. The effect of wave height on propagation speed is always neglected in 
refraction computations. The change in propagation speed across the wave front 
may alter the refraction coefficient by a significant amount in instances of a 
strong convergence of orthogonals. Furthermore, if the relative position of 
the wave front is important in any particular design problem, then this effect 
should be included in the refraction computation.  It is an effect which can 
be relatively easily accounted for, although it certainly will necessitate a 
slightly longer running time on the computer. 

CONCLUSIONS 

A number of conclusions have arisen as a result of the rather extensive 
data acquisition and analysis phases of this investigation. Any conclusions 
drawn from the investigation must be interpreted with a view toward the effects 
of a more general type of bottom topography since the experimental data were 
acquired for only one topography. The conclusions of this investigation are 
enumerated below. 

In the tests conducted, linear refraction theory was completely inadequate 
for predicting the refraction coefficient. Even for values of the refraction 
coefficient as low as 1.1 to 1.2, diffraction of energy along the wave crest 
completely altered the form of the isolines of equal refraction coefficient. 
Actually one cannot speak of a refraction coefficient alone whenever diffraction 
is significant since by definition refraction means conservation of energy between 
orthogonals thus implying no diffraction.  In situations where a convergence zone 
exists it is imperative to include diffraction effects and speak of a design 
wave height of a design wave profile which includes the effects of diffraction, 
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convergence of energy by the bottom topography (rather than refraction), 
reflection, frictional energy dissipation and nonlinear effects. No analyses 
are available at the present time which combine the computation of refraction 
and diffraction simultaneously.  Such a combination of linear theories must 
be developed into a working numerical scheme in the form of a computer program 
which can routinely handle this type of problem.  In the absence of a refraction 
theory which includes diffraction effects, the best approach to determining a 
design wave is to conduct a model study. 

The magnitude of nonlinear effects, in particular the transfer of energy 
to higher frequency components, was found to be quite significant for the longest 
wave period (3 sec) and the largest wave height tested.  In this case, less than 
20 percent of the energy remained in the fundamental frequency component. Once 
the energy transfer to higher frequency components was initiated, it continued 
over the extent of the measurement area. In the case of the 1-sec wave period, 
practically all energy remained in the fundamental frequency component over the 
entire measurement area. The percent energy remaining in the fundamental fre- 
quency component for the 2-sec period exhibited an unusual behavior.  It decreased 
and reached a minimum of approximately 80 percent and then increased again to the 
end of the measurement area. This is interpreted as meaning that the rate of 
energy being transferred to the higher frequency components is initially greater 
than the rate at which energy is being supplied by refraction but later becomes 
less. 

The higher frequency components produced by the nonlinear transfer of 
energy from the fundamental component were not completely coupled to the primary 
wave except for the 1-sec period. The phase of the higher frequency components 
relative to the phase of the fundamental component indicated that a moderate 
coupling existed for the 2-sec period tested and a very weak coupling existed 
for the 3-sec waves tested. The amount of coupling decreased as the wave period 
increased and also as the wave height increased (for a given period) as one would 
expect. The significance of these findings is that it is clearly exhibited that 
an extremely complicated process is occurring; therefore to accurately predict 
the wave form (which may be important for the design of certain coastal structures) 
at a given location within a strong convergence zone of orthogonals, it is 
necessary to develop a nonlinear theory capable of describing not only the develop- 
ment of a nonlinear wave profile, but also the transition from coupled to 
uncoupled higher order frequency components. It seems apparent that the small 
amplitude assumption should be abandoned when there is a marked increase (for 
the 3-sec waves) in the nonlinear energy transfer to higher frequency components 
as the initial wave height increases. Values of the relative wave height vary 
from approximately 0.15 to 0.4 at the top of the sloping topography for the 3- 
sec waves. The maximum wave steepness was approximately 0.03, 0.022, and 0.015 
for periods of 1, 2, and 3 sec, respectively, indicating that wave steepness is 
relatively unimportant with regard to the nonlinear effects analyzed. 

An interesting point which was vividly illustrated in the present investi- 
gation was the effect of wave height on the phase velocity of the wave profile. 
Along with the inclusion of wave diffraction, one should also include effect of 
a finite wave height on the phase velocity of wave since this can alter the 
refraction coefficient obtained (especially in a zone of large convergence of 
wave orthogonals). 
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The computation of a wave reflection coefficient from underwater topographic 
variations requires some careful consideration of both the Ogawa and Yoshida 
(1959) long wave theory and the more general (in terms of assumptions relative 
to the wave form) theory of Rosseau (1952) . The oscillatory behavior of the 
Ogawa,and Yoshida (1959) theory seems to be unwarranted and evidently is a 
consequence of the error introduced by using the long wave theory in deep to 
intermediate water depths. Furthermore, the Ogawa and Yoshida (1959) theory 
usually overestimates the reflection coefficient. On the other hand, the 
difficulty of the Rosseau (1952) theory is that it probably underestimates the 
reflection coefficient due to the nature of the bottom profile (asymptotically 
approaching constant water depths on both sides of the topographic variation). 
A computation by both methods is recommended in order to bracket the actual 
value of the reflection coefficient with the preference toward one theory or the 
other depending on the characteristics of the actual bottom contour (how well 
this can be matched by a Rosseau bottom contour) and the relative water depth 
involved (the validity of the long wave assumption). 

Viscous dissipation of energy at the bottom and sides of the, wave basin 
was shown to result in a wave height attenuation of approximately 3 percent over 
the entire measurement area. The theory of Keulegan (1950) seems to be very 
satisfactory as long as the basic assumptions of small amplitude waves and 
small damping are satisfied as was the case in the present investigation. 

The economic impact of the phenomena studied in this investigation cannot 
be overemphasized. The point is that diffraction acts to decrease the wave 
height computed by linear refraction theory, thus decreasing the design wave 
for any coastal structure located in such an environment. The nonlinear effects 
observed may act to either increase or decrease the design wave height and more 
importantly they need to be predictable where significant in order to evaluate 
such practical design considerations as wave forces, breaking wave heights, 
and longshore components of velocity. Therefore, future analytical investiga- 
tions should be aimed first at including the effects of a linear diffraction theory 
and secondly toward describing the nonlinear effects adequately. The fact that 
the phenomena studied tend to decrease the design wave height can produce a 
very significant savings in the cost of breakwaters and jetties alone if they 
are situated shoreward of a convergence zone. 
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CHAPTER 24 

Computation  of Combined  Refraction  -  Diffraction 

by 

J.C.W.   Berkhoff, 

Delft  Hydraulics  Laboratory, 

Mathematical  Branch, 

The  Netherlands 

Abstract 

This paper treats the  derivation of a two-dimensional  differential  equation,  which  describes the 

phenomenon of combined refraction - diffraction  for simple harmonic waves,  and a method of solving  this 

equation.   The  equation  is  derived with   the aid of a small  parameter development,   and  the method of 

solution  is  based on  the  finite element  technique,   together with  a  source distribution  method. 

It would greatly help designers  of harbours and offshore structures  if it  were  possible  to get some 

quantitative information about the wave penetration and wave height which  can  be expected in the harbour 

and around the structures.   For simple harmonic  linear water waves mathematical  models exist in the case 

of diffraction    13,  4J      or refraction   I 5,  7 J   separately.  The  combined effect in  the case of long waves 

Is described by the  linear two-dimensional  shallow water equation    1 10 J   ,  but for short waves the 

describing  equation has not yet been derived.   Battjes   ]_ 1  J   proposed a set of equations from which  the 

equation  derived in  this paper differs  in one  term. 

Independently of the writer of this paper SchiJnfeld I 8| derived the same equation written in 

another form and obtained in a different way. Solving the equation and treating the boundary conditions 

In the horizontal plane is possible in various ways. This paper gives a method which solves the equation 

in an area in which the combined effect of refraction and diffraction is important, with a finite element 

technique    1 T2J     and treats  the  Sommerfeld radiation  condition   i 9J   with a source distribution method 

Numerical  results in  the  case of   Tsunami   response of a  circular Island with  parabolic water depth 

,  propagation of plane waves over a parabolic shoal,  and response of a  rectangular harbour with 

a  constant slope of the bottom are given and compared with analytical  or numerical  results  from other 

methods.   The accuracy of the numerical  treatment is not yet known in detail and will  be  the subject of 

further study,  so the interpretation of the results must be  done with  care.  An attempt was made  to compare 

the results for short waves over a parabolic shoal  with measurements  by  Holthuysen    |6| 

Derivation  of the ..equation 

The  theory will  be restricted to Irrotational   linear harmonic waves,  and  loss of energy due  to 

friction or breaking  is not taken into account.  A  two-dimensional  equation  which is applicable  to waves 

in the  range  from shallow water to deep water has been derived  by means of a small  parameter development 

and an integration over the  water depth. 

471 
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Basic equations 

The equations  with  which  the derivation starts are: 

The  three-dimensional  potential  equation 

2 „ 2 ,2 
=    0 

Oi) 

(iii) 

3x 3y 9z 

The   linearised  free-surface  condition   for harmonic  waves 

2 
—   rii 
9 

The bottom condition 

3jS 

3z 
at z  = 0 

3 0    +     3 ?!     3h    +    3 jl 3h 

3x        3x 3y       3/ 
= 0 at z  =   -  h   (x,   y) 

0) 

(2) 

(3) 

horizontal  coordinates. 

vertical   coordinates, 

three-dimensional velocity potential. 

angular  frequency, 

acceleration  due  to gravity, 

water depth. 

Dimensionless  coordinates sT 

Introduce dimensionless quantities with  the aid of a vertical   length  H  (mean water depth) and a 

horizontal   length   ^   {wave   length  corresponding   to  H) 

x'-x/A;    y'-y/k;    z'=    z/X.;     d = h/H 

The  equations  written   in  these dimensionless quantities are: 
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A'p(     +    -^      =    ° (4) 

3z'2 

3z' 
(5) 

i^    +    M    ( V '<# .   V'd)    =    0 at z'   =    - (id (6) 
3z' 

*ith A'   -V'2^-^      +   -^-)     ; v' = (—    <—  > 
2 2 

3x' 3y' 3x' 9y' 

s-          u  A • H o     =     and p =   ___ 

g A 

Gradient of the bottom 

Instead of the horizontal   length   A  it is more  correct to use the horizontal  length  I (see figure 

for the definition) as a  characteristic  length  corresponding  to the slope of the  bottom. 

If x = x/L and y = y/L    then V h  =  jf V  d with    p   —    and     V    = (~ 

—       — — 2 Assume   ( V d. V  d) and V   d    are of order one. 

3 x 3  y 

V'd =   — V  h    = E   V  d 
H 

„,2 ,        2=2, V    d = e    yd 

(.= ±) 

(From now on  the primes will  be omitted for simplicity in  notation.) 

Power - series 

Assume the potential  function  j#   has  the  form 

<f> (x,  y,  z)  =    Z   (d,  z ;  v)     f    (x,  y,   V? z) 

</>   = Z   (d,  f   ;     H)     9»   (x,   y, V ?) (7) 
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with   £   = z/u. and    \>    = pe     ( = H/ ]/ X   L),  f   will  be developed Into a power - series  with  respect to i>£ 

f = f0 fr, y)   + v Cf](x, y)     + v2^2f2 
(x' y) +   (8) 

The parameter u. can vary   independently  from  the parameter S>   between zero  (shallow water) and 

infinity  (deep water).  Assuming  that the function Z is such  that for small  values of u  the derivatives with 
2                  1       F)7-                    1      3^7 

respect to d are of order JJ   ,   then   — ——      and —      are  finite  for every value of the parameter 
2    3d 2    a,2 

u. u.      3d 

M     (0 ^    u.   <<*>). 

Substitution  into the boundary conditions 

Substitution of (7) and  (8)  into the condition   (6)  using  the  relation 

V  Z  =    £  i?-   V    d (9) 
3d 

gives in  the  limit     V —»0 the results: 

(i) ^r   = 0 at  K   = -d (10) 

(ii) The  odd numbered functions   <p ,    are  identically  zero. 

(iii) The even numbered functions <f> ,   can be expressed in the  function <f>       with  the aid 

of recurrence  relations. 

Substitution of (7) and  (8) into the  condition   (5) gives 

^-    =    6  u Z    =    0 at   f   = 0 (11) 

As  the unknown  functions  the two-dimensional  potential  function  0    and the  function Z  remain. 

Substitution  into the differential  equation 

Remembering  the previous assumption about the  function Z,  substitution of (7) and  (8)  into  the 

differential  equation  (4) gives in first approximation  for small  values of S> the equation: 

or 

M>o     =._LA (,2) 
fa Z      9f 
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The  left-hand side of equation   (12)  is a  function of x and y only,  so  the  right-hand side also must 

be a  function of x and y only. 

Now put 

——   ^    =    V 2(x, y) 03) 
M Z        3£ 

with   "^   an arbitrary  function  of x and  y  only. 

The  function Z 

Equation   (13)  together with  condition   (10) and the imposed condition  Z -  1   at £ - 0 gives the solution: 

Z    =      cos h    fyM  (£ + d)j (14) 

cos h j V   u. d I 

Dispersion relation 

The   function   X.  (dlmensionless  wave  number)  Isfixed  by  equation   (11)  which  results  in  the  dispersion 

relation 

5 =  X    ton  h   { X.  V d] 05) 

The dispersion  relation  is  the same as is given  in the theory with a constant water depth.   The 

wave number X   's  the real  root of equation   (15) and will  now be a  function of x and y corresponding  to 

the  local  water depth d. 

The   function (f> 

To get an equation for the two-dimensional function y> in a higher degree of approximation than 

is given by equation (12), equation (4) is integrated with respect to C from -d to zero after multiplication 

with  the  function  Z,   With  the  aid of the  relations 

o . f = 0 o 

f   z2 J??   d t  =  z2 .!£. .    f   if II2 d(: 

I    ^        8?,^-d  I 8e 8f 

32Z       ,  f.  _    .2^2    /"      ,2, Z <p  -»-±-    d £ =   /x      /       Zfl(   , 
a?2 

the power - series development of the  function <p   and  the recurrence  relations between  the even numbered 
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functions <p ,    ,   the  integrated equation  becomes 

O O 0 

(    f  z2 df) A<PO  +K
2 (  f z2 of)fo + ^ JL (   f z2 df) 

-d ^ H      yd 

(Vf.Vd)   +   0(V2)   + i-  0("i>4) = 0 06) o 2 

M 

The  function ©     must be a solution of this equation.   Now 

o 

f   Z2 d t = -5$-       w!th    „=i(l+ -2VM d J    , 
4 X2u sinh{2Kud] 

and the following  relation exists between  the parameters 5 and p according  to the definition of   X  and 

H  (see  figure  1): 

6 - 2 ir tan h  (2 IT p) (17) 

o 

Soforsmall  values of p the integral       /      Z    d r   is of order one.  A distinction is  now made 

between  three cases: -d 

Case A:     Assume    p y, 3 .     In practice  this  is the case of "deep"  water, giving  no variation in  the wave 
2 

number.   Neglecting  the  terms of the order O   (^  ) gives  the equation in dimensional  quantities: 

2 
A©    +  JL      cp       =0 (18)   , 

' o ' o 
g 

which  Is the diffraction equation  for deep water. 

Case B:      Assume u = *>«],  which means  the water is shallow,  and neglect again  terms of the order 
2 2 

O (^ )•   It "s easy  to see  that in  this  case Z =  1  +0(^ ) and the dimensionless wave number 

* =-2-i  +   O (v2). 

In dimensional  coordinates and variables  the equation   (16) becomes 

V  .   (c2Vy>o)'+ J <f>Q   =   0 (19) 

with  c = Vgh       (phase velocity}. 

This is the  linearised shallow water equation. 
2 

Case C:     Assume   t)  < p   < 1     and neglect in equation  (16)  terms of order O (V   ).   The  resulting equation 

in dimensional quantities is: 

2 
A <P      +    k2<p      +— —    ( — )     (Vto      . V h)      =0 

r° r° n        3h k2 
To 

or,   written  in another form, 
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2 u    c 
V  .     ( c c   V f   ) +  L  ,p =0 (20) 

/ith  c  =    —     ;     c      - n c (group velocity) 
k 9 

2 
u    = g  k  tanh   (k h)    ;  n  = •£  (  1   + - 

Properties  of equation   (20) 

Equation   (20)  changes  Into the well-known  diffraction equation in  the  case of constant water depth 

and  is also  usable  in   the  limiting  cases  of deep and  shallow waters.   Substitution  of the  expression 

(p      = a e      ,  where a is the amplitude and  S the phase of the  wave,gives the equations: 

1     f A   a +    —L     v   a.   V ( c cj }    + k2 -  (VS.7S) =    0 (21) 
c c g 

V •   (a2 c  c    V S)    =    0 (22) 

If the  term  between  curly  brackets  in equation   (21)  is  neglected,   the  refraction equations 

remain    J_5j    . Equation  (20)  therefore  contains all   limiting  situations as special   cases   and Is generally 

applicable. 

Battjes    |_ 1 j    gives the equations: 

- A a    +      k2 -  (VS. VS)  = 0 and      V .   (a2 c  c    V S)    - 0 
a 9 

as the describing   equations  for the  refraction  -  diffraction phenomenon.   The  combination of these equations, 

however,  does not pass into  the  linear shallow water equation  when  the water depth  is small. 

Method of  Solution 

General  description: 

The solution  of the differential equation   (20)  in an  arbitrary area  can  be  found  by minimizing   the 

corresponding  functional  over the area,   taking  into account the  conditions at the boundaries,   i.e.,   full 

reflection at rigid walls and the  Sommerfeld condition at sea.   The solution at sea,   where  the water depth 

is assumed to be constant,  will  be a superposition of the  incident and an outgoing  wave which  is caused 

by  the presence of the harbour or an obstacle.   This outgoing wave will  represented by a superposition 

of waves  from point sources at  the boundary between the sea and the area of interest.   The solution at 

this  boundary must be continuous with respect to wave  height and phase. 
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The functional 

The  functional  which must be minimised to get the solution  in area I   in which  the water depth  is 

variable  (see figure 2)  reads    [2j     : 

•I "iff    [c c    (V?,   . Vf[)  -u2   i   f ,   <p]  ] dxdy (23) 

The overbar denotes  the conjugate complex value.  Minimizing   (23)   gives a solution with  the 

natural  boundary conditions: 

\ 

Hi 
d n 

at  /\     and /"*- 

^1.   CD   L" gure 2 

If the boundary condition at    /*\ f,   the following  term must be added to the 

functional  J    [2j 

f   <f f ,+ f f\ )    c c    ds 
9 

(24) 

Source distributio 

In area  II,  where the water depth h    is constant,   the solution  can be written  in  the  form     |_ 3 \ 

'„ (p) = <p (n 
*;. 

M  (s)   -!—       H       (k  r)  ds 
2 i        °      ° 

(25) 

with  <p      :     The potential  function of the  known  incident wave. 

u.(s)   :    The strength of a source distribution on  the boundary   AV 



COMBINED REFRACTION-DIFFRACTION 479 

2 
H :     Hankel  function of the second kind, o 
k :     Constant wave number. o 
r ;     Distance  from point P  to the point M at the boundary /  «  (see  f"9ure 2). 

i :       VTT. 
Formulation   (25) gives a solution  in area  II   that satisfies  the  Sommerfeld radiation  condition.   From 

this expression it can be derived that 

S3l   =   i!     -    „  (P) +/     „  W J_      f_L      Ho
2  frQ r)l      ds 

if the point is situated on  the boundary/I    [_3 J . 

(26) 

Continuity conditions 

Taking  together the  two continuity conditions between  the solutions (p.  and f>..  at the boundary /*« 

P,    -    y„       and         iL    = L      ( = fj (27) 
' M On d n 

the problem    is well-defined and the unknown  functions u.(s) and y*.   (x,  y)  can  be found. 

Numerical  method 

The  functional  written  in  real  terms  {<p =<f, + '^9)  reads: 

,    /•/•    r r       3?1    2 3?1   2 3?2   2 3?2   2! 

«/-/.. a   t       9 x 3  y 9 x 9 y 

-  U
2    JL    (f]

2 + <p 2
2,    ]    dx dy        -A    c   cg (f,    5°,   ^ fj   ?2)   ds (28) 

Thenumerlcal treatment is based on the finite element method to find the minimum of the 

functional    [12 J    .   Now area  I  is split up into elements of triangular form and the functions <J>.,  and 

<o y are approximated in  each element by a   linear expression.  As  the  treatment of both  functions a>, 

and <p«  is   the same,   in  the following  the subscript will  be omitted.  After the  linear approximation of 

(P,   the functional  will be a  function of the M  nodal values  y5] / ^o'    ' ^°M*   ^e ^unct'ona' 
must be minimal  with  respect to variation  in these values,  so 

AJ_     =    0 m = 1, 2, 3,       , M (29) 
3f 
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This gives a set of linear equations  in  the unknown nodal   values.   The  function f h also    unknown, 

and therefore  the integral  will be approximated by a summation over N segments in which c  c f is assumed 

to be a  constant and equal  to  the value in  the centre  point P  (see figure 4). 

Figure 4 

With the aid of equations  (26) and  (27)  the unknown values f in the  N points  P on  the boundary 

Its can be expressed in  terms of the strength p of the source distribution: 

• it~ M(P)+ r   ujy-i-  [-L-    Ho
2(kor     )]   Lk (30) 

k -  i 3 n       I i k 

The continuity condition  for the  wave height gives  the additional set of equations to provide 

M + N equations in  the M + N unknown values f., <f>_,        y      and p,,   p«'    '  ^N    : 

i <5Pp + ?P f   <P) +    k£ ,   M OV  ~     H0
2 (k0 rpPk)    Lk (31) 

The value of CO in the source point P  is approximated by  the average of the values in the  two 

neighbouring nodal  points P,  and P. on  the boundary f^  (see figure 4).   The full  set of equations,  which 

must be solved to get the complex values ft> and p in the nodal and source points respectively,  becomes 

in matrix notation: 

A $_ +    B    H (32) 

9s   is the vector of the unknown  complex values y, ifyt    /  9s KJ.    anal H ^e vect°r °f fne strength of 

the source distribution in  the  N source points on  the boundary   Pj- 

A is a real symmetric M x M matrix with a  band structure generated by  the   finite element method. 

B is a complex M x N matrix which has non-zero values in the rows corresponding with the nodal 

points on  the  boundary P<)• 

D Is a  real   N x M matrix generated by  the averaging  procedure in equation  (31). 
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T is a complex N x N matrix wifh coefficients consisting of Hankel functions according to equation 

(31). The known vectors r^ and s are provided by the Indicent wave <p This system of equations is solved 

by a direct solution method.   First the vector u. is computed according   to 

H = (T - DA-1B)~'   (s  - DA-1r) (33) 

and then  the vector   <p     follows  from 

(34) 

In computing  the decomposition of the matrix A,   the symmetrical   band structure of the matrix has 

been  taken into account. 

Results 

It is  not the intention of this paper to give accurate solutions of some of the problems but more 

to show the possibilities of the method of solution which has been described. 

The quantitative    aspects of the accuracy of the method will  be the subject of further study. 

(1)       Tsunami  response for a  circular island 

A good comparison  with other computations without  large computing  time can be obtained in 

the problem of tsunami  response for a circular island with a parabolic bottom profile.   Vastano and 

Reid       111     have solved  this problem with a  finite difference technique and compared their results 

with  analytic solutions.   The  results   of the  method given  In  this  paper are shown  in  figures 5-9. 

Figure 5 gives the  configuration of the finite elements in  the area of variable depth.   First 

the problem with a constant water depth  has been  computed to check  the method of solution   (figure 

6) and  then  the problem with a parabolic  bottom profile has  been solved and compared with  the 

results  of Vastano and  Reid  (figure  7).   It has still   to be seen  whether  the accuracy  of the method  is 

better  when  the  wave   length   becomes greater with  respect  to  the size     of the elements, 

(ii)      Propagation of tsunami   waves over a parabolic shoal 

The  influence ofashoal with parabolicbottomprofile on  the propagation of tsunami  waves has 

been computed and the results are given  in figures 8  -   10.   Figure 8 indicates how the area of 

variable depth has been split up into triangular elements.   Figures  9-10 show lines of equal  phase 

and amplitude.   The phase of the wave  is expressed in degrees, so a difference of 360 degrees 

corresponds  to one wave   length, 

(iIi)     Propagation  of short waves  over a shoal 

An  interesting  problem  with  respect  to  the  combined  effect of refraction and  diffraction  of 

waves  is  the propagation of short waves   (short with  respect to the size of the disturbance of the 

bottom) over a shoal  with  a parabolic bottom profile,   because  the presence of a caustic curve  (see 

figure   11)  following  from Jhe refraction  theory is an indication  that diffraction effects cannot be 

neglected.  An attempt was made  to compare  the  results  in  this  case with  the measurements of 
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Holthuysen    16 ]    .   To save memory and  computing  time  the area,  which has been split up Into  finite 

elements,  was  reduced  to a  circle segment with an angle at the  top of 60 degrees  (figure  12).   It was 

assumed that the solution at the boundary AO   (see figure  11) does not deviate from  the solution  follo- 

wing  from the refraction  theory  (ray-method) according  to the measurements.   The solution of the  ray- 

method has been imposed as a boundary condition on the boundary AO,  and the results of the  compu- 

tation are given as  lines of equal  phase  (fiure  13),   lines of equal  amplitude  (figure  14) and lines 

of equal  water elevation at some time  (figure  15).  A good comparison  with  the measurements over a 

large area was not possible  because of the  lack of information about the phase and because of the 

unreliability of the quantitative results of the measurements in an area above  the shoal.  Qualitatively 

the computer results seem reasonable, 

(iv)     Response of a rectangular harbour 

The  last problem of which  the results will  be given is the response of a rectangular harbour 

with a constant slope of the bottom.  The amplitude of the standing  wave in the centre  line of the 

harbour    is   given  for different slopes of the bottom in  figure   16.   In the first Instance  the wave 

height    in  the  harbour decreases as a  result of the  increasing  slope  of the  bottom,   but wlrh a  slope 

of 1/3 the phenomenon of resonance of the harbour becomes important. 
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matrix 

amplitude 

matrix 

phase velocity 

group velocity 

matrix 

dimensionless depth 

function 

gravity constant 

mean water depth 

Hankei  function 

water depth 

r 

functional 

wave number 

constant wave number 

horizontal  length 

length of k-th segment 

number of noda! points 

number of source points 

shoaling  factor 

normal vector 

known vector 

phase 

distance along  the  boundary 

known vector 

matrix 

horizontal  coordinates 

verti ca I  coord! nate 

function 

? 
& 
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K 
X 
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Hfe) 
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9 
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t 

boundaries 

parameter  (H/L) 

Laplace operator 
2 

parameter    (u   A/g) 

parameter  (A/H) 

dimensionless wave  number 

mean wave  length 

parameter  (H/X ) 

strength  of the source distribution 

vector of strength of the sources 

parameter (H/ V A U 

three-dimensional potential   function 

two-dimensional  potential  function 

potential of incident wave 

potential  functions in areas 1  and !l 

respectively 

vector of values of * In  the nodal  points 

angular frequency 

stretched vertical coordinate z/u. 

nabla operator. 
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CHAPTER 25 

REFRACTION DE LA HOULE AVEC DIFFRACTION MODEREE 

FRANCIS BIESEL 

DIRECIEUR, OMNIUM TECHNIQUE OIK 

DIVISION HXDRAUIilQ'OB 

FRANCE 

RESUME 

la methode "g£ometriquen de construction des epures de 
houle n'est qu'une approximation qui cesse d'etre applicable, 
par exemple, lorsque deux orthogonales se croisent. En effet, 
la regie de calcul de 1»amplitude donnerait alors utie valeur 
infinie au point de croisement, ce qui n'a eVidemment pas de 
sens physique. 

Pour traiter de tels cas, d'ailleurs frequents, il est 
indispensable d'utiliser une approximation meilleure, et pour 
cela de revenir aux equations fondamentales. Ceci est typique 
des problemes ou les effets de diffraction cessent d'Stre negli- 
geables, cependant ceux-ci n'ont pas l1importance qu'ils prennent 
en presence de discontinuites brutales (contournement de l'extre'- 
mite d'une jete'e, par exemple). Nous disons done qu'il y a dif- 
fraction moderee. 

Ce que nous presentons lei est une methode de construction 
d1epures de propagation de la houle qui peut tenir compte de ce 
tifpe de diffraction. Cette methode a l'avantage d'etre une cons- 
truction front d'onde par front d'onde, comme pour 1'approximation 
geometrique, mais les orthogonales ne peuvent plus Stre calculees 
independamment les unes des autres. Au total, le calcul est plus 
long, mais il reste cependant beaucoup moins lourd que les calculs 
de diffraction tenant compte e'galement des variations de profondeur. 

491 
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Pour le ealoul de la propagation de la houle par profon- 
deurs variables, les e"pures de refraction classiques sont un 
outil pratique et relativement peu couteux. Elles reposent essen- 
tiellement sur les hypotheses suivantes : 

A. la longueur d'onde de la houle est donnee en chaque 
point, en fonction de la profondeur, par les formules valables en 
profondeur constante. 

B. L'energie transmise par la houle ne traverse pas les 
orthogonales aux fronts d'onde, 

C. L'energie transmise est donnee en chaque point, en 
fonction de la profondeur et de 1'amplitude, par les formules 
valables en profondeur constante. 

On sait que oes hypotheses sont grossierement fausses 
lorsque les phenomenes de diffraction jouent un rdle important. 
L'exemple le plus simple, illustre' par la figure 1 est celui 
d'une houle cylindrioue, en profondeur constante abordant une 
jetee verticale semi indefinie. Seules les orthogonales sont 
representees sur cette figure, on voit que 1'application brutale 
des hypotheses ci-dessus amenerait a conclure que 1'orthogonale 
figuree en pointille est une ligne de discontinuite separant une 
zone, a. gauche, ou. la houle serait celle du large, d'une zone, 
a droite,ou. 1'agitation serait nulle. 

Dans ce cas l'echec provient evidemment de la disconti- 
nuity brutale introduite par 1*extremity A de la jetee, la dif- 
fraction est alors un phenomene essentiel et nous dirons que 
c'est un cas type de diffraction forte. Dans un tel cas il est 
necessaire de recourir a, des methodes de calcul completement 
differentes, dgalement sehematisees sur la figure 1, et consis- 
tant essentiellement a reconstituer 1'agitation en un point P 
par la somme d'ondes elementaires emises par des sources S 
reparties sur la "passe" prolongeant la jetee. 

le calcul resultant est sensiblement plus lourd.et se 
complique conside'rablement1si la profondeur est variable, car 
l'influence de chanue source sur chaque point P pose alors de 
multiples problemes de ealoul de refraction. 

Ohacun de ces problemes, et d'une facon generale 
n'importe quelle epure de refraction, peut se heurter a, une 
autre difficulte tres commune. 11 s'agit du croisement eventual 
d'orthogonales voisines construites suivant les regies de 
"l'optique ge'ometrique". la figure 2 illustre ce cas dans un 
exemple tres simple o"u la refraction est causee par un haut fond, 
ou dftme sous-marin, dont le contour est figure en traits inter- 
rompus. La. encore seules les orthogonales sont representees et 
trois d'entre elles se croisent au point A. D'apres les hypo- 
theses B et C ci-dessus 1'amplitude devrait Stre infinie en ce 
point. On sait que cette conclusion est fausse et que le champ 
de houle reste nartout fini et continu. En fait le comportement 
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de la houle au voisinage du point A pourrait Stre calcule par 
les me'thodes de sommation decrites plus haut pour la diffrac- 
tion. Cependant il semble raisonnable d'esperer que ces methodes 
couteuses ne soient pas indispensables dans un probleme dont les 
conditions aux limites sont elles mimes tres regulieres et ne 
contiennent aucune discontinuite. En fait les phenomenes de dif- 
fraction (que l'on peut de"finir comme tout ce qui s'e"carte de 
l'"optique geometrique") n'ont plus le caractere dominant qu'ils 
avaient dans l'ezemple precedent, on peut done penser qu'il 
suffit de n'en introduire que l'essentiel a titre de correction 
de l'epure classique. 

Ce qui est essentiel peut d'ailleurs se juger a deux 
points de vue : 

- tout d'abord, ce qui permet de lever 1'impasse ou se trouvent 
les epures classiques, e'est-a-dire eviter ou resoudre le 
probleme des croisements d'orthogonales, tout en conservant, 
au moins en partie, l'avantage de rapidite" de ces epures et 
la possibilite de construire tout un champ de houle a 1'avan- 
cement crSte apres crfete (la construction par orthogonales 
Isoldes n'etant plus possible). 

- ensuite, bien sur, ce oui permet de faire une correction 
aussi parfaite que possible. Nous allons discuter de ce 
point en detail. 

II importe de souligner tout d'abord qu'une correction 
parfaite est theoriquement impossible car on ne peut pas cons- 
truire numeriquement la solution d'un probleme d'onde (equation 
elliptique) en partant d'une seule condition aux limites (front 
de depart). Ce genre de construction ne reussit dans les epures 
classiques que parce qu'elles simplifient excessivement le pro- 
bleme. La question sera done de savoir si l'on peut concilier 
1'introduction des corrections essentielles, au moins jusqu'a. 
un certain ordre d'approximation, avec la stabilite des calculs 
"a. l'avancement". 

II n'a pas ete fait d'analyse theoriaue complete de 
cette question fondamentale, mais des resultats obtenus ante- 
rieurement ont permis d'orienter le choix des termes a conserver. 

Dans une communication anterieure (F. BIESEL - Coastal 
Engineering 1964) des corrections du type def ini iaL ont ete" cal- 
culees a partir d' equations hydrodynamiques approchees de la 
houle en profondeur variable. Ces equations ont montre que les 
hypotheses B et C des epures classiques pouvaient 8tre conservees, 
a. 1'approximation atteinte, a. condition de perfectionner 1'hypo- 
these A, e'est-a-dire d'introduire une correction uniquement sur 
le calcul de la longueur d'onde locale. 

Parmi les differents termes correetifs ceux lies aux 
variations d'amplitude le long des crStes etaient de beaucoup 
les plus prepond^rants. A.u contraire les corrections liees h  la 
pente du fond semblaient toujours devoir §tre d'un ordre de 
grandeur ne"gligeable. 
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Nous reviendrons sur la premiere remarque; en ce qui 
concerne la seconde elle permet intuitivement de penser que 
1' on fera des erreurs negligeables en admettant que la houle 
en profondeur variable satisfait a une equation du type s 

Af+mo
2<P =0 (1) 

ou mQ, fonctlon de x et y, a la valeur classique pour une 
profondeur constante ayant la valeur de la profondeur locale h. 

En d'autres termes, on a : 

k2 = m0 g th m h (2) 

ou    k = 2 TT /  T 

T £tant la pe'riode de la houle. 

f,  dans 1'Equation (1), eat une quantity oompleze liee a la 
denivellation a (par exemple) par une relation du type : 

a = R [A (h) f e - i k *J (3) 
le symbole R signifiant "partie re"elle de" 

A (h) etant une fonction appropriee de la profondeur que nous 
definirons plus loin. 

II est toujours possible d'ecrire : 

«f = r e i f (4) 

r e'tant le module de T (r£el positif) et 
f etant son argument a 2 KIT pres (r^el). 

En separant les parties re'elles et imaginaires 
facteur de e 1^> 1'equation/1) se transforme en deux relations 
equivalantes : 

(grad f)2 = m2 = mQ
2 + A-E (5) 

r 

div (r2 grad f) = 0 (6) 

Si 1'on donne a A (h) la valeur : 

A (h) = 2 mo/ f egkd + 2m. h )  "I 1/2 (7) 
L        sh2m.h -1 

r grad £ se ramene a la valeur classique (m = mo) du veotear 
flux d *energie. 

(6) exprime done simplement la conservation de 1*energie trans- 
ported par la houle. Cette equation permet e'galement d'ecrire : 

~2 x~     &1 ,    r2 « =  ~ r-    &£. - tot ,    r   |f =  li,; (8) 
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w etant un scalaire d^fini a une constante pres. 

II est clair d'apres oes relations que f et w d^finis- 
sent un systeme de coordonnees orthogonales. Les lignes f = 
constante sont des lignes d'egale phase de la houle, c'est-a- 
dire des fronts d'onde suooessifs. Leur ecartement est regi 
par la formule (5) qui introduit une correction du nombre 
d'onde m (2 T/L) par rapport a la valeur classique n^ . les 
lignes w = cte sont des orthogonales aux fronts d'onde et sont 
les trajectoires de 1'energie, le flux de celle-ci entre les 
lignes w. et w? etant |w1 - w~| . Ce systeme de fronts d'onde 

et d'orthogonales satisfait done bien aux hypotheses B et 0 
la condition (5) remplacant l'hypothese A. 

I'equation (5) peut s'exprimer dans le nouveau systems 
de coordonnees par des transformations classiques, elle devient 

2    2   2 m = m0 + m r (9) 

On peut realiser plusieurs algorithmes de calculs en 
differences finies qui construisent successivement des fronts 
d'onde f = n if par la m^thode geometrique classique mais en 
utilisant m au lieu de ni'0, e'est k  dire : 

1 = 2jT au lieu de lo = g]T 
m m0 

Des iterations successives pourront 6tre necessalres, 
en particulier pour la d^rivee seconde en f qui necessite la 
connaissance de r en av»nt du front d'onde pour calculer une 
derivee seconde centree. 

Notons egalement que la valeur de r sera donnde par (8) 
sous la forme : 

r4 (grad f)2 = (grad w)2 

soit 

r = \ II grad wl 

|grad w|  se deduit immediatement de la construction geometrique 
des fronts d'onde (1'ecartement de deux orthogonales voisines 
est Ay I grad wj ). 

Ainsi que nous l'avons souligne plus haut, 1'integra- 
tion rigoureuse, front d'onde par front d'onde, ne pourrait que 
diverger. Sous n'avons pas pu etablir une regie theorique precise 
permettant de savoir exactement quels etaient les sacrifices 
indispensables a l'obtention de la stability. 
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Nous n'avons cependant pas procede entierement au 
hasard dans la recherche des simplifications indispensables. 
Finalement, nous avons ete amenes a. supprimer le terrae 

^ /d f 0/r) de 1'equation (8) pour les raisons suivantes : 

- line analyse de cas simples jaontre que ce terme est respon- 
sa.ble d'une instability pour les integrations le long de 
la variable f. C'est d'ailleurs souvent le cas des termes 
d'ordre le plus eleve dans les equations differentielles 
de ce type. 

- Notre premiere ambition est de traiter des cas de diffrac- 
tion "moderee", c'est-a-dire des cas ne s'ecartant pas trop 
des conditions de validite des epures classiques. On 
pourrait done accepter d'etre moins bons pour les cas de 
convergence tres brutale que pour les cas (frequents en 
pratique) ou les orthogonales voisines se coupent sous un 
angle tres aigu. Or dans de tel cas, les derivees en f sont 
petites mSme au voisinage du point de croisement, car si r 
tend a croitre rapidement avec f, par contre les valeurs de 
1/r et leurs derivees restent faibles. Au contraire, m8me 
dans ces conditions quasi classiques, les derivees en w 
peuvent prendre des valeurs elevees. 

- Notre etude anterieure, deja. citee, plus rigoureuse sous 
1'angle hydrodynamique, ava.it montre que les de'rivees le 
long de la erete semblaient donner la seule correction 
d'importance pratique pour la longueur d'onde. 

]je programme de calcul que nous avons finalement etabli 
n'a encore qu'un caractere provisoire et experimental, il n'uti- 
lise que les schemas de differenceefinies les plus elementaires 
et, outre la. simplification majeure que nous venons de decrire, 
il neglige des termes du second ordre par rapport a jm - mo| . 

1'interet de ce calcul est qu'il montre qu'il y a 
presque surement une voie ouverte entre les calculs de refrac- 
tions classiques, parfois trop simplistes, et les calculs rigou- 
reux, impossibles a. mener front d'onde par front d'onde. En 
particulier, le prosleme des  croisements d'orthogonales semble 
disparaltre. Lorsque la topograpnxe du fond provoque le rappro- 
chement de deux d'entre elles, elles paraissent se repousser et 
s'ecarter a, nouveau. Ces changements de direction se font avec 
une courbure notable et il a ete nocessaire de resserrer le pas, 
c'est-a-dire de diminuer A f, lorsque le calcul passait par ces 
cas. Ces variations de A  f, sont realisees automatiquement par 
le programme. 

les diagrammes resultants sont tres differents des 
epures classiques, en particulier les orthogonales peuvent Stre 
tres sinueuses m&me en profondeur constante. II a done semble' 
utile, ne serait-ce que pour augmenter la credibility des resul- 
tats,de montrer un exemple de calcul rigoureux de ces trajec- 
toires de 1'energie pour un cas simple. C'est celui de la figure 
3, ou seules les orthogonales sont representees, ot qui montre 
la superposition de fl.twi  houles de meme frequence, en profondeur 
constante, l'une se propageant dans le sens des x et l'autre, 
d'amplitude VT foic pxas l'aible, se propageant dans le sens des y. 
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La pente generale des orthogonales est 1/2, ce qui 
correspond "bien a. la direction resultante du transfert 
d'energie, mais elles s'eloignent et se rapproohent cons- 
tamment les unes des autres, les zones de rapprochement, 
telles que V, etant des ventres d'agitation verticale et 
les zones d'ecrtement, telles que H, etant des noeuds. 

la figure 4 montre un resultat de calcul trace 
directement sur table Benson-Lehner, pour un cas analogue 
a. celul figure schematiquement par la fismre 2, On volt 
qu'a la zone B de cette figure, ou des ondes d'origine 
differentes se croisent, corr&spond sur la figure 4 une 
zone d'interference analogue a oelle de la figure 3. O'est 
un des avantages notables de ce type de calcul, de pouvoir 
suivre en un seul passage des propagations qui necessiteraient 
plusieurs  e'pures classiques superposees. 

La figure 5 represente le calcul du contournement d'un 
ouvrage a talus. II est vraisemblable que les resultats ainsi 
obtenus seront plus proches de la re'alite que des calculs de 
diffraction negligeant 1'influence du talus. 

En conclusion, nous tenons surtout a preoiser que le 
travail presente ici n'a qu'un earactere exploratoire. De 
grandes ameliorations restent possibles au niveau des algo- 
rithmes a mettre en oeuvre, d'autre part, des comparaisons 
avec l'experience, ou avec des theories plus completes, 
devront 6tre faites pour justifier les approximations et 
de'finir les limites d'applicabilite de ce genre de calcul. 

II faut souligner egalement que 1'interSt de ces 
epures ne se limite pas au cas de la diffraction moderee 

mais est aussi de permettre le calcul du champ cree, en 
profondeur variable, par des sources elementaires du type 
utilise pour les calculs de diffraction-refraction. Ainsi 
les coefficients d'influence de ces sources pourront Stre 
calcules sans ambiguite, comme dans le cas de la profondeur 
constante, et la validity des modeles mathematiques/portuaires 
en profondeur variable, et compte tenu du talus des ouvrages, 
pourra reposer sur des bases plus solides. 
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CHAPTER 26 

A METHOD OF NUMERICAL ANALYSIS OF WAVE PROPAGATION 

  APPLICATION TO WAVE DIFFRACTION AND REFRACTION   

by 

Yoshiyuki ITO* and Katsutoshi TANIMOTO* 

ABSTRACT 

A method is presented to obtain numerically wave patterns in the re- 
gion of arbitrary shape. The principle is to solve the linearized wave 
equations under given boundary conditions from a certain initial state. 

In this paper, two principal applications of our method of numerical 
analysis are presented in the fundamental fashion. 

The first application of our method is related to wave diffraction. 
The distribution of wave height along a semi-infinite breakwater and a 
detached breakwater is calculated and compared with that obtained from 
the conventional analytic solutions to confirm the validity of our numer- 
ical method. Three examples of application are presented to the wave 
height distribution along breakwaters of arbitrary shape and of arbitrary 
reflecting power and to wave force upon a large isolated vertical struc- 
ture. 

The second application is to wave refraction. In particular, this 
method of numerical analysis is applicable to the analysis of wave propa- 
gation in the region of ray intersections which are indicated by the con- 
ventional geo-optic wave refraction theory. An example of application to 
a submerged shoal with concentric circular contours where a cusped caustics 
is formed is presented and the calculated wave height distribution around 
the shoal is compared with that obtained from hydraulic model experiments. 

Our method of numerical analysis might be applied to the calculation 
of wave height distribution in the region of more realistic bottom topo- 
graphy and it is possible to include vertical boundaries of arbitrary 
shape. 

1. INTRODUCTION 

When we examine the calmness in a harbour with respect to the shelter- 
ing effect of breakwaters, only the consideration of wave diffraction is 
not sufficient, but the effect of reflected waves from other boundaries 
and water depth variation in the harbour should be taken into account. 
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In most cases, a realistic wave height distribution in a harbour is 
obtained by the performance of hydraulic model tests.  If we could treat 
theoretically together with all factors of disturbance in a harbour as 
diffraction, reflection, and refraction of waves, it will be of great help 
for the examination of an appropriate arrangement of breakwaters. 

From such a standpoint, recent studies in France are noticeable by 
Biesel and Ranson(l), Gaillard(2), a'nd Barailler and Gaillard(3).  In 
these papers, examples of calculation of wave height distribution in an 
arbitrary shape harbour of constant or variable water depth are presented. 
Most recently, Berkhoff(4) has discussed the computation of combined 
refraction-diffraction. All of these methods of calculation are to solve 
basic wave equations as a boundary value problem. 

On the other hand, the authors have studied to obtain the height and 
flow distribution of long waves in an arbitrary shape harbour from the 
standpoint of the effect of breakwaters against tsunamis, since the 
Chilian Earthquake Tsunami in 1960(5-8).  In this method, a train of 
tsunamis is supposed to propagate into a calm region and the solution 
both in transient state and in stationary state can be obtained by calcu- 
lating step by step the basic hydrodynamic equations for long waves under 
the given boundary conditions from a certain initial state. 

In this paper, this method of numerical analysis have developed so as 
to be applicable to waves in any region from deep water to shallow water. 
For short waves, since it is an aim, in general, to obtain the solution 
in stationary state, the calculation in transient state can be regarded 
as a process to reach the end, whereas in case of tsunamis the transient 
state is significant as an actual phenomenon. 

The basic equations in our numerical analysis method are the linearized 
wave equations including unknown functions at the water surface only such 
as the water surface elevation and the components of particle velocity, 
which are derived on the basis of a small amplitude assumption in a con- 
stant water depth from the Eulerian equations of motion and of continuity. 

The wave height distribution around an arbitrary alignment of break- 
waters can be obtained by the application of our method of numerical anal- 
ysis and it is not difficult to include other vertical walls behind the 
breakwaters.  For a simple alignment of breakwater, the effect of reflect- 
ing power can be included in the diffraction diagram by our modified 
calculation method which is named the "Wave generator method".  This modi- 

fied method is based on the principle that the effect of breakwater is 
equivalent to a hypothetical wave generator which makes the corresponding 
reflecting waves at the front face and waves cancelling the incident waves 
at the rear face of the breakwater. 

Since it is not irrational to loose the condition of constant water 
depth to variable water depth, as far as the variation of water depth is 
gentle.  In particular, an interesting application of our method is the 
analysis of wave propagation in the vicinity of caustics where ray inter- 
sections occure.  It has been pointed out that the conventional geo-optic 
wave refraction theory fails to predict the wave height at and near 
caustics. Pierson(9) has discussed the existence of caustics and suggested 
some theoretical approaches for the solution of the caustic problem. Our 
basic wave equations are equivalent to what Pierson has suggested as the 
general basic equation of wave refraction. 



NUMERICAL ANALYSIS 505 

For a smooth caustic, Chao(10) has developed the uniform asymptotic 
solution, and Chao and Pierson(ll) have compared the calculated wave 
heights with those obtained by hydraulic model tests for a straight 
caustic. Most recently, Whalin(12) has pointed out that the effect of 
diffraction in wave refraction is vividly significant in the vicinity of 
a cusped caustics from his results of model experiments, and Biesel(13) 
has discussed the general calculation method of wave refraction including 
the effect of diffraction as a boundary value problem. 

In this paper, several examples of application of our numerical anal- 
ysis method are presented in the fandamental fashion to demonstrate its 
applicability to various problems of wave propagation. Being associated 
to wave diffraction, calculations of wave height distribution along a 
breakwater and of wave force upon a large isolated vertical structure 
are shown. As to wave refraction, an example of application to the wave 
height distribution around a submerged shoal with consentric circular 
contours where the conventional geo-optic refraction theory indicates 
the formation of a cusped caustics and the calculated wave heights are 
compared with those obtained by hydraulic model experiments. 

2. BASIC EQUATIONS 

2.1 Equations of motion and of continuity and boundary conditions 

Propagation of small amplitude waves in the region of constant water 
depth of ideal fluid is treated in this analysis and irrotational motion 
is assumed. 

The Eulerian equations of motion and of continuity and boundary 
conditions at the water surface and the bottom for a linearized wave 
are as follows; 

(2.1) 

3x  3y  3z 

p = 0,  at z = n (2.3) 

w = j£,     at z = n (2.4) 

w = 0, at z = - h (2.5) 

where u,v,w are components of water particle velocity, p is pressure, 
n is water surface elevation, and h is water depth. 

2.2 Derivation of basic wave equations at water surface 

3u _ 
3t 

_ I iE 
p   3x 

3v 
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" p   3y 

3w 
at 

lie. 
~ p   3z 
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Equations (2.1) ^ (2.5) are transformed into the wave equations 
including only unknown functions at the water surface, which can be solved 
by a numerical method.  For convenience sake of transformation, the motion 
is considered in the field of a velocity potential. 

The velocity potential in a constant water depth can be expressed in 
the following form, after considering the bottom boundary condition of 
Eq.(2.5), 

i|i(x,y,t) cosh k(h+z) (2.6) 

where k is a constant. Equation (2.6) is different a little from the 
ordinary one, since a term on time t is not separated off. 

Using this velocity potential, the components of water particle veloc- 
ity can be written as follows; 

cosh k(h+z)   ,   „. u "  , . ,   u„(x,y,t) 
cosh kh 

cosh k(h+z) 
cosh kh 

inh k(h+z 
sinh kh 

v0(x,y,t) 

sinh k(h+z)   ,   .. 
w =  . . \ . •  w0(x,y,t) 

(2.7) 

where u„,v„,w0 are the components of unknown water particle velocity at 
the water surface. 

Now, consider the pressure p. 

By integrating equations of motion into which the velocity potential 
of Eq.(2.6) is substituted, we get 

- cosh k(h+z) 7TZ" +  + gz = 0 
oz       p 

Considering the free surface condition of Eq.(2.3), following well known 
relation of the pressure p is obtained, 

cosh k(h+z) 
P = Pg cosh kh 

ri(x,y,t) - pgz (2.8) 

Since w0 in the Eq.(2.7) is given by the kinematic boundary condition 
at the water surface of Eq.(2.4), the unknown functions u,v,w and p in 
the original basic equations have been represented by a constant k and 
the unknown functions u0 >v<,, and n at the water surface.  By substituting 
these relations into the first and the second equation of Eq.(2.1) and 
into Eq.(2.2), following modified equations of motion and of continuity 
are derived, 

3u„ 
3t 

3v, 
3t T7    = " 8 

at 

dn 
3x 

la 
3y 

T tanh kh ( — + — 
k 3x    3y 

(2.9) 
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Thses are the basic wave equations at the water surface in our analysis. 

From the third equation of Eq.(2.1), the following relation is obtained 
for a constant value k, 

3nz 

It2 
kg tanh kh-n 

When n has a period T ( = 2ir la  ) , this relation is equivalent to 

02= kg tanh kh (2.10) 

This is the well-known relationship between the wave period and the wave 
length in the conventional small amplitude wave theory, if the k is 
interpreted as the wave number 2ir/L. 

An arbitrary profile wave can be considered as a composite wave of such 
components of which each satishfies the relation of Eq.(2.10) respectively. 

2.3 Non-dimensional basic wave equations 

It is advantageous to perform calculation in a non-dimensional system, 
because of the generality of results. To obtain the non-dimensional wave 
equations, we introduce the non-dimensional variables defined by, 

cT 

y* 
X = -J- 
L  cT (2.11) 

ag/c 

= v° 
ag/c 

_ n 

(2.12) 

where a is the amplitude of incident waves. 

Substituting these relations into Eq.(2.10), the following non-dimen- 
sional wave equations are obtained, 

3uA            3nA 

3t* =  "  3^* 
3v*            3f1* 
3t* " " 3y* 

31*            3uA 3v 

3t* "  "   3** " " 3y 

(2.13) 
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3. METHOD OF NUMERICAL CALCULATION 

Fig.-3.1 Propagation pattern 
of geometrical waves 

3.1 Computing region 

Let us consider a simple example where incident waves are progressing 
normally to a semi-infinite breakwater and suppose we intend to obtain 
only the distribution of wave height along the breakwater. 

We may consider the propagation of waves around the breakwater,in the 
sense of geometries, to resolve into incident waves, reflected waves, and 
diffracted waves as shown in Fig.-3.1. 

Since we are going to calculate 
only the wave height along the 
breakwater, it is sufficient if 
computing points of water elevation 
are included in an effective comput- 
ing region.  To continue calcula- 
tions for the pur incident waves, 

however, wider region than the effec- 
tive region must be considered as a 
computing region.  In our calculation, 
a rectangular computing region is 
adopted as shown in Fig.-3.2, of 
which the circumference boundary is 
a wall reflecting the incoming waves 
perfectly. This boundary is an 
imaginary boundary, because it is only 
for the performance of calculation. 

The required region for computing 
depends on the alignment of breakwater, 
the direction of incident waves, and 
the length of breakwater for which 
effective calculation should be made. 
In this example, since there exists 
no obstruction up to the front of 
breakwater, initial conditions can 
be given as a state when the front of 
incident wave trains have reached the 
breakwater. 

Suppose we are going to calculate 
effectively over two wave length from 
the tip of the breakwater. Then, it 
is sufficient if the calculation is 
continued over four periods from the 
initial state, and the rectangular 
imaginary boundary can be put as shown 
in Fig.-3.2.  In this figure, the 
propagation pattern of diffracted 
waves from the tip of breakwater 
(real line) and its reflection pattern 
from the imaginary boundary (dotted 
line) are shown. Patterns of incident waves and reflected waves from the 
breakwater can be drawn in a similar way and these reflected waves by the 
imaginary boundary reach around the breakwater after four periods calcu- 

\/ /\\ 

"•--.^ _,--''l 
iy \ 

, -'-"" \ 1 ~~-^ , 
K / 

V1 
X/' 

~~--~y Si/ 
Fig.-3.2 Region of computation 

and propagation pattern of 

of geometrical diffracted 
waves (after four periods) 
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lations. At the offshore imaginary boundary, the particle velocity of 
incident waves must be given at least two periods long to supply incident 
waves of four periods long to the breakwater. 

This technique of calculation is equivalent to the practical method 
in hydraulic model experiments on waves as the measurements are finished 
before the time when re-reflected waves at the wave generator reach the 
model site of structures to keep the same condition of incident waves 
during the tests. 

3.2 Difference equations 

The non-dimensional basic differential equations are converted into 
following difference equations for the arrangement of computing points 
as shown in Fig.-3.3. 

,. ,,.t + At/2   ..  t 
n Cx, J J     = n(i,j) 

At/2 

A- {uCi+l.j)11 - uCi.j)1} 
Ax 
At 

Ay 
fv(i,j+Dt - vti,])'} 

,. ., t + At   ,.    .. t 

_«/„/« ^t + At/2_ 
Ax {n(i,j) n(i-l.j) 

..t + At/2 

v(i,j)     = v(i,J) 
,t + At 

At 
Ay (n(i,i)

t + At/2-n(i,i-l)t + At/2} 

(3.1) 

where the substript A which means the non-dimensional quantity is droped 
to avoid unwieldly notation. 

3.3 Initial and Boundary conditions 

(1) Initial conditions 

In this calculation, a sinusoidal 
wave train propagating in the negative 
direction of x axis is considered as 
the incident waves. The time when 
the front of the incident wave train 
reaches the front of breakwater (i = i0) 
is counted zero, then the following 
initial conditions are given from the 
conventional small amplitude wave theory. 

Initial calm region (i <i0) 

n(i,J)-At/2=o 

u(i,j)° = 0 

v(i,j)° = 0 

Initial wave region (i ii0) 

J-l   J 

I +2 

J*l   J+2 

4- 

-t^Hf 
— •*. o —N»- • -4* o —•*• 

-Ay- 

T 
•AX 

1 

Fig.-3.3 Arrangement of 
computing points 

(3.2) 
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/. .•.- At/2  . .     ,,     .   .    Ax  At ,, 
n(i,j)     = sin [2ir{(i-x0)Ax + — - — }] 

u(i,j) = - sin {2ir.(i-io)Ax} 

v(i,j)° = 0 

(3.3) 

(2) Boundary conditions 

There are two types of boundaries in the computing plane; the one is 
the imaginary boundary and the other is the internal boundary correspon- 
ding to the breakwater. At the offshore imaginary boundary, the 
velocity of incident waves is given and at the other three sides the 
velocity component is given zero. 

Offshore boundary condition* 

..  .NnAt u(i»j)   - - sin n6 

where, 

(3.4) 

cos 6 = 1- (—) (1 - cos <()) 

4 = 2TTAX 
(3.5) 

Internal boundary condition 

V  = 0 
n's 

(3.6) 

where s is the circumference of the internal boundary and V is the 
normal velocity component to it. 

Equation (3.6) is the condition for the boundary of perfect reflection. 
The condition of boundary with arbitrary reflecting power will be trated 
in 4.3. 

3.4 Stability condition of numerical calculation 

A following relation between the space interval x, y and the time 
interval t must be satishfied to perform stable calculations. 

At - 

VA
-  Ay; 
I 

'Ax 

(3.7) 

All the calculation in present paper are conducted by using following 
intervals, 

_1 
15 

Ax = 

At = 

Ay = As 

_1 
24 

* This is the velocity obtained as a solution of difference equations 
of which the initial conditions are given by Eq.(3.3) in the initial 
wave region. Details can be reffered to the reference paper (5). 
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4. WAVE HEIGHT DISTRIBUTION ALONG A BREAKWATER 

4.1 Comparison with analytical solutions 

The diffraction pattern around a semi-infinite breakwater has been 
solved as the Sommerfeld solution and also around a deatached breakwater 
has been obtained by solving the Mathieu equation.  It has been already 
confirmed that these analytical solutions agree well with hydraulic model 
experimental results.  The applicability of our numerical method to wave 
diffraction, therefore, can be verified by comparing the computed wave 
heights with those obtained from the conventional analytic solutions for 
a semi-infinite breakwater or a detached breakwater. 

For this purpose, the following three calculations are conducted, 
1) a semi-infinite breakwater, normal incident wave direction (8 = 90°) 
2) a detached breakwater, normal incident wave direction (6 = 90°) 
3) a semi-infinite breakwater, oblique incident wave direction (8 = 45°) 

(1) Wave height distribution along a semi-infinite breakwater (8 = 90°) 

The distribution of wave height calculated by our numerical analysis 
method is compared with that obtained from the conventional analytic 
solution in Fig.-4.1. The wave heights in the numerical analysis are 
calculated at the computing points apart from the faces of the breakwater 
by As/2 ( = L/30, in this case ), because of the finite difference. 
Analytical solutions both at the face of the breakwater and at the 
computing points of water elevation are shown. 

computing  points  of   water   elevation 

along   breakwater1 

incoming  waves   computed    result 

analytical    solution 
( at computing  points ) 
analytical    solution 

along  breakwater face ) 

y—" 
H,/U 

/ "*^ ~*aati_- 

i 
y 

Hi/H 

Fig.-4.1 Wave height distribution along 
a semi-infinite breakwater 

The undular distribution of wave height along the front face is well 
realized in the calculated result as predicted by the analytical solution. 
The wave height distribution along the rear face of breakwater by both 
methods extremely agree with each other. 

(2) Wave height distribution along a detached breakwater (8 = 90°) 

The wave height distribution along a detached breakwater of which the 



512 COASTAL ENGINEERING 

length is 2L is calculated for the incident waves approaching normally 

to it. 

Fig,-4.2 shows the comparison of results obtained by the numerical 
analysis and by the conventional solution. A little difference around 
the tip of breakwater may be due to the difference of calculating points. 

L/15 

!/5<Err 
computing    points of  water   elevation 

along   breawater 

incoming   waves computed    result 

analytical   solution 
(along   bceckwater face) 

Fig.-A.2 Wave height distribution along 
a breakwater with the length of 2L 

(3) Wave height distribution along a semi-infinite breakwater (0 ~  45°) 

We take the direction of incident waves on one axis of the grid system 
and make the oblique breakwater bear a close resemblance to a staircase 
shape. The results are shown in Fig.-4.3 where the staircase breakwater 

.4&. 
incoming   waves 

'oW"-0,0,"/ 

computing   points of water eievatic 
along   breakwater 

computed result 

analytical   solution 
(along breakwater face) 

H,/H 

—-^ -zS^-===~^ 

/^ 
i=i^-_ hVH 

|     

Fig.-k.3 Wave height distribution along 
a semi-infinite breakwater due to 
obliquely incoming waves 
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is drawn as a straight line.  Some difference is noticed between the 
calculated result and the analytical solution.  This degree of differ- 
ence, however, could be reduced by using finer space intervals. 

4.2 Wave height distribution along a breakwater of arbitrary shape 

As an example of application to a breakwater of arbitrary shape, the 
distribution of wave height along a semi-infinite breakwater with a 
short wing is calculated. 

Fig.-4.4 shows the calculated result for the case the length of the 
short wing is 0.4L and the direction of incident waves is normal to the 
main part of the breakwater.  It is noticed apparently that the non- 
uniformity of wave height is increased due to the existence of the short 
wing. 

computing points  of  water eievation 
along  breakwater 

incoming waves 
with short wing 

straight 

\    H./H \ 
,-/""—- ,_\ ^T ~~\ 

^\"" •'" y -~-^__-^ *' */ 

;^-\ H,/H         J 

•• 

Fig.-4.4 Wave height distribution along 
a semi-infinite breakwater with a 
short wing 

4.3 Wave height distribution along a breakwater of arbitrary reflecting 
power 

There exists a number of breakwaters which are not of perfect reflec- 
tion, for examples, rubble mound breakwaters and vertical walls protected 
by artificial blocks.  For these breakwaters, the authors have devised a 
special calculation way named the Wave generator method. 

Let us explain the principle of the wave generator method for a straight 
breakwater of perfect reflection.  In this case, the velocity potential 
can be expressed as a sum of the velocity potential of incident waves (tf>.) 
and that of scattered waves by the breakwater (40 » 

4 = ti>. + S), (4.1) 

Furthermore, since the scattered waves can be considered as a sum of 
es generated at the front face (<(> 

breakwater (<(>), <j>, is expressed as, 
waves generated at the front face ($ ) and at the rear face of the 

(4.2) 
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We can interprete obviously that waves generated at the front face are 
waves corresponding to reflected waves by the breakwater and waves 
generated at the rear face are waves cancelling the incident waves.  Such 
waves must be generated at the both faces of the breakwater so as to 
satishfy the following conditions; 

u?l 
—I = - —I 3n 's   3n 's 

(4.3) 

(4.4) 

where s designates the circumference of the breakwater and n designates 
the normal direction to it. 

Since the breakwater is replaced by a special wave generator, the 
authors have named this calculation way the Wave generator method.  In 
this method, the calculation is performed by following procedure; 
1) Calculation of incident waves in the absence of breakwater 
2) Calculation of waves generated by the hypothetical wave generator at 

the boundary of the breakwater, by using the calculated velocity 
component of incident waves in 1) 

3) Summation of simultaneous results of incident waves and generated 
waves 

The wave height distribution along a semi-infinite breakwater which 
was calculated by this wave generator method has been confirmed to agree 
perfectly with that obtained by the ordinary calculation method of our 
numerical analysis. 

In case that the arbitrary reflection coefficient r(s) distributes 
along the face of a breakwater, the following equation is used for Eq. 
(4.3), 

3 + f H, 
-A=-r(s)i^s <4-5> 

It should be noted that this wave generator method is directly applied 
only to the case in which velocities of all the incoming waves with 
normal component to the boundary can be obtained. As to the case of the 
semi-infinite breakwater, both waves generated at the front face and waves 
generated at the rear face are propagating along the breakwater when they 
reach the other face and they have no normal velocity component to it. 
Therefore, it is enough that only incident waves are considered as incom- 
ing waves to the breakwater. 

However, if there are two separate breakwaters, and waves generated at 
one of the breakwaters reach the other with normal velocity component to 
it, it is necessary to repeat the calculation procedure at any computing 
time step. 

Fig.-4.5 shows the wave height distribution along a semi-infinite 
breakwater of perfect reflection, of no reflection along the breakwater, 
and of no reflection only at the heading part. Two remarks are pointed 
out from these results: 1) The wave height in the vicinity of no 
reflection part is approximately equal to that of the incident wave at the 
front face. 2) Little effect of the reflecting power is brought on the 
wave height along the rear face. 
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computing  points of water elevation 
olong  breakwater 

incoming  waves 

perfect   reflection 

no   reflection 
along   breakwater 

no  reflection  along 
head of  breakwater 

Fig.-4.5 Effect of reflecting power on 
wave height distribution 

4.4 Application to wave force upon a large isolated vertical structure 

An interesting application of our method of numerical analysis is the 
calculation of wave force upon a large isolated vertical structure of 
arbitrary shape. 

Components of wave force upon a structure can be obtained from the 
following relation, when the water surface elevation along the structure 
is calculated by the numerical analysis, 

F = i6/°pdz-l(s)ds = -^ tanh kh tfn l(s)ds 

F = j6/Ppdz-m(s)ds = —f- tanh kh jfjn m(s)ds 
y   -Ir k s 

(4.6) 

where s is the circumference of the structure and (l,m) is the directional 
cosine of the inward normal line. 

As an example of application, wave force upon a rectangular body which 
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Fig.-4.6 Arrangement of a rectanglar vertical body 
and calculated wave force 
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is a simplified treatment for a moored ship is calculated. Fig.-4.6 
shows the arrangement of the moored ship and calculated wave forces 
with and without a vertical quay wall of infinite length. 

5. APPLICATION TO THE REGION OF VARIABLE WATER DEPTH 

5.1 Correction factor of shoaling 

For the propagation of waves in the region of variable water depth 
h(x,y), we assume that the wave frequency a  is constant and the local 
wave number k is given by Eq.(2.10).  Then, our wave equations include 
the variation of wave height due to shoaling caused by the variation of 
water depth as well as due to refraction caused by the variation of wave 
phase velocity. 

The variation of wave height due to shoaling, however, is not the 
function of the group velocity but of the phase velocity in our wave 
equations. 

As a simple example of water depth variation, let us consider the 
region where the water depth changes in step-shape at x = 0 from h^ to 
h as shown in Fig.-5.1. 

Po 

Z 

Oo- 
Ao 

->X 

z=-hs 

I z°-h, 

Fig.-5.1 Change of water depth 
in step-shape 

The velocity potential for this situation is expressed in the following 
form, 

,,  ikx „ -ikx.  iot cosh k(z+hr) 
+1- (A0e  + Q0e   ) e     cosh khl 

cosh k (z+hj) 
»   -k x iot  - 

+ E.A e m  e    r—:—r— 
m=l m cosh k hi 

m    J- 

.       _ ik'x iot cosh k'(z+hp) 
*2= Poe   e     cosh k'h2 

. .  . ^ cosh k (z+h?) 
» _ k'x lot     n   z 

+ i," e n e    —:—r-TT—— 

n=l n cosh k h2 

x = 0 

x = 0 

(5.1) 
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And, 

o2= kg tanh kh fs 2} 

= - k g tanh k h 
m      m 

Unknown coefficients in Eq.(5,l) can be determined from the following 
boundary conditions at x = 0, 

<j>l = <t>2  .(continuity of pressure) 

3*   3* (5,3) 

—*-*- = -~-  .(continuity of horizontal particle velocity) 

As obvious from Eq.(5.1), the strict solution includes an infinite 
series and the term of group velocity c appears through mathematical 
development for the determination of unSnown coefficients. Waves corre- 
sponding to the Infinite series, however, are not progressive waves and 
does not contribute the energy transport over one period.  Consequently, 
the following relation of energy conservation can be obtained, 

p2c A + q
2= 1 (5.4) 

where, 
g* 

1-r"-1   , (transmission coefficient) 
lAol 

(reflection coefficient) 

c j. = c  / c 
g*   g2  Si 

The c i   and c  are the group velocities respectively in the region of 
water depth hi and h2, and the group velocity is given by, 

c = nc = — (1 + . . „.,) c (5.5) 
g      2     smh 2kh 

The basic wave equations of our method of numerical analysis include 
only waves corresponding to the first term of the strict solution Eq.(5.1) 
and does not include waves corresponding to the infinite series. 

Now we consider the analytic solution of our wave equations for the 
situation as shown in Fig.-5.1.  Starting from the finite difference 
equations, the following coefficients of transmission and reflection are 
obtained, 

P = 

q = 

(5.6) 

1 + c. 

where, 
= c2/ c: 

From these relations, we get 

n2 = -* • -i - 1 (5.7) 

Comaring Eq.(5.7) with the strict solution of Eq.(5.4), it is noticed 
that the group velocity in Eq.(5.4) is replaced by the phase velocity 
in Eq.(5.7). 
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If reflection can be neglected, the transmission coefficient is written 
as, 

-1/2 

-1/2 

, from Eq.(5.4) 

, from Eq.(5.7) 

(5.8) 

(5.9) 

This relation is kept for a sloping bottom, if reflection is neglected, 
and the coefficient of Eq.(5.8) is equivalent to the conventional shoaling 
factor. To keep this conventional relation of shoaling factor, therefore, 
the shoaling factor in our analysis should be multiplied with the following 
correction factor of shoaling, 

l/2 
f = 
s 

-1/2 
- {(1 + 

2k1h1 

sinh 2kihj •)/U + 
2kh 

sinh 2kh )} (5.10) 

When the deep water is taken as a reference region, this value of correction 
factor varies from 1 in deep water to 0.707 in the region of long waves. 

In the application of our method of numerical analysis to a submerged 
shoal with concentric circular contours which is treated in the next section, 
final results of wave height are multiplied with this correction factor 
of shoaling. 

5.2 Wave height distribution in the vicinity of ray intersections 

Since the conventional wave refraction theory is based on the geometrical 
optic approximation, it fails to predict wave height at and near caustics 
where ray intersections occur. It has been already pointed out that the 
effect of diffraction in wave refraction should be included in the analysis 
of waves in the vicinity of ray convergence.  Our method of numerical 
analysis is applicable to the region where caustics are formed. 

As an example , our method is applied to wave propagation on a submerged 
shoal with concentric circular contours where the conventional refraction 
theory indicates the formation of a cusped caustics as shown in Fig.-5.2. 

Figure 5.3 shows the arrangement of the shoal in the numerical calcultion. 
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Fig.-5.3 Arrangement of a shoal 
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Hydraulic model experiments for same situation are conducted to confirm 
the validity of our method. The water depth and the wave length in the 
model are as follows, 

h.= 15 cm, h = 5 cm, L = 40 cm. 

All tests are conducted for non-breaking waves. 

Both results of the numerical calculation and the hydraulic model tests 
are presented in Fig.-5.4,5.5, and 5.6.  In Fig.-5.4, the wave height 
which is not corrected for the shoaling factor is also shown.  It is noticed 
that experimental results agree better with the corrected value than that 
of non-correction.  Maximum wave height in the calculated results is 2.1 H. 
near the rear end of the shoal. 

6. SUMMARY AND CONCLUSIONS 

A method has been presented to obtain numerically wave patterns in 
any region of arbitrary shape from deep water to shallow water.  The 
principle is to solve the linearized wave equations under the given 
boundary conditions from a certain initial state, which are derived from 
the Eulerian equations of motion and of continuity and include only 
unknown functions at the water surface. 

By applying our method of numerical analysis, it is possible to 
investigate various problems of wave propagation in the region of arbitrary 
shape and of variable water depth.  In this paper, we have presented 
several examples of application of our method to wave diffraction and 
to wave refraction in the fundamental fashion. 

The applicability of our method to wave diffraction has been confirmed 
by the comparison of the distribution of wave height along a semi-infinite 
breakwater and a detached breakwater by our numerical method with that 
obtained from the conventional analytic solutions.  As an example of appli- 
cation to a breakwater of arbitrary shape, the distribution of wave height 
along a semi-infinite breakwater with a short wing is calculated.  The 
result shows that the non-uniformity of wave height along the breakwater 
is apparently increased due to the existence of the short wing. 

For a breakwater of arbitrary reflecting power, a modified method which 
is named the "Wave generator method" is devised. Two examples of appli- 
cation of this modified method to  semi-infinite breakwaters bf no reflec- 
tion and of no reflection only at the heading part are shown. The effect 
of reflecting power on the wave height distribution along the rear side 
of the breakwater is a little. 

In addition, an interesting application of our method with respect to 
wave diffraction is the calculation of wave force upon a large isolated 
vertical structure of arbitrary shape.  As an example of application, 
wave forces upon a rectangular body which is regared as a moored ship 
are calculated with and without a vertical quay wall behind the body. 

As to the application to the region of variable water depth, the 
correction factor of shoaling has been introduced, since the shoaling 
factor for our basic wave equations is a function of the phase velocity 
instead of the group velocity in the conventional relation. This value 
of correction factor varies from 1 in deep water to 0.707 in the region 
of long waves, when the deep water is taken as a reference region. 
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Our method of numerical analysis is applicable to the analysis of wave 
propagation in the region of ray convergence. An example of application 
is shown to a submerged shoal with concentric circular contours where the 
conventional geo-optic wave refraction theory indicates the formation of 
a cusped caustics. Hydraulic model experiments are conducted to verify 
the validity of our method for a cuastic problem. Calculated wave heights 
agree very well with those obtained from the model tests. The maximum 
wave height is 2.1 H. at the rear end of the shoal where the geo-optic 
refraction theory gives the infinite wave height. 

Our method of numerical analysis might be applied to the calculation 
of wave patterns in the region of more realistic bottom topography and 
it is possible to include vertical boundaries of arbitrary shape. 
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CHAPTER 27 

ENERGY TRANSFER MECHANISM FOR FINITE AMPLITUDE WAVES 

by Konstantin Zagustin Ph.D. 
Asoc. Prof, and Head Hydraulic Laboratory 

Universidad Central de Venezuela 
Caracas, Venezuela. 

ABSTRACT.- 

A basic mechanism is proposed to explain the growth of finite amplitude 
water waves due to the effect of normal stresses. The proposed mechanism can 
probably be applied to the whole range of wave's growth, starting from a sm- 
all amplitude wave up to the case of a limiting and breaking wave condition. 
The transfer of energy from air flow to the water wave is explained by the 
existance of a circulation flow pattern above the water surface, which is 
responsable for a phase-lag of the normal stress distribution in relation to 
the wave's profile. Such a circulation flow pattern extends throughout the 
whole wave length and it is quite different from the classical concept of 
flow separation, as postulated by Jeffrey's. The difference becomes as a re- 
sult of considering a different boundary condition at the interface. 
Experiments performed on wavy models with moving boundary conditions, for 
small amlitude waves and finite amplitude waves showed that the normal stress 
distribution is similar in both cases, and displays a noticible phase-lag 
with respect to the wave's profile. It was observed that for both cases a 
circulating flow pattern was present above the water surface, which indica- 
ted some relation between the flow vorticity above the wave and the normal 
stress distribution. 

To prove the role of circulation in the energy transfer mechanism, a 
model was built with water and mercury as working fluids. In this model the 
interface was initially non disturbed, when both fluids move in opposite di- 
rections. However, when a forced circulation was applied by means of a va- 
riable speed rotor located above the interface, a wave would form. The wave 
would be inicially of small amplitude, but with an increase of circulation 
would become of finite amplitude, then reach the angular crest condition and 
finally would reproduce the breaking condition at the crest. 

The obtained experimental results proved the importance of the circula- 
tion flow pattern present above the wave surface, and suggest that a mathe- 
matical model could be formulated based on vorticity analysis, which would 
be able to provide an explanation for the energy transfer mechanism due to 
normal stresses at all stages of wave's growth. 

INTRODUCTION.- 

It has been proven both theoreticly (ref. 1,2) and experimentally ( ref. 
3,4), that in the case of already formed small amplitude waves , the normal 
stress distribution displays a phaso-lag with respect to the wave's profile, 
which accounts for the energy transfer due to this stresses from wind to the 
water waves. However, these linear theories fail when the wave reaches a fi- 
nete amplitude, being the only available mechanism that of Jeffrey's (ref.5) 
based on flow separation. The experimental data used to estimate Jeffrey's 
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sheltering coefficient where obtained from fixed boundary wavy models tes- 
ted in wind tunnels or water channels. Such an empirical approach had not 
been succesufull to provide a good agreement between the predicted values 
and real observations, and hence the problem remain unsolved. Since most 
of the water waves observed in nature are of finite amplitude, it is im- 
portant to understand the basic mechanism of their growth, and this paper 
intend to provide new basic ideas to develop a better understanding on 
the subject. 

To properly analyse the air motion over a wave profile which is fixed 
in space, a coordinate system which moves with the wave has to be introdu- 
ced. In this moving coordinate system the air flow ( far away from the in- 
terface ) will move at a speed U-C, while water will flow in opposite di- 
rection with a speed equal to the wave celerity C, At the interface the 
water particle velocity will vary with location along the wave, being larger 
than C at the trought and smaller than C at the crest. A graphical represen- 
tation of the coordinate transformation is shown in fig. 1 . 

U(y) 

v>-c 

VsO 

Unsteady Flow Picture 

V=-C 

Steady Flow Picture 

Fia.i 

When the wave's amplitude is small as compared with the wave's length 
the difference of particle velocities at the interface is small and can be 
neglected. Experimental results obtained in wavy models with constant ve- 
locity boundary conditions ( ref.3,4 ) showed that the effect of the moving 
boundary is to produce a phase-lag in the normal stress distribution. In 
fig. 2 a comparison is presented between the obtained experimental results 
for normal stress distribution with fixed and movin boundary conditions. 
This phase-lag in the pressure distribution has been also obtained in la- 
boratory measurements over wind generated waves ( ref. 6 ), and in the 
field ( ref. 7 ). 

Experimental results for finite amplitude waves with the appropiate 
moving boundary conditions were reported by the author at the Xllth Confe- 
rence on Coastal Engineering held in Washington in 1970 ( Unfortunately 
was not published in the proceedings ). The obtained results, which will 
be briefly described in this paper, showed that for finite amplitude waves 
the pressure distribution looks almost the same as in the case of small amp- 
litude waves, and is quite different from the normal stress distribution 
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obtained Irom fixed boundary experiments as reported by Motzfeld ( ref. 8) 
and others. A comparison between both results can be seen in fig. 5. Flow 
visualization showed that instead of a classical separated region as obtai- 
ned in fixed models ( fig, 6 ), the flow over the wave displaced a large 
circulation region which extend throughout the wave's length ( fig. 7 ), 
as if the flow would separate from one crest to the another one. This flow 
picture coincided with that proposed by the author in 1966 ( ref. 3 ) for 
a limiting wave profile. 

The obtained experimental results for pressure distribution and flow 
visualization suggested that the circulation flow pattern above the wave 
surface is responsable for the phase-lag observed in the normal stress dis- 
tribution, and hence, for the growth of the wave. If that is true, a theory 
could be developed based on vorticity which will cover the whole range 
of wave's growth. However, the role of circulation in the process of energy 
transfer is not obvious, and it is the purpose of this paper to provide a 
definite foundation for a future mathematical model based on vorticity, 
which would provide the answer to such   important   problem. 

MOVING BOUNDARY EXPERIMENTS FOR FINITE AMPLITUDE WAVES.- 

The result of this experimental work were presented at the Xllth. Con- 
ference on Coastal Engineering held in Washington in 1970, and therefore 
only a summary of the used procedure and the main results will be included 
in this paper. 

Since in the case of a finite amplitude wave the boundary can not be 
considered as moving with a constant speed, an approximation to the real 
particle velocity distribution along the wave surface had to be introduced. 
Such an approximation was made by dividing the wave profile in several re- 
gions, each of them, moving at different constant velocities. 

Such a moving boundary model was built in a water tunnel at the Hyd- 
raulic Laboratory of the Central University of Venezuela, where three waves 
with SO cm. wave length and 5,5 cm heigth were represented. The total test 
section had the dimenssions of 1,8 x 0,5 x 0,1 mt. and the water flow ve- 
locity could be varied from 0 to 3 mt./sec. The moving boundary was set to 
move at a speed corresponding to the celerity of a gravity water wave of the 
same wave length, and the velocity distribution along the boundary was adop- 
ted in the form shown in fig. 3 . The motion of each section of the wave 
surface was achieved through a combination of wheels with different diame- 
ters connected by chains. A view of the installation can be seen in fig. 4. 

A series of test were performed with several water flow velocities, 
for both cases, of fixed and moving boundary conditions. For each case pre- 
ssure distribution was obtained by means of a series of static pitot tubes 
located just above the wave's profile, measuring the pressure difference 
with a highly sensitive pressure transducer. Also, flow visualization was 
obtained for each run by adding bouyant plastic particles to the water flow 
and taking pictures of the flow field above the wave's profile. 

In fig. 5 a typical set of data is shown for the normal stress distri- 
bution for both cases os fixed and moving boundary conditions, being in the 
later case the ratio between the water velocity and the mean boundary speed 
equal to unity. In fig. 6 and 7 the corresponding flow visualization is pre- 
sented. From these results it can be concluded that in the case of a fixed 
boundary model, the normal stress distribution and the flow visualization 
coincides with the known experimental data. However, when the boundary is 
moving , the normal stress distribution curve presents an astonishing re- 
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gular form, and it is almost similar to the one shown in fig. 2 for the 
case of small amplitude waves. The variation of the pressure magnitude be- 
tween both crests is due to the fact that the pressure difference was re- 
corded in relation to a fixed point in the water tunnel. From fig. 7 it 
can be seen that the flow pattern above the wavy surface presents a large 
circulation which extends from one crest to the other one. This result 
coincides with the flow picture obtained by the author in 1966 for the case 
of a limiting wave profile ( ref. 3 ), which is shown in the picture of 
fig. 8. 

The fact that the pressure distribution curve is similar in shape and 
in phase-lag ( for the same ratio of flow velocity to wave celerity ), for 
small and finite amplitude waves, suggest that the mechanism that produces 
such effect must be similar in both cases. Since in small amplitude wave 
experiments a circulation flow pattern over the wave was also observed, it 
is almost certain that such phenomena has something to do with the phase- 
lag of the pressure distribution curve. To prove this statement, a different 
experimental installation was built, and its description follows. 

STRATIFIED FLOW EXPERIMENTS WITH FORCED CIRCULATION.- 

To prove the role of vorticity on the process of wave's growth, a model was 
built with two stratified flows moving in opposite directions with a forced 
circulation produced above the interface. If vorticity has something to do 
with the process of wave's growth, a wavy disturbance on the interface shou- 
ld occur when a forced circulation is applied above the interface. 

The working fluids for such a model were mercury and water, which were 
moved in opposite directions in a closed test sections with dimenssions 
1,2 x 0,7 x 8,61 mt. The motion of both fluids was achieved by means of 
pumps and the mean velocity could be controlled by valves . Circulation was 
produced by mechanical means, using a cross made out of stainless steel 
which rotated in a clockwise direction with a speed that could be varied 
by an electrical motor. 

When both fluids moved without any applied circulation the interface 
remained undirsturbed. However, as soon as circulation was applied a small 
amplitude wave would form at the interface. The wave location in relation 
to the vortex coincided with the expected position, if the pressure dis- 
tribution would be similar to that obtained from the moving boundary expe- 
riments. With the increase of circulation the wave profile would grow, un- 
til it reaches the angular shape at the crest, any further increase in the 
magnitude of circulation produced a breaking effect at the wave's crest. 
In fig. 9 and 30 a general view of the apparatus is shown, along with a 
set of pictures of the water-mercury interface for different degrees of the 
applied circulation. It can be seen that the position of the vortex in re- 
lation to the formed wave remains the same regardless of the amplitude of 
the wave , and coincides with the expected location based on the pressure 
distribution along the wave's profile obtained from the moving boundary 
experiments. Also, this experiments showed that the wave length was a fun- 
ction of the mercury mean velocity, as it should be expected from the 
steady state analysis of a deep water gravity water wave.Therefore, for 
a given mercury mean velocity a set of waves could be generated by insta- 
lling a series of rotors located at intervals equal to the wave's length. 



534 COASTAL ENGINEERING 

General View of the Stratified Flow Installation. 

Interface Disturbance when a Small Circulation is Applied 

Fig.9 
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Wave at the  Interface Reaching Almost the Limiting Condition 

Breaking of the Crest Produced by too Much Applied Circulation 

Fig.  10 
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CONCLUSIONS.- 

The obtained experimental results proved that the circulating flow 
pattern prevailing over the wave surface of small or finite amplitude 
waves, plays an important role in the energy transfer process from air 
flow to the water waves, due to the effect of normal stresses.  The 
role of this circulation is to produce a phase-lag in the pressure dis- 
tribution curve, in relation to the wave's profile. The magnitud of the 
phase-lag is the same for small or finite amplitude waves, provided that 
the ratio of flow velocity to wave celerity remains constant. 

The fact that the wave's growth can be reproduced by a variable 
strength vortex located above the interface of two stratified flows, 
suggest the possibility of developing a mathematical model based on 
vorticity considerations, which could be applied for the whole history 
of wave's growth. 
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CHAPTER 28 

WIND-GENERATED CURRENT AND PHASE SPEED 

OF WIND WAVES1 

Omar H. Shemdin 
Coastal and Oceanographic Engineering Laboratory 

University of Florida, Gainesville, Florida 32601 

ABSTRACT 

Measurements of drift were made in a wind and wave facility at different 
elevations below the mean water level. The drift profiles were obtained for 
reference wind speeds, Ur = 3.1, 5.7 and 9.6 m/sec. The measurement technique 
involved tracing the movement of small paper discs which were soaked in water 
to become neutrally buoyant at the elevation of release. A logarithmic drift 
profile is proposed. The water shear velocity, U*w, predicts a surface stress, 
TS = pw U*S, in agreement with that obtained from the wind shear velocity, 
Ts = Pa U*li where pa and pw refer to air and water densities, respectively. 

The influence of wind on phase speeds of waves was investigated by solving 
the first order perturbation problem of the coupled shear flows in air and 
water. The air velocity profile was described by a logarithmic distribution and 
the drift profile was described by the proposed drift profile. Adequate 
agreement is found between the calculated and measured phase speed using Doppler 
radar in the wave number range 1.9 - 10 cm-1. In the wave number range 0.05 - 
0.5 cm-1, measurements of phase speeds were obtained by using two wave gages. 
The waves were mechanically generated without wind and the wave gages were spaced 
to obtain coherent signals. The wind was then allowed to blow over the waves and 
the distance between wave gages was increased to maintain coherence. The wave 
length and frequency were obtained from the distance between the gages and from 
the generator frequency, respectively. The measured phase speeds were found 
to increase with wind speed consistent with theoretical computations. 

I. INTRODUCTION 

Wind action over water generates both waves and surface drift. Waves 
contribute to the surface drift through Stokes mass transport. A portion of the 
total rate of momentum transfer to the water is through the normal stress acting 
on the disturbed surface and the other portion is due to the tangential stress 
which contributes, at least in part, to the surface drift. The details of the 
transfer of momentum and energy from air to water by the normal and tangential 
stresses are not completely understood yet. 

The purpose of this investigation is to shed light on the interaction 
between the wind generated waves and the wind-induced current. That such an 
interaction exists can be observed in a wind and wave facility in which waves 
can be generated mechanically. In the absence of wind, mechanical waves with 
a preselected length can be generated and detected by two wave gages spaced 
an integral number of wave lengths apart. The simultaneous wave records under 
these conditions are coherent. When wind is allowed to blow over the mechanically 
generated waves the wave records exhibit a phase shift which increases with 

1  
Also submitted to the Journal of Physical Oceanography 
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wind speed. The- experimental and anlaytical results of this study suggest 
that surface drift induced by wind alters significantly the dispersion 
relationship for small amplitude waves. 

Previous investigations of surface drift were obtained by Van Dorn (1953) 
in a pond and by Keulegan (1951), Wu (1968), Plate and Trawle (1970) and 
Wright and Keller (1971) in the laboratory. The first two observers found the 
surface drift to be about 3 percent of the wind speed under turbulent conditions. 
The surface drift was found to be independent of surface waves which they 
were able to show by suppressing the waves by spreading detergent over the water 
surface.  The other investigators recorded surface drifts in the range 2.5 - 
4.0 percent of the wind speed. 

Observations by Francis (1951), Cox (1958), Hide and Plate (1966) and 
Plate and Trawle (1970) all indicated phase speeds of wind generated waves 
greater than the calculated values based on the linear wave theory. The 
difference was found to be greater than that due to the finite amplitude of the 
waves and was accordingly attributed to the surface drift. An analytical solution 
by Plate and Trawle (1970) based on a linear drift profile below the surface 
was found to produce unsatisfactory agreement with observations. They concluded 
that the need existed for a careful computation of phase speeds based on a 
reasonable drift profile below the interface. 

An interesting computation of surface drift based on Stokes mass transport 
was carried out by Kenyon (1969) for a fully developed sea. The computation 
suggests that the entire wind stress is supported by waves in a fully 
developed sea. However, fetch limited laboratory.and field observations do not 
verify this result. 

II. LABORATORY EXPERIMENTS 

a. The Wind Wave Facility 

The wind and wave facility at the University of Florida was used to conduct 
experiments on wind generated drift and phase speed of waves under the influence 
of wind generated drift. The facility is described by Lai and Shemdin (1971). 
Briefly, the wave channel is 1.83 meters wide and 45.7 meters long, and is 
divided into two bays of equal width. The height of the facility is 1.93 
meters and the water depth is maintained at 91.5 cm by a small water pump. 
One bay is provided with a roof and is used as a wind channel. The wind intake 
is modified to produce a turbulent flow regime throughout in the wind channel. 
Waves can be generated mechanically by an electrohydraulic system. The wave 
energy is absorbed at the down-wind end of the tank by baskets mounted on a 
steel ramp and filled with stainless steel turnings. 

The wind velcoity profile over the water surface was measured by a 
standard pitot-static tube manufactured by United Sensors, Inc. and a sensitive 
differential pressure transducer. The velocity profiles near the air-water 
interface were found to follow a logarithmic distribution as shown by Lai and 
Shemdin (1971). From the slopes of the logarithmic distributions the shear 
velocity, U*a, was obtained and used to evaluate the boundary shear stress at 
different wind speeds. 

b. Wind Generated Drift Profile 

The drift of neutrally buoyant particles below the surface was measured by 
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using small paper discs 6 mm in diameter. The discs were obtained by a standard 
paper hole puncher. When soaked in water for a few seconds the paper discs 
became neutrally buoyant and followed the wind-induced drift. It was found 
desirable to soak the discs at the elevation of the release since a vertical 
temperature gradient existed in the water which affects the buoyanty of the 
discs. Normally a few discs were released, some ascended and other descended 
in the flow but invariably a few remained at the elevation of the release and 
drifted horizontally. Particle speeds of ten discs were averaged at each 
elevation to obtain a mean value for that elevation. 

The drift profiles for three reference wind speeds, u> = 3.1, 5.4 and 9.1 
m/sec. are shown in Fig. 1. The reference probe is located at 183 cm downstream 
of the air intake and 16.5 cm below the roof plate and is used to insure 
repeatability of experiments. The drift profiles exhibit a sharp gradient 
immediately below the surface and follow a logarithmic distribution when 
graphed downward with respect to the surface as shown in Fig. 2. A logarithmic 
profile of the form 

Uo) - UJz) = ^ in f-, (1) 

is proposed where Uw(o) is the surface drift, Uw(z) is the drift at elevation z 
below the surface, K is the universal von Karman constant and zpw is a roughness 
height. Such a profile was observed by Bye (1967) to describe the ocean drift 
measurements reasonably well. This profile has a number of desirable features: 
(i) it has an analogous form to the profile associated with a rough turbulent 
boundary layer past a rigid boundary and suggests that the drift current is 
turbulent in nature; (ii) it yields a shear velocity, U*w, which provides an 
independent method to estimate the surface stress, T , defined by 

u*5. (2) ls  Mw u*w' 

where pw is the water density; and (iii) it provides a shear profile to 
investigate analytically the properties of the wind generated waves super- 
imposed on the wind generated drift. 

The surface stress, rs> can also be estimated from the wind velocity 
profiles by the relationship 

TS = Pa U,| , (3) 

where pa is the air density and U*a is obtained by fitting the log relation (17) 
to the wind profile. The surface stress values obtained using both wind and 
drift profiles are compared in Fig. 3 for different free stream (maximum at 
station in the wind tunnel) wind speeds, IU. The three dirft profiles shown 
in Fig. 2 were used to obtain the surface stresses according to (2). Four other 
wind profiles corresponding to reference wind speeds, IL = 1.95, 2.96, 4.57 
and 10.66 m/sec were available and were used to obtain the surface stress 
according to (3). The best fit curve through all the data is given by 
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(4) 

where the drag coefficient 2.45 x 10"3 is consistent with other laboratory 
measurements. 

In a fully developed sea, it was suggested by Bye (1967) and Kenyon (1969) 
that the wind induced drift is due primarily to Stokes mass transport, S, given 
by 

S = a^ a  ke'
2kz , (5) 

where a , a and k are the wave amplitude, frequency and wave number, respectively. 
Integrating over the frequency range in a wave spectrum from a,, (angular 
frequency corresponding to minimum wave speed under gravity and surface tension) 
to o|_ (angular frequency corresponding to spectrum peak) Bye obtained the 
following relationship for surface drift, U (o) 

Uw(o) = f-   cm/see. (6) 

The measured wind wave spectrum peak for Ur = 9.1 m/sec was found to correspond 
to oi = 12.56 rad/sec. Using (6) the surface drift is computed to be 2.4 cm/sec 
which is one order of magnitude smaller than the measured value of 26.2 cm/sec. 
Some doubts remain regarding the mechanism of surface drift in the absence 
of wind. Longuet-Higgins (1960) estimated the surface drift to be twice the 
Stokes mass transport because of viscosity. This was disputed by Hwang (1970), 
however. Regardless of the dominating mechanism the above computation suggests 
that in a fetch limited case the wind generated drift is primarily due to the 
direct shear stress action of wind. This conclusion is consistent with the 
observations of both Keulegan (1951) and Van Dorn (1953) who found the surface 
drift to remain unchanged when wind generated waves were suppressed by spreading 
detergent over the water surface. The surface drift, U (o), for all the 
three cases shown in Fig. 1 was found to be 3%  of the free stream velocity, U„, 
and in agreement with the results of Keulegan and Van Dorn. More recently drift 
measurements were obtained by Wu (1968) who reported a linear drift profile 
near the surface from which he found the surface drift to vary from 3.0 - 5.OS. 
of u„. These drift profiles were measured in a layer 3.8 mm below the surface. 
Estimates of the surface stress based on such a linear gradient can be subject to 
errors due to the steep gradient near the surface which is perturbed by wind 
generated ripples. 

c. Phase Speed of Wind Haves 

As indicated in Section I the phase speeds of wind generated waves were 
found by other investigators to be greater than calculated values based on 
the linear wave theory. In order to verify these results and to provide complete 
data for comparison with an analytical prediction (to be discussed in Section III), 
measurements of phase speeds were obtained in the wind wave facility by using 
mechanically generated waves and two capacitance wave gages. Initially no wind 
was allowed and the two wave gages were spaced an integral number of wave lengths 
apart to obtain a coherent signal. Then wind was allowed to blow over the water 
surface and one wave gage was moved away from the other until the signals 
became coherent again. The new distance between the wave gages was taken to 
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represent an integral multiple of the mechanically generated wave length in a 
current-wave field. From the wave length and frequency the phase speed, C, 
was computed. This procedure was followed for waves with wave numbers in the 
range 0.05 - 0.5 cm-1 and free stream velocity, U„, from 0 to 8.0 m/sec. 
Both C and U» were normalized with respect to C0 defined by 

C0
2 = g/k + T k/pw, (7) 

where g is the gravitational constant and T is the surface tension. The results 
are shown in Fig. 4 for different mechanically generated waves. It is noted that 
at high wind speeds the wind generated waves drowned the mechanical wave signal 
and a phase averaging device was used to enhance the periodic wave signal and 
to suppress the random wind generated ripples. Use was made of a signal 
averager Model 281 manufactured by Fabri-Tek Instruments, Inc. 

The results of Fig. 4 suggest a linear relationship between c and l)„. 
Other experimental results by Wright and Keller (1971) obtained for higher wave 
numbers from doppler spectra of radar backscattering from wind generated waves 
indicate that the relationship between C and U„ need not be a linear one. 

III. LINEAR COUPLING BETWEEN WIND AND WAVES 

The influence of the wind on the dispersion relation for simple harmonic 
waves is investigated here via a linear model similar to that of Miles (1957), 
which was concerned primarily with wave generation. The present formulation is 
not intended to improve the Miles' model for the air flow, by including the 
effects of viscosity and non-linear terms (cf., Shemdin, 1969, Saeger and 
Reynolds, 1971), but rather to include the shear flow on the water side which 
has heretofor been neglected. It will be demonstrated that the inclusion of 
the water shear flow can significantly change the dispersion relationship for 
the waves in the presence of wind, particularly for capillary waves. 

Attention is confined to the displacement, n» of the interface being of 
simple harmonic progressive form: 

n = Re [aeik(x-ct)] . (8) 

a.    Equations of Motion for Flow Below the Interface 

Considering a coordinate system defined in Fig. 5 where waves propagate in 
the positive x-direction with crests parallel to the y-direction and z positive 
in the vertical direction the equations of motion governing small perturbation 
of a two dimensional shear flow Uw(z) in an incompressible inviscid fluid with 
density p    are 

3Ui, 3Uw 3U,, 1 8P,, 

l»l    OV WW    Cl-7 CIV ' \^"/ 3t W 3X W 3 p.., 

M, 3W,, -,       3p,, 

n UW 3X p„    3Z 9   • V30' 
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Figure 5       Definition, sketch. 
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3X    3Z 

where Uw and Ww are the x- and z- components of the perturbation velocity and 
pw is the perturbation pressure. Introducing a stream function defined as 

W   3Z  '  W     3X 

and assuminq * and p to have the same dependence on x and t as n in (8) 3 w    w 

"  ik(x-ct)   „ _ A Jk(x-ct) *=iiie     ' , p = p,, e *    , 
'w  vw ' w  ' w 

the following equations are obtained 

w 

w 

Elimination of p yields the Rayleigh equation 

a2*,,        32u,, 
<Uw " c> az^ " ^(Vc) + 3i^ ]*„ = ° •       <"> 

The flow field below the interface may be obtained by solving (11) subject to 
the boundary conditions 

^=(UW-C)|J atz-n=.0, (12) 

ij + 0 as z •+ - - . (13) 

A convenient form for Uw(z) is that given by (1). 

b. Equations of Notion for Flow Above the Interface 

For the lack of a superior model the inviscid model proposed by Miles 
(1957) will be adopted. The x- and z- components of the perturbation velocity 
are Ua and Wa, respectively, the perturbation pressure is pa and the stream 
function is:i|ia. The following Rayleigh equation and boundary conditions can be 
derived in a manner similar to that for I(JW 
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32*a 
s2U= 

W-   -(Ua-C)|aatz.n = 0, (15) 

i + 0 as z + + » . (16) 
a 

The mean shear flow in air was assumed to have the form 

oa 

where z  is the roughness height. 

c. Matching Conditions at the Interface 

From the experimental results discussed previously it was found that 
the shear velocities in the air and in the water could be matched through the 
surface stress according to 

*s " ^ H -  "w U*w • <18> 

The normal pressures above and below the interface are matched according to 

Pw" Pa + Tl^= ° at z = n= 0 , (19) 

where T is the surface tension. The pressures are obtained from the equations 
of motion for the water and the air, respectively 

Pi I  - 3U,. H, 

^=*a^-(Ua-C)^-gaatz=0. (21) 

Eliminating the pressures in (19) yields 
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d. Method of Solution 

Solution of the boundary value problem for the air was obtained numerically 
by Conte and Miles (1959). The surface pressure was defined 

Pa=K+ieJ^^2ka- <23> 

where a and R were evaluated from (21) 

K+ V ^>2 -h^- <VC> & - £at z = ° •     <24> 
Eq.   (22) becomes for given a   and em 

, „ 3U 3* T, 

kl [*w W - (Uw " C) aT1 ' k + ~ w 

+  K + 10 ^    fe2  • (25) 
m m    Pw 

It is noted that in the water, the phase speed is mostly greater than Uw so that a 
critical layer is normally not present. Under these conditions $ is real. For 
waves that grow or decay the phase speed is complex 

cr + i Cl 

,2 

Equating real and imaginary parts of (25) yields 

kF C*w W ' (Uw - cr} IF-3 ~ F + T,     am FT ("} at Z " °'    (2 a) 
^w w 

ciF=^(~) ka atz = °- <26b> 

The propagation speed is given by C and was computed from (26a). 

The proceudre followed in computing Cr was an iterative one where an 
initial Cr value was assumed. The boundary value in the air was then solved 
to yield o^,, the boundary value problem in water was solved to yield j)w and its 
first derivative, and using (26a) a new value for Cr  was computed. The computation 
was then repeated for the new Cr value. Solutions to the boundary value 
problems were obtained by numerical methods similar to the procedure followed 
by Conte and Miles (1959). The independent variables needed for a solution were 
U*a, zoa and zow. The experimental results exhibit considerable scatter in zoa 
and z0w depending on the velocity profile fit. In most cases it was found that 
both zoa and zow were of the same order of magnitude. In the computations it 
was assumed that zoa = zow so that a complete computation could be obtained by 
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simply specifying a logarithmic velocity profile for the air, i.e. specifying 
U*a and zoa. The surface drift velocity was experimentally found to be 3% 
of the free stream velocity or 0.6 U*a. Convergence for Cr was normally 
obtained after 3-6 iterations depending on the input values of U* and zoa. 
Convergence was assumed where ACr <_ 0.05 Cr was achieved. 

IV. RESULTS AND DISCUSSION 

Numerical computations were carried out for cases corresponding to the 
available experimental results. In the wave number range 1.9 - 15.8 cm"1 a 
comparison between the numerical predictions of the phase speed and the measured 
values by Wright and Keller (1971) are shown in Table 1. The difference in 
most cases is below 10%. It is noted that a free stream wind velocity of 7.9 m/sec 
can increase the minimum phase speed (k = 3.7 cm"1) by 100%. Convergence in this 
range of k was achieved readily. However, for the smaller wave numbers which 
corresponded to the experimental results discussed in Section 2 convergence 
could not be obtained. Either overflow or underflow invariably occurred in the 
computations. Modification of the numerical procedures appear to be necessary 
to extend the computations to the lower wave numbers. 

By way of summarizing the experimental and numerical results it was found 
convenient to parameterize the phase speed of waves in a shear flow according to 

c = cQ + a U„ , (27) 

where a is a shear flow parameter which can be dependent on U and wave frequency, 
a. Figure 6 shows the dependence of a on a for the experimental results described 
in this paper (denoted by UF) and the experimental results of Wright and Keller 
(1971) (denoted by NRL). Numerical computations for Uw = 2.25 and 7.9 m/sec 
are also shown. The following observations are drawn under laboratory conditions: 

i) When the surface drift is small or equal to the orbital wave velocity 
the motion in water is dominated by the orbital motion and a 
negligible increase in phase speed is produced by the wind induced 
drift. 

ii) When the surface drift is large compared to the orbital wave velocity 
the surface wave is simply advected by the drift. 

iii) When the surface drift is of the same order of magnitude or slightly 
larger than the orbital velocity a noticeable increase in phase 
speed can be expected. 

The factor a represents the relative influence of the wind induced drift 
on the phase speed of waves. It is observed that in the laboratory the wind 
induced drift is large enough to produce a significant increase in phase speeds 
of capillary waves. In the field where wind speeds greater than 100 mph are found 
under hurricane conditions a significant increase in phase speeds of gravity waves 
are to be expected. 
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TABLE I 

COMPARISON BETWEEN COMPUTED AND MEASURED 

PHASE SPEED 

k 

(cm"1) i          (m/sec) 

Computed 
Cc 

(cm/sec) 

'          Measured 
Cm 

(cm/sec) 

I 
Difference           ! 

1.90 
i 
I                 7.9 51.4 51.6 -0.4 

3.86 7.9 49.1 48.0 2.2 

5.80 7.9 50.5 49.2 2.6 

9.07 7.9 53.7 47.0 12.5 

15.80 7.9 61.7 50.0 19.0 

1.86 2.25 32.15 30.0 6.7 

3.98 2.25 30.3 29.5 2.6 

5.90 2.25 30.6 30.0 2.0 

9.00 2.25 33.5 32.0 4.5 

15.70 2.25 38.4 32.0 15.5 

V. CONCLUSIONS 

The following conclusions are derived from this investigation: 

1. The dispersion relationship governing small amplitude waves is 
significantly altered by the wind induced surface drift when the surface drift 
is large compared to the orbital wave velocity. 

2. Strong interaction can exist between waves and the surface drift when 
the latter is not small. This can play a significant role in energy transfer 
among waves with different wave numbers in a spectrum. 

3. The wind induced drift profile can be conveniently approximated by 
a logarithmic distribution. 

4. When extending the above results to the open sea conditions care must 
be exercised to allow for the absence of lateral constraints. 
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ABSTRACT 

Measurements of horizontal and vertical water particle velocities induced 
by regular waves, wind waves generated by a wind wave tank and ocean waves in 
shallow water were made using a Doppler-type sonic current meter. For regular 
waves, the validity of wave theories such as Stokes and cnoidal waves is in- 
vestigated by comparison between theoretical curves and the experimental re- 
sults. For wind waves and ocean waves, power spectra of water particle veloci- 
ties and cross-correlations between surface displacement and water particle 
velocity are considered, especially in the latter case, directional spectra 
calculated from both the records are compared each other. 

INTRODUCTION 

To obtain the water particle velocities induced by waves is of very im- 
portance for the investigation of various phenomena on coastal engineering such 
as wave force, littoral drift and so on. Although the horizontal water particle 
velocity by regular waves -was measured by Goda (1964), Le Mehaut£, Divoky and 
Lin (1968) and Iwagaki and Sakai (1969) using a propeller-type current meter, 
tracers of neutrally buoyant particles, tracers of hydrogen bubbles and a hot- 
film anemometer respectively and compared the results of experiment with finite 
amplitude wave theories, their conclusions are different each other because of 
difficulty of the measurement. Moreover, there have little been the previous 
works on the vertical water particle velocity by regular waves, the water parti- 
cle velocities by wind waves in a laboratory and ocean waves in shallow water 
except for the some observational results. 

This paper deals with the experimental and observational investigations 
on the horizontal and vertical water particle velocities by regular waves, wind 
waves and ocean waves measured using a Doppler-type sonic current meter. 

EXPERIMENT ON WATER PARTICLE VELOCITIES EX REGULAR WAVES 

(l) Experimental Equipment and Procedure 

The wave tank used in the experiment is 78 m long, 1.0 m wide and 1.5 m 
deep which has the sloping model beach of l/lOO, 45 m long, as shown in Fig. 1. 

The measurements of horizontal and vertical water particle velocities were 
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made using the Doppler-type sonic current meter of three components, which was 
set the output of one component to be zero. The principle of this current meter 
is to make use of the frequency shifts of sonic beam due to the Doppler effect 
by the motion of buoyant particles in water. Static calibration of this current 
meter was made moving the carrier equipped with the one, with a -various constant 
speed, and in view of the characteristics of low pass filter which transforms 
the frequency shifts into the variation of voltage, the response frequency is 
deduced to be approximately 2 cps, although the dynamic calibration was not 
carried out. In the experiments, time variations of water particle velocities 
at a point and the vertical distributions of them including the wave height at 
the same time were respectively measured for the wide range of wave character- 
istics. 

The wave characteristics used in the experiment are tabulated in Table 1, 
in which T, h, H and g indicate the wave period, the depth of water, the wave 
height and the acceleration of gravity respectively. 

\2)  Experimental Results and Considerations 

Fig. 2 shows the comparison between the theoretical curves of finite 
amplitude waves and the experimental results for horizontal particle velocities 
at phase of wave crest and wave trough uc and u^ respectively, in which the 
notations 1, 2, 3, 4 and c indicate the theoretical curves by.Stokes wave theo- 
ries of each order approximate solution derived by Skjelbreia and Hendrickson 
(l96l) and the cnoidal wave theory of the second approximation by Laitone 
(1965). These figures show that the degree of increase of water particle ve- 
locity at phase of wave crest with wave height is not so large enough to be 
obtained by the finite amplitude wave theories and that the experimental results 
at phase of wave trough agree relatively well with the theoretical curves of 
Stokes waves of the 4th orders and cnoidal waves. 

The variation of maximum value of vertical water particle velocity with 
wave height is given in Fig. 3, which shows that the experimental values are to 
be good agreement with the cnoidal wave theory, as the value of T/g/h increases. 

Fig. 4 shows the vertical distribution of horizontal water particle veloci- 
ty at phase of wave crest. The experimental results agree with the theoretical 
curves of the 4th order solution in the case of relatively small value of %/g/h 
and disagree to be plotted between the theoretical curves of small amplitude and 
finite amplitude wave theories in the case of large value of T/g7h, especially 
the cnoidal wave theory gives considerably excessive values for large'wave height. 

Some examples of the time variations of horizontal and vertical water 
particle velocities which are designated by white and black circles respectively 
and wave profile are shown in Fig. 5. It is found that the theories are coincided 
with the experimental results in the figures. 

In the experiment of this time, it was verified from above consideration 
that although the finite amplitude wave theories are applicable for estimation 
of water particle velocities in the case of relatively small wave height, the 
deviation of both the results becomes considerably larger with the increase of 
wave height. 
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wave generator ultra-sonic 
frarneJJYJ]x   current meter 

unit:m 

Fig. 1 Schematic sketch of wave tank used 

Table 1 Wave characteristics used in experiment 
by regular waves 

T sec hcm T/g7h Hem 
1.50 55.6 6.30 9.4~ 25.3 

2.00 55.6 8.40 9.CW 39.6 

2.50 55.6 10.50 6.2 ~ 39.1 

3.00 55.6 12.60 6.6 *- 42.2 

2.50 27.8 14.85 5.7 ^ J9.5 

3.00 27.8 17.82 4.7 ~ 24.8 
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Some factors for this cause are picked up, such as the poor responsibility 
of this current meter for higher frequency, sheltering and blocking effects for 
wave motion by the submerged portion of the current meter and so on, in addition 
to the question for the validity of applying the theories of comparatively lower 
approximation on a uniform depth to large amplitude waves near wave breaking on 
a gently sloping beach. Moreover, the more important one may be the wave celeri- 
ty in most of Stokes wave theories to be calculated on the basis of Stokes' 
first definition. It has been made clear in the authors' experiment on the 
vertical distribution of mass transport velocity by waves that the experimental 
results agree with the theoretical curves derived by Stokes' second definition 
tetter than the first definition. This means that the generated waves in a 
laboratory satisfy approximately the condition of the second definition, which 
is the average mass transport velocity over a wave length to be zero by addition 
of a uniform motion. In fact, the 4th order approximate solution calculated 
using the second definition accounts for the experimental results for wave ce- 
lerity and water particle velocities better than the first definition. The theo- 
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retical curves of horizontal water particle velocity "by the second definition 
become considerably smaller at phase of wave crest and a little larger at phase 
of wave trough than those by the first definition and approach the experimental 
results. 

EXPERIMENT BY WIND WAVES IN A LABORATORY 

(1) Experimental Equipment and Procedure 

A random wave generator used in the experiment is a recirculating wind wave 
tank which consists of a doughnut-shaped wind wave tank, a blower, a wave di- 
rection controller and an experimental straight tank as shown in Fig. 6. 

The experiment was carried out by changing wind speed U at constant water 
depth in the unsteady state that the generated waves are recirculating in the 
wave tank (called especially recirculating in this paper) and in the steady 
state such as a usual straight wind wave tank (called non-recirculating). The 
surface displacement and water particle velocities in quasi-steady and steady 
states were measured at a portion of recirculating wind wave tank and an experi- 
mental straight tank in both the cases. The records were sampled at intervals 
of 0.1 sec for 1 or 2 minutes and power and cross spectra were computed by the 
Elackman-Tukey method. 

(2) Experimental Results and Considerations 

Fig. 7 shows the power spectra of surface displacement and water particle 
velocities and their coherences (C„u and C(-v), in which f is the frequency. It 

Wove direction 
controller 

Fig. 6 General view of recirculating wind wave tank 
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is found that the correspondence between them is good in the neighbour of peak 

frequency, but that poor in the region of higher frequency because of the noise, 

and less responsibility of this current meter and the effect of hydraulic filter. 

This is also obvious from the characteristics of their coherence. 

Pig. 8 is an example of the comparison between the experimental results 

and the curves of Gaussian distribution, in which N, of> J/Jt» /32>and H]_A are the 
number of samples, standard deviation, skewness, kurtosis and significant wave 

height respectively. It shows that the frequency distributions of them are ap- 
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proximately described by Gaussian distribution in spite of a little distortion 
on the left side. 
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In the next, the cross-correlation between them is considered introducing 
the correction coefficients, because in general the frequency response function 
calculated from measured records by the spectral analysis G(f) disagrees with 
the one from small amplitude wave theory due to the effects of non-linearity, 
irregularity of waves and so on. The correction coefficients for horizontal and 
vertical water particle velocities nu and n^ are given respectively as 

n„< = {2 x f cash k(.k + z)/sink kh}/G(f)        „„'= (2 i/sinh *(A + *)/sinh kh}jG{f) 

2.0 

1.0 

1 W-3 
recircula 

" r r 

r   "• 

ting 

7 

i    ii 

h = 40cm                 | 

^   U=13.9mftec 

z=-32cm 

1     1 -~ NLL .. ....      .._      • 
! 
i 

/y
 

. 
    

.. 

i Kl-4.1 
0.3 0.5 

2.0 

1.0 

} ! rr 
1        h = 40cm 

 +..-I _j . I   U=13.9m/*< 

I   P   Z=-32cm 
—' ^fTffvx     _i 

Jc w-3 N\[ ^ recirculating     v(       | 

\ 

1 !         K\   !     i   " 

1!     1 VL 
f 1/sec 

0.3   0.5 1 
f l/s« 

(a) (b) 

Fig. 9 Correction coefficient for water particle 
velocities of wind waves 



564 COASTAL ENGINEERING 

Some examples are shown in Fig. 9, in which full and dotted lines are 
correction coefficients determined by power spectra and cross-spectra respective- 
ly. It can be seen that the values of them are a little larger than 1 in the 
neighbour of peak frequency and that rapid decrease appears in the higher 
frequency region. In this way, the power spectra for horizontal and vertical 
water particle velocities can be inferred from the surface displacement when the 
characteristics of these correction coefficients are given. 

OBSERVATION BY OCEAN WAVES IN SHALLOW WATER 

(1) Observational Method 

The simultaneous obserbations of ocean waves and water particle velocities 
in shallow water were made at the pier on the Ogata Coast facing the Japan Sea 
in October 1971. Waves were measured by capacitance wire gages arranged the 
Delta prove array at three stations (St-1, St-2 and St-3) of which distances are 
15.4 m (St-l^-St-2), 18.8 m (St-l-.St~3) and 18.8 m (St-2~St-3) respectively 
and water particle velocities of three components by the sonic current meter 
mentioned above which was set on the almost same place as the wave gage (St-2) 
at the location of 1.65 m below the still water level. The direction of sensors 
of this current meter was decided by photographs taken directly downwards from 
the pier. The average depth of water is about 5.7 m. 

These records for 5 or 10 minutes were digitalized at intervals of 0.4 sec 
and power and cross spectra were computed as well as in the previous section. 

(2) Observational Results and Considerations 

Fig. 10 is one of examples for power spectra of surface displacement at 
three stations. Spectral form of each other is closely similar and the law of f~^ 
proved by Phillips (1958) holds good in the equilibrium range of higher frequen- 

cy. 

Fig. 11 is the power spectra of water particle velocities of three com- 
ponents and corresponding surface displacement, in which ux and uy are two hori- 
zontal velocity components in the orthogonal directions and it shows good corre- 
spondence each other. An example of correction coefficients for vertical water 
particle velocity is shown in Fig. 12. 

Various methods to measure directional spectra have been proposed. For 
example, Barber (1961) gave a  method of calculating the directional resolving 
power for array of wave gages and directional spectrum and Nagata (1964) descril ed 
the directional spectrum to be calculated using a current meter of three com- 
ponents on the basis of the same method as Longuet-Higgins et al (1961) . 

The directional spectra for peak frequency obtained from simultaneous 
records of three wave gages and sonic current meter of three components are com- 
pared in Fig. 13. In most cases, mutual correspondence is poor owing to the lack 
of directional resolving power, as shown in Fig. 14 which indicates the one of 
this array for each direction of incident waves cC i*1 the case of frequency of 
0.2 cps. Fig. 14 is one of examples for the directional spectra obtained during 
the observations. 
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CONCLUSIONS 

The experimental and observational investigations on the validity of theo- 
retical expressions for horizontal and vertical water particle velocities induced 
by regular -waves, wind waves and ocean waves in shallow water were made using the 
Doppler-type sonic current meter. For regular waves, it was verified from com- 
parison between the theoretical curves of finite amplitude wave theories and the 
experimental results that the theories are applicable in the case of relatively 
small wave height. For wind waves, a method of estimation of power spectra for 
water particle velocities was proposed. In addition, the directional spectra 
obtained from the records of waves and water particle velocities at the Ogata 
Coast were compared each other. 
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CHAPTER 30 

VELOCITY AND SHEAR STRESS IN 
WAVE BOUNDARY LAYERS 

P. G. Teleki 
Coastal Engineering Research Center 

Washington, D. C.  20016 

SYNOPSIS 

The critical force for the entrainment of sediment on the ocean floor 
is the maximum, instantaneous shear force. A numerical estimate for the 
stress is made from the third approximation of a second order boundary 
layer theory for oscillating laminar flow. The analytical derivation 
satisfies both the case of flow in an oscillating water tunnel and the 
case of a progressive (Airy) wave, where the shear distribution depends 
on the form of the velocity distribution in the boundary layer.  Solution 
for the velocity is on the basis of iteration in an infinite series, where 
the convective terms are numerically evaluated from lower order solutions. 
For the boundary shear, the phase lead is found to be less than predicted 
by linear theory, and although the correction at the third approximation 
is small compared to lower approximations, the modified vertical distri- 
bution provides a basis for the correction of shear measurements, obtained 
by indirect means, to the boundary value. 

INTRODUCTION 

In coastal engineering, one of the critical problems is the prediction 
of the motion of sediment or solid pollutants in the marine environment. 
Although it is realized that the critical parameter for the entrainment of 
sedimentary particles is the instantaneous shear force, an accurate assess- 
ment of its numerical value for various wave and boundary conditions has 
been difficult to obtain.  In part this stems from the difficulty in 
analytical modeling of the velocity and shear stress distributions near a 
solid boundary, but it is also the result of the scarcity of experimental 
data on these parameters in the zone of shoaling waves. The importance of 
understanding boundary layer behavior under ocean waves can be well illus- 
trated with the findings of Stone and Summers (1972) who have determined 
that 95% of the total load moves within 15 cm of the bottom in the nearshore 
zone and 80% of which is carried as bedload.  These figures agree with 
Saville's (1950) results, where 40-100% of the sediment was found to be 
transported as bedload in a model basin. 

569 
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In this paper we are concerned with the modeling of the velocity 
distribution in laminar flow of oscillating boundary layers of the form 
found in oscillating water tunnels and of a progressive (Airy) wave. Con- 
sequently, we evaluate the shear stress distribution analytically and 
appraise the contribution the third approximation makes on the phase and 
amplitude of the instantaneous friction in order to understand the force 
distribution at the boundary. 

The boundary layer theory of Schlichting (1932) is the basis of 
developments reported herein, with higher approximations of Kestin and 
others (1961, 1967) and Shah (1970).  Similar approaches can be found in 
the studies of Hill and Stenning (1960), Hori (1962), Hunt and Johns (1963), 
Dore (1968), Noda (1971) and others. 

THE BOUNDARY LAYER 

1, The velocity distribution 

The distribution of velocity in the potential flow region of harmonically 
varying flows without displacement is of the form: 

U (*, i ) « U0 (x) COS cot* Re ( U0(K) tlu>t) CD 

where Li0  is the velocity amplitude at the edge of the boundary layer, 
Oi'-ITT/T   is the characteristics frequency of oscillation of period T , 
and Re.   denotes the real part of the complex variable. 

The periodic flow in the free stream region produces oscillations in the 
fluid near the solid boundary.  If the amplitudes of fluctuation are small, 
such as (K(X, a/d)4f.l    , the boundary layer behavior can be calculated by 
using Fourier series for arbitrary fluctuations of the free stream with time 
(Hill and Stenning, 1960). This method involves linearization of the stream 
function yl^y.i) , which is expanded in an infinite series 

yrx,y.^;ej = e(yim + tyt(z) + txYs(z) + ...)e t'toi C2) 

following Schlichting's (1932) technique. According to Kestin and others (1967) 

y -- S"U0(K) L X(*i.t) C3) 

given 

</£ (4) v y- 
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and 

S, ((M/2vf (S) 

where d  is the thickness of the boundary layer. The parameter ^^ represents 
the dimensionless stream function. 

For incompressible, irrotational flow the stream function and the velocity 
potential can be equated through the velocity terms, so that 

(6) 

- at, 11 _. a 

where "WX,]/.^)  and <J(x,u,t) meet the requirement 

VZ(j)-VZ1p°0 (7) 

Considering now,  that motion is  only periodic in the potential  flow region, 
i.e.   steady flow is  externally not  superimposed  on the boundary layer,  we can 
write the velocity distribution  in the two-dimensional  case in two Fourier 
series 

u(x,Lj,i)= ua (x,u) + 2_un(K,u)e''n7ri+l_u?,(x,y)e 
J J      n*t J n*i 

<x> £ 

(8) 
00 • -.       <= jn1ri 

e 

where U0 , Vt     are components of the steady "streaming" arising from the 
second approximation and u*, V*  represent the complex conjugates of u, V. 
Complex variable theory is used to minimize computations in this expansion 
procedure. 
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We shall now establish the motion in the boundary layer by writing the 
appropriate momentum equation to 0(t2) 

du, du, ^u, 

m 

If initially we assume    U = 0(1) and   V=0(fi) 
where     c -   U0/oo<$ is the perturbation parameter, we can 
neglect all convective acceleration terms involving v/(1 3 and "\£ 
We also assume the pressure gradient across the layer to be small compared 
to its magnitude just outside the layer, and use this term to match the 
flows across the upper boundary. We now make use of the reduced equation: 

(10) 

to the third approximation. Each of the velocity terms in Eq.10 must sepa- 



BOUNDARY LAYER STRESSES 573 

rately satisfy continuity, therefore 

ax + ay   ° 
As Uz= Uit + ^2z > where UZI is the periodic and u42 is 

the steady component, the boundary conditions appropriate to Equations 10, 
11 are 

U, 

U«.= UJ=[ 

0 at ij = 0 

£/,at y = c^ 

0 at <j = 0 

0 at y = oa 

f" 0 at y = 0 

[ 0 at y = O 

According to Stuart (1963), the steady velocity at the outer edge of 
the boundary layer is of the order   zXie , which defines a Reynolds 
number   R5» L/*/cov » a'/a1 .    This second perturbation parameter 
is of O(i) when  £ « 1   , which condition is required for maintain- 
ing a non-decaying man transport velocity in the "outer boundary layer", de- 
fined by Stuart (1966), and also to validate linearizing the equations of 
motion. When Rs  is large, Ult progressively diminishes in the outer layer, 
the interaction between flow within and outside the boundary layer can be 
shown to remain negligible, and the steady streaming will not be influenced 
significantly by the presence of potential flow. 
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Following Kestin et_ al_ (1967), the general expression for the stream 
function to the nth approximation is of the form: 

(12) 

Differentiating and retaining the real part, three approximations of the 
horizontal velocity components are obtained. 

(13) 

(14) 

Asu-»othe steady component becomes 

U„ - - 3/4 ( U./ui  c(Ua Id* ) (16) 

The third approximation for the velocity component normal to the boun- 
dary, and the differential equations for 5 with their pertinent boundary 
conditions are omitted for the sake of brevity.  These can be found in the 
article by Shah (1970). The first two terms have been determined by Schlichting 
(1932). 

r   i\   r    /--vl     i + 'V^f'^l   i «a-(l*c)l    L-i 
Sutf'SuiW-'W* +Tle -4fi US) 

Qensm rti 
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For the third approximation Shah (1970) obtained 

 . £ + a" ^       J 
C20) 

(21) 

^>-5«^--i5i|(«*l)(l-«Je'O(l*'>,-[il-^a-0j- 

(23) 

Distribution of the horizontal velocity for phase angles <x>t = 0,ir/5,n"/z/Zn/?,li' 

±it\+&i{-iU + 3Mi) 

Distribution of the horizontal velocity tor phase angles COC = U,II/9,I 
is shown in Figure 1 for 4/a>(dU./dx)»l^oI(Lr<)d'U./dx5)4.Comparison of the 
velocity profiles indicate that the third approximation is effective near 
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the outer edge of the boundary layer, and especially near flow reversal.  It 
does not, however, contribute to the mass transport velocity owing to the fact 
that all velocity functions in the third approximation are periodic. 

2. Case of a progressive wave 

When the external flow is represented by a progressive gravity wave, 
the appropriate form of the stream function, according to Dore (1968) and 
Johns (1968), is 

VM.*>'V&i[WY.e)*~lei'*M 

K- 

The boundary conditions are 

y0 = v, = o     at * = d 
W„   = Y, = constant at  2 =2d*% 

where the free surface is specified by 

and the depth a   , has its origin at the still water surface. 

(23) 

where , 
Z -• y +d (24) 

and the wave number can be expanded as 

k -. k„ + ^ k, +... (25) 

The second term was given by Biesel (1949) as 

kid (in) 
Zk.di-5inhZk.dl (26) 
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With a change of variables for the zero order stream function we can 
write 

MI ,      i(k.*-<*>t)       a      .      -i 
Y0(H)Z - Asmik.z 5m(k0x-cot) (27) 

where 

A au) 
k0smhk0d (28) 

Retaining the real part and displacing the coordinate system by Tt/4, 
we obtain the horizontal velocity by differentiation of Eq. 27 

- £&.. U0---Ak0 <uxh k.i c0s(kox-u,t) 

at the outer edge of the boundary layer.  Similarly, 

(29) 

m s -- A k Cosh L z sin (k„x -cot) (30) 

%P?,-Ak*Coshk02aos(k.x-u>t) (31) 
OX- 

We assume now, that as T\  —* i , terms of 0(£,£')      in kea 
remain small for the fixed viscosity in order that the condition of viscous 
effects outside the boundary layer be avoided. Therefore it follows, that 
the zero order velocity is considered to adequately describe the free stream 
oscillation.  This is justifiable, since the point of interest is not in the 
flow far from the boundary, where mass transport and interaction terms are 
significant; rather in establishing the magnitude of shear stress near 7\-0 ; 
which is discussed in the following section.  The argument is based on K$  being 
large, whereby interaction between the mass transport velocity and the inviscid 
flow in the potential region are neglected, following Stuart's (1966) arguments. 
When K5 is of 0(1),  however, the periodic component of the horizontal velocity, 
obtained in the second approximation, must be matched asymptotically with the 
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first order velocity £ Ui  at the interface, so that the boundary con- 
dition reflected in Equation 9 is satisfied. That is, 

M«.»l-&[#2Ji ?»''"*• ««<M-«I (32) 

as shown by Longuet-Higgins (1953) and Noda (1971).  Evaluation of inter- 
action terms resulting from the simultaneous perturbation of inner and 
outer flows remains a continuing research interest of the author. 

THE SHEAR STRESS DISTRIBUTION 

To assess the potential force available, say for the entrainment of 
sediment, it is important to know the maximum value of the instantaneous 
shear at the bottom, its distribution normal to the boundary and its phase 
advance in respect to the horizontal velocity. 

In laminar flow, the shear stress distribution is derived from the 
velocity gradient 

Z - vp(^-) dy (33) 
which expanded to the third approximation becomes, in general 

l*'-pm>%'%] (34) 

where U,; U2 and Ui  are given in Equations 13, 14, and 15 respectively. 

The boundary conditions for the auxiliary functions are 

XfW^uW  <£*>> Wfiniteat    ,, a O 
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Solutions for all £  are: 

^(rj) --(i + t)e (35) 

•W7)1 ~e e       C7- fi-o; (36) 

J        (38) 

i0   I J 50 40 
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Equations 35-37 are the auxiliary functions of the first and second ap- 
proximations; these are depicted in Figures 2 and 3 separated into real 
and imaginary components. Similarly, Figures 4 and 5 show components of 
the third approximation (Equations 38-41).  It is evident, that £' (?]) 
considerably outweighs the numerical contribution of all other components, 
except that of ^jojtf) •  However, this function is only effective in cor- 
recting the first approximation. 

We can now write the complete expression for the shear stress dis- 
tribution correct to 

$/<*>]• 
The first term on the right side is the steady contribution equivalent 

to ^t-'zi y^ij   •   The phase advance is represented by 0.    It is seen from 
this equation, grouped to equivalence in the harmonic terms, that the con- 
tribution made by the third approximation is two-fold, one of which is cor- 
rect terms of 0(6) .  In fact, this is numerically more significant, than 
all terms of 0(Sl)    •    In other words, the contribution of the third ap- 
proximation to the distribution of Tlu)      is small. 

An example of the shear stress distribution of Equation 42 is given 
for an Airy wave of H = 2.0 ft, T = 10 sec and d = 30 ft in Figure 6, 
where the normalized shear is shown as a function of 1\  . Phase advance of 
the maximum shear over the forcing velocity is found to be near 6* IT/6   in 
absolute units, instead of TT/4   predicted by linear theory. This is 
equivalent to 30°, and compares well with the experimental phase lead ob- 
tained by Jonsson (1966) in an oscillating water tunnel, although the flow 
in his boundary layer was turbulent.  It appears, therefore, that the ad- 
ditional nonlinearity due to the Reynolds stresses, or the diffusion of 
vorticity into the inviscid region reduces the phase lead of the stress; 
this is supported in part by the analytical work of Srivastava (1966) who 
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obtained progressive reductions in the phase by increasing the order of' the 
solution for the shear stress. 

CONCLUSIONS 

An analytical solution for the shear stress distribution to the third 
approximation in the boundary layer of laminar flow established the following: 

(1) The maximum, instantaneous shear stress has a phase difference 9 = tf/6 
over U , agreeing with Jonssons's (1966) experimental data; 

(2) The third approximation modifies the numerical estimate of the 
second approximation boundary shear by no more than 6 percent, which is 
below the experimental error associated with shear measurements; 

(3) When the shear stress is measured indirectly at some elevation 
above the solid boundary, the perturbation procedure described herein 
enables one to correct the experimental data for the true value of the 
bottom skin friction.  This is particularly applicable to experiments where 
current meters or Preston probes are used to survey the velocity distribution 
near the boundary. 
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NOTATION 

H 
i 
k=2ir/L 
L 
Re 
Rs=UD/tov 
T 
t 

1,2,3 

Wave amplitude 
Local water depth 
Exponential 
Gravitational acceleration 
Wave height 
•Ci 
Wave number 
Wavelength 
Real part of complex number 
Reynolds number 
Wave period 
Time 
Free stream velocity 
Velocity in the boundary layer 
horizontal component 
Velocity in the boundary layer 
vertical component 
Horizontal distance or 
coordinate 
Vertical distance or coordinate 

z=y+d 

5 
n=y/6 

(A)=2TT/T 

X 

V 

Normalized distance or 
coordinate 
Boundary layer thickness 
Perturbation parameter 
Function of n 
Dimensionless coordinate, 
normal to boundary 
Phase advance of the shear str 
Kinematic viscosity 
Vertical displacement of 
water surface from 
still water level 
Density of fluid 
Horizontal shear stress 
Wave number 
Velocity potential 
Dimensionless stream function 
Stream function 
Laplacian operator 



CHAPTER 31 

MEASUREMENT OF BED SHEAR STRESS UNDER WAVES 

H.P.  Riedel1,    J.W.  Kamphuis2 and A.  Brebner3 

ABSTRACT 

Shear stress measurements on both smooth and sand roughened 
beds were carried out in an oscillating water tunnel using a 
flexurally supported shear plate. The range of simulated wave boundary 
layers covered practically any situation possible in the field or 
laboratory. 

In the laminar range good agreement is obtained with the 
theoretical shear stress calculated from first order wave theory. 
However, in the turbulent flow regimes the experimental data indicates 
that theory results in an overestimate of the shear force by 20-50%. 
Limits of laminar, smooth turbulent and rough turbulent flow regimes 
are determined and it appears that the rough turbulent flow regime 
may itself be subdivided into two sections, each having different 
turbulence characteristics. 

INTRODUCTION 

Many researchers have devoted their time in recent years to 

the study of waves in flumes, model basins and in the field, but 

the state of knowledge on the interaction of waves and the bed is 

still limited. A better understanding of the oscillatory boundary layer 

at the bed is necessary because most shallow water wave phenomena are 

largely influenced by bottom friction. 

For any study of the oscillatory boundary layer a means of 

generating the wave boundary layer must be found and appropriate 

tools are needed to measure the relevant boundary layer parameters. 

An oscillating water tunnel was built to satisfy the first requirement 

and both prototype and model scale wave boundary layers could be simulated. 

With respect to measurement, the most useful boundary layer parameter is 

1. Research Associate, 

2. Associate Professor of Civil Engineering, 

3. Professor and Head of Civil Engineering, 

Coastal Engineering Research Laboratory, Queen's University at Kingston 

Canada. 
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velocity, however, velocity meters which do not disturb the flow and which 

are capable of measuring the unsteady flow within thin boundary layers 

are only now being developed. Consequently, an alternative parameter, 

bed shear stress, was measured by a shear stress transducer which did not 

interfere with the boundary layer flow. 

To date experimental methods of determining shear stress have 

only yielded a limited amount of data e.g. Bagnold (1), Iwagaki et al (2), 

Inman & Bowen (3), Jonsson (4), Yalin & Russel (5), and Teleki & 

Anderson (6). As a result, theoretical expressions for shear stress 

at the bed outside the laminar range, as given by Jonsson (4) and 

Kajiura (7), have not been adequately verified experimentally. 

EXPERIMENTAL EQUIPMENT 

Wave boundary layers were simulated in an oscillating water tunnel 

illustrated in figure 1. The construction is all concrete and glass which 

gives minimum leakage and a maximum viewing area in the working section. 

The working section is 12 m long, 1 m high and 0.5 m wide. Nine 

13 mm thick plate glass windows (.9 m x 1 m) on each side allow a clear 

view throughout the working section. Access to the working section is 

provided by hatches located above each window. 

A 2 m square piston moves the water with periods ranging from 2.5 

to 15 seconds and strokes up to 1 m.  With an 8:1 reduction in cross- 

sectional area between the piston "bore" and the working section, orbital 

diameters of 8 m in length are possible in the working section. The 

honeycombs at the entrance to the working section straighten the flow 

and prevent large scale eddies, which may be generated in the bends, 

from entering the working section. The sediment trap prevents granular 

material from reaching the piston and fouling it. 

A 18.7 KW  Reeves Varispeed motor drives the piston through a 

31.4:1 Philadelphia reducer giving a continuously variable output 

speed range of 4.3 - 56.5 R.P.M. The output shaft of the gearbox 

drives a crank arm with an eccentricity that may be adjusted from 0-0.5 m. 

Then a connecting rod and shaft transfer this motion to the piston. 

Superimposed unidirectional currents may be added by means of a 
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by-pass pump. The stilling reservoirs are included to dampen the turbulence 

resulting from the pump discharge. 

Shear stress was measured using the shear plate shown as a centre- 

line section in figure 2. The rectangular shear sensitive plate (6), 

0.048 square metres in surface area, is mounted inside an outer plate (1) 

so that in its equilibrium position there is a gap of 1 mm at each end 

through which the plate can deflect. Clearance gaps of 0.5 mm are provided 

at the sides of the plate. The position of the shear plate can be adjusted 

by the fastening blocks (2, 11). Similar blocks not seen in the view of 

figure 2 locate the shear plate laterally. In this way the level of the 

shear sensitive surface can be adjusted to match the outer plate within 

0.1 mm. 

The shear plate is supported at its corners by 4 thin stainless 

steel legs (4) which are clamped to the base plate (12, 13) and bonded 

to the shear sensitive plate. A buffer plate (8) and flow interruptor (7), 

impede the flow of secondary currents under the shear plate. Pressure 

tappings P,, P2, P, and P. monitor the pressure in the freestream as 

well as under the shear plate. With this system both end pressure 

forces, which act on the leading and trailing edges of the plate, and 

vertical pressure forces can be determined. The apparent measured shear 

is then corrected for these forces. The 1.65 mm thick stainless steel 

plate is stiffened longitudinally by two 6.5 mm square bars fitted onto 

the bottom edges (9). This arrangement gives a relatively small frontal 

area but is still stiff enough to prevent bowing of the shear plate under 

vertical loading. 

Strain gauges mounted in pairs on the upstream support legs sense 

any deflection of the shear plate and a temperature compensated full 

bridge circuit is used which gives a linear output over the full-scale 
p 

range of shear (±100N/m ). The shear plate output is stable for 
2 

sensitivities as low as 0.015N/m . 

A complete flushing system was installed to cope with loose 

sand grains and any other dirt in the tunnel. The outer plate 

assembly provides a four walled enclosure within which the shear plate 

is located. Water under mains pressure can be fed into this enclosure 

via flushing pipes (10, 15) and a third one not seen in figure 2. 

The only way the water can escape is through the gaps around the shear 
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plate and so a jet-like flushing system is established. 

Sand roughened beds as illustrated in figure 3, were used. Table 1 

lists the equivalent sand roughness k for each of the surfaces. 

TABLE 1. Equivalent sand roughness data 

Material      DKn(itm)       DQn(mm) 
No. su 3U 

1 0.37 0.50 
2 1.65 2.20 
3 3.13 4.22 
4 9.8 12.3 
5 50 50 

EXISTING SHEAR STRESS THEORIES 

Over the laminar range use of first order wave theory and 

solution of the resultant boundary layer equation, (e.g. Jonsson (4)) 

yields 

T = pU6
2 / /RE (1) 

where T is the maximum shear stress at the bed, p the density of water, 

U.  the maximum orbital velocity just outside the boundary layer and 

RE the maximum amplitude Reynolds number for sinusoidal motion which is 

equal to U-a./v where ag is the orbital amplitude just outside the 

boundary layer and v the kinematic viscosity of water. 

Eq. 1 may be rewritten as 

f
w = sh & 

where f, = 2-r/plL , a wave friction factor as defined earlier by 
w     o 

Jonsson (4). 

Expressions for wave friction factor, or shear stress have been 

theoretically derived in the smooth turbulent and rough turbulent flow 

regimes by Kajiura (7). The derivation followed along the lines of 
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unidirectional turbulent boundary layer theory as presented by Mellor 
& Gibson (8). In this approach the boundary layer was sub-divided into 
inner, overlap and outer layers and for each of these a different form of 
eddy viscosity was assumed. The boundary layer equations were then solved. 
However, the theory has its limitations because it assumes an average 
state of turbulence over the wave period. Also constants evaluated from 
unidirectional flow measurements are used. On the other hand a better 
theoretical formulation cannot be developed until detailed velocity studies 
within the boundary layer have been completed. 

For the smooth turbulent flow regime Kajiura obtained 

g71/f   + log y^-     =-0.135 + log /RE (3) 

Over rough beds Kajiura gives 

_1_ +log^  = -0.254 + log J£ (4) 

Jonsson (4) deduced a similar expression based on the measurement 
of velocity profiles of one wave simulated in a water tunnel. 

a„ 

V + log 4 I   + log  '    = .0.08 + log £ (5) 

RESULTS 

For the smooth bed and for each of the sand roughened beds, from 
37 to 63 shear measurements were made over the Reynolds number range 
300 < RE <5.5xl0 . The measured shear stress and pressure differences 
between the various tapping points were recorded on chart paper and 
from there the data was transferred to punched cards. In this way 
corrections were made to the recorded shear(i) for end pressure forces 
resulting from the pressure difference across the shear plate and the 
roughness elements glued to it, (ii) for vertical pressure loading which 
resulted because the freestream pressure was not being transmitted under- 
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neath the plate and (iii) for vertical dead-weight loading of the rough- 

ness elements, (i) Depends only on the frontal area of the plate, 

roughness size and packing,and the pressure gradient. The effects of 

(ii) and (iii) also depend on the magnitude of the shear stress which 

deflects the plate in the direction of the flow. i.e. the deflection of 

the plate from its mean position will influence its response to a vertical 

load. 

Using this method of analysis, the maximum shear stress was 

obtained for each record and the wave friction factor calculated. 

The results are presented in the form of a wave friction factor diagram 

where f is plotted against RE. This diagram has a similar format to 

theStanton diagram for pipe flow. Jonsson (4) first presented a diagram 

of this form but it was based on very little data. The data obtained in 

the present experiments is sufficient to define the wave friction 

factor diagram over the range of practical use. 

Figure 4 shows the experimentally determined wave friction factor 

diagram. For ease of interpretation this figure 4 has been reproduced 

in figure 5 with the data points omitted. Inspection of these figures 

shows: 
(a) Within the laminar range the agreement between theory and 

experiment is very good. This agreement indicates that the 

shear plate operation was satisfactory and that the 

corrections for secondary forces were adequate. 

(b) The upper limit of the laminar range occurs for RE -  101* 
which corresponds approximately to the middle of the 

observed range of values of transition for wave flume and 

oscillating plate tests. However, the transition in wave flumes 

and on oscillating plates was determined by observation of 

dye streaks. The conclusions drawn for these depend largely 

on the observer's interpretation. 

(c) In the smooth turbulent range the data points define a 

curve which lies 25-30% below that predicted by Kajiura (7). 

This difference is remarkably small considering the 

assumptions that were made in the derivation of the theoretical 

expression. The lower limit of the smooth turbulent regime 

was found to be RE = 6xlC 

that derived by Kajiura. 

was found to be RE = 6x10 . This corresponds quite well with 
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(d) The lower limit of the rough turbulent regime is defined by 

the dashed line which was drawn through the points where 

the family of a./k lines curves away from the horizontal 
6 s 

(in the rough turbulent regime the friction factor is indepen- 

dent of RE). This lower limit may be expressed in terms of 

the roughness Reynolds number k v^/v (Table 2). It may be 

seen that for a./k < 25, k v*/v has a constant value of 

approximately 500. As ag/k  becomes larger k v#/v becomes 

smaller and it would be expected that as afi/k -*•«>, k v*/v* 70 

as for unidirectional flow. Values of other commonly used 

transition parameters k U^/v and kJ\  have been included 
in Table 2 for completeness. 

(e) In the transition region between rough turbulent flow and 

laminar or smooth turbulent flow the data points tend to be 

less ordered. The parameter k has because of its definition 

been measured in the rough turbulent flow regime, and consequently 

its physical significance is restricted to that regime. In 

the transition region the flow is a function of the shape of 

the individual roughness elements and their packing density 

and not a known function of k . Hence these curves must be 

used with caution within the transition flow regime. 
The data for the rough turbulent frow regime has been replotted 

as f against a./k since RE is no longer important. (Figure 6). 

Using a least squares fitting technique, the following equation results 

roV   + l09   wr-   =0-122 + log r- <6> w w s 

This equation is consistent with the assumption that a logarithmic 

velocity law exists near the bed. For a^/k > 25 the actual data points 

are in good agreement with this curve. Here the orbital amplitudes 

are relatively large and as ag/k -*• <=° unidirectional flow is approached. 

Also the phase difference between the freestream velocity and the shear 

stress at the bed approaches zero as a ,7k •* °° . So it may be concluded 0 s 
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that the assumption of a logarithmic velocity profile at the instant of 

maximum freestream velocity is reasonable. 

TABLE 2. Lower limits of rough turbulent flow regimes. 

a6 
ks 

0.5 

1 

2 

5 

10 

20 

50 

100 

200 

BOO 

1000 

2000 

For as/k < 25 the data points deviate systematically from the 

curve defined by equation 6. This results from a large phase difference 

between the shear stress at the bed and the freestream velocity (=45°) 

and this phase difference has a controlling influence on the boundary 

layer velocity profile, i.e. the velocity profile is not logarithmic 

near the bed. For a„/k < 25 the data points fit very closely on a 

ksv* S 0 
ks 

V V 6L 

490 1060 32.5 

490 1400 26.4 

512 1925 21.9 

487 2600 16.1 

495 3500 13.1 

487 4450 10.6 

325 3500 5.92 

340 4400 4.70 

290 4300 3.30 

170 2700 1.65 

135 2350 1.08 

135 2700 0.82 

straight line given by 

k 
f = = 0.25 ( -^ w d6 

0.77 {?) 

It is then recommended that equation 7 be used to calculate friction 

factor or bed shear in the rough turbulent regime for a./k < 25 and 
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equation (6) be used for au/k   >25.   Jonsson's (4) and Kajiura's (7) 

curves are included in figure 7 for comparison.    It may be seen that 

Kajiura's predicted friction factor is 30-50% higher than the 
experimentally determined line, while Jonsson's curve falls 20-40% 
above the line.    Experimentally determined wave friction factors in 

the rough turbulent regime by Bagnold (1) and Inmann and Bowen (3) 

fall between the experimental curve and Jonsson's curve. 

CONCLUSIONS 

Direct measurement of bed shear stress was attempted for a 

wide range of oscillatory flows produced in a water tunnel. The 

following conclusions were reached. 

1. A wave friction factor diagram similar to the Moody diagram 

for unidirectional flow was obtained experimentally. The parameters 

a, and T for a wave motion over a bed of roughness, k , define 

the flow regime within the boundary layer and allow the maximum shear 

stress at the bed to be computed. 

2. Transition between flow regimes may be expressed in terms 

of numerical values of the Reynolds numbers RE and k,v*/v . For a 
3 smooth bed the upper limit of the laminar flow regime occurs at RE = 9x10 

5 
while the lower limit of the smooth turbulent regime occurs at RE = 6x10 . 

For rough beds with 0.1< a.Jk  < 25 the lower limit of the rough 

turbulent flow regime is given by k v*/v  = 500. As a„/k becomes 

larger the value of k v^/v at transition reduces so that as cu/k--*- °° , 

ksv*/v -> 70. 

3. In the rough turbulent flow regime the wave friction factor 

may be expressed as 

fw    =0.25(^)0-77 ; 0.1<a6/ksS25 
0 

4. The assumption of a logarithmic velocity profile for the 

oscillatory boundary layer is reasonable for a„/k >25. For a./k < 25 

the experimental data indicates that this assumption needs to be modified. 
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ABSTRACT 

Energy dissipation and wave height attenuation were analysed 

theoretically for surface waves propagating against uniform flow.  Energy 

dissipation was estimated from evaluation of work "by internal and boundary 

shear stresses.  Experiments were conducted in a test flume of 20m long, 

0.8m wide and 0.5m high. Results showed that tested values of rate of 

wave height attenuation were comparable with theoretical values. 

INTRODUCTION 

When waves travel against current, wave energy is transfered from 

current by so called radiation stress at the one hand, but is dissipated 

by internal and boundary shear stress at the other hand.  Thus the wave 

height variation in the course of travelling against the current is 

effected by these two controversing action and as the result, wave height 

may be increased in some time or may be decreased in othertime owing to 

their relative magnitude.  In deep water, the shear stress can be neglect- 
12 3)    h) 

ed, for which several investigators such as Unna ' '  , Yu  , Longuet- 
5) 6) 

Higgins & Stewart  , and Witham  have contributed.  In shallow water and 

especially in estuary, the shear stress cannot be neglected.  The friction 

factor for a current superimposed by waves was, due to the auther's know- 
7) ledge, firstly treated by Ivar G. Jonsson  theoretically as, 

f   =    u*>    f   + H f (i) 
w+c  U + U.  wo   U + U.  c ^   ' 

b b 

where U, U mean current velocity and maximum amplitude of velocity of 

waves respectively, f  means a friction coefficient of waves in case of 

no current and f means that of current in case of no waves.  In this 
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606 COASTAL ENGINEERING 

paper, energy dissipation was estimated from evaluation of work "by 

internal and boundary shear stresses. 

Experiments were conducted in a test flume of 20m long, 0.8m wide and 

0.5m high. 

Analytical results showed that the attenuation rate due to boundary 

shear was nearly constant over full range of current velocity, "but effect 

"by internal friction become remarkable as the opposing current velocity 

increased. The latter dominated tendency of total dissipation. 

THE ENERGY EQUATION FOR WAVES RIDING OVER CURRENT 

The motion to be discussed will be assumed to occur in two dimensions 

on incompressible fluid. 

Space co-ordinates x  and y  are chosen along and perpendicular to the 

bottom respectively (Fig. l). 

Basic equations for unsteady disturbance riding over uniform flow are, 

,te , „.3(U+M) „„.„ 0  1 dp       1 ^ + (u+iOf1 + v- 3* 'ix 

u +  (u+u)i^ + v^ = 

dx      Sy 

where u  and V  are the 

components of disturbance 

velocity in x  and y 

directions respectively, 

U is the current velocity 

and is assumed as a 

function of y  such as 

U.f.iy)  in which U. means 

the velocity at y=h,   p, 

g,  8, p and T denote 

density, accerelation of 

gravity, angle of bottom 

to the horizontal, 

pressure intensity and 

shear stress. 

If x is considered 

3in e "fife 

p ty 

P 32/' (2) 

(3) 

"/'/'AVA^/Vv? y/A\v 

Flg.l 
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to be the sum of shear stress due to current T  and that due to disturbance 

TW, then gradient of xc in y  direction is compensated with p<ysin 0 when 

flow is uniform without waves, because then remaining terms beside <?sin 8 

and ^° are all vanished in eq.(2). 
p dy 
Eq.(2), then, becomes 

£+  (V+u& + uia±ui =_i|£ + l|lw (2). 
3i 3a; ty p   3x       p   oy 

Combination of eqs.(2)',   (3)  and  (U)  and integration from zero to h+f] with 

respect to y leads to the  following equation for average values  over 

a period, 
h+7 h+7 

^ |(u2 +1? )dy+|P?n2 } + |^ \{£(u -vi hV+cg(.y-h)}u&y 

,^+J        »     „ ->    •, *h+l     -ITT ,!•+'' 

•UT^+^)Ud^+ Uh+' Mp^2 >+ [}lv Iay = $. Ml^ (5' 
where bar means average over a period, h is the undisturbed depth and r\ 

is the surface elevation, and in the derivation of eq.(5), the surface 

condition (6) and the bottom condtion (7) are used with taking cos 8 as 

unity. v = in + (u+u)|a  at y=h+n (6) 

•0  = 0 at j/=0 (7) 

As U^+ is approximately equal to U^+ti—|  , , the fourth term in the 

left side of eq.(5) is written as — (ip<?n Ui) to the second order in the 

amplitude. 

The last term is written as follow, 

rh+' 3U.    rh — 3U,   ~; 3U> 

and is zero to the second order in the amplitude "because ud  is zero. 

Consequently eq.(5) is written as follows 

J_rU 
at ( \ |<uW )dy+|P£?r,

2 ] + ~ i\ {| («2+y2 )+P+P^(y-i^) toy 

+ ^ j(U
2

+U
2)Udji+|Pf?n2UT1 ) = ^ugw dy (8) 

In eq.(8),  the term in the first bracket  is the energy density E.     That  in 

the  second bracket  is the energy flux and is  expressed by E-CQ'  physically, 

where CQ is the energy transfer velocity.     Then the physical expression of 

eq.(8)  is  simply as, 
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If *&*•<*>-S.«g»* & 
The term in the right side is the dissipated energy E^. Evaluation of E 

or E-Cg must he given hy disturbance velocity (u,v), pressure p, surface 

elevation n with current velocity assumption U.  Strictly to say the 

energy transfer velocity is not necessarily equal to the group velocity 
8) in general, which is defined by 

cr = 4^ do) t»   dm 

where m  is the circular wave numher 2ir/L and L is the wave length. As 

this caluculation is very troublesome, C' is approximated by Cn  in the 

following.  Then, 

S+i<^ = C"l^ (9)1 

Furthermore, E is approximated as that of regular sinusoidal waves, 

E = j^pgX2 (11) 

where H denotes wave height. 

The term in the right side is dissipated energy E^ and contribution 

to this term is partly due to those in main part, E and partly due to 

in the boundary layer, E . 

For steady flow with regular waves, the first term in (9)' vanishes 

and putting -2E-G for the right side of eq.(9)'s eq.(l2) is obtained. 

fU -2E.£- (12) da;     CG 

as CQ is constant. 

Then, 
2G 

E = %0e~CQ
X (13) 

H = H0e~c^ Uh) 
Eq.. (13) gives the rate of energy dissipation.  Eq.(llt) gives the wave 

9\ 
height attenuation. O/CQ  gives the physical meaning of Inman's a,.1 

Then, 

G = -2iH4> =-x^(sdi+gdB) 
(15) 

in which 

Eai=i"^     and    SdB=-i(V
dJ/ (l6) 
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where 6 is the depth of the "boundary layer.  Evaluation is now to "be 

divided into the main part of flow and the boundary layer. 

DERIVATION OF WAVE DISTURBANCE ON CURRENT 
IN THE MAIN PART 

As shown in Fig.2 local disturbance (u,v)   is assumed to be the sum 

of disturbance velocities (u  >u ) neglecting effects of boundary layer 

due to the wave motion and that (a ,v   )  to be corrected for effects of 

"boundary layer.  Then, 

u  = u1m2  ,   V = vx+v2 (17) 

To evaluate E  in the main part of flow, u  can "be replaced by u. 

estimated to be, 

3u, 
^ = pE5^ 

where e is the eddy 

viscosity and is 

assumed as 

in which U^ is the shear 

velocity and K is the 

Karman's universal constant. 

Then E1T is dl 
approximated as, 

dl~ 
3MI > 

uiJ^ipzW)dy 

=tP5,H  'Gl     ^20^ Fig-2 

Derivation  of   (u1,v1)  neglecting effects  of boundary layer due to the 

wave motion is the next problem.     For this purpose linearized equations  of 

(2)'and  (3)  are used.     Then, 

,3M,    ,   ..   3U 1 _3_p 
p   3x 3t 

+ U; 

Oh 
at 

"Zx 

,3fi 

dx 

3U 

111 
P   3y 

(21) 

(22) 
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and linearized surface conditions are 

fS^lg-"!    1       t   „ <*» at w=« 

If + °l|f - "l« ' <<*> 
where Uj is the current Telocity at y=h  as already mentioned. 

The stream function i|i is introduced as 

Ml ' "^   Wl  " 3^ (25) 

Elimination of p between (21) and (22) leads to the equation 

(1_ + ^v^ _ Uir(y)|t = o (26) 

in which V =3 /3a; +3 /dy    and the primes denote differential with respect 

to y. 

Putting 

* = ${y)eim{x-Ct) (27) 

and substituting  (27)  in  (26) 

li.(m2+J!ifWH = 0 (28) 
3^2       Ul/(j/)-c 

As $(0)=0 from the bed condition (7), the solution of eq.(28) is 

»(y) = A sinh ^ ^j^^gy-^-^t) dt (29) 

where A is constant to be determined. 

Substituting $(y) =  £(Ui//gh)-$n(y)   in eq.(29), and equating 

coefficients, the solution becomes as follows to the first order of Ui/Sgh. 

,r\       «r   •   x.         .   Ui f*/"(v)sinh m(y-t)sinh mt,,x /,-\ i,(y) = A{smh mj/ +—^ •<—^-jj-^jpg At) (30) 

T,        j.4.. H    im(x-ct)     .   .       , .   .     ,   „ (,,| By putting n=?-e , A is  obtained from  (23)   as, 

. _H  Ui^C  (31) 

smh 
x.n ,Ulfhf"(^)sinh m(fo-t)sinh rat  ,,-. 

mhil+m )       (Ui/(t)-C)sinh mh at> 

Now the current field is assumed to be logarithmic in the main part 

and to be linear in the viscous sublayer.  Thus, 

j(5.5+^ln^)U*=Ui+H*ln|   (*/s<#<fc) (32) 

" \2* y (o<y<ya) (33) 

where K is the Karman's constant (=0.U), U* is the shear velocity, v is 
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the kinematic viscosity coefficient  and y    is the depth of viscous 

sublayer. 

yB   = ii-6 £ (3k) 

Then,   from  (30),   (3l)  and   (32), 

U^f sinh m(y-t)   sinh mt 
,   , KmJy.fC-U1-(U,t/K)ln (t/7z)}t2sinhm,y  ~" ,   ,> KmJy.tC-^-dJg/icjln   t/7z)}t2sinhm/ 

U^ft sinh m{h-t)  sinh mt 
Km\jC-U1-(Uj}^K)ln(t//2)}t2sinh mfe' 

From  (25),   (27)   and  (35),   «i   and V\  are  obtained as   follows, 

H    m(C-Ui )cosh mil _   /   » /     „,> 
<i   = ^r   — r-M—, a-'Fi   a cos m(x-Ct) 1       2 sinh ra/j i" 

(37) 

H    m(C-Ui )sinh my _   ,   •,   .       ,     _,> ,,„, 

where 

,    JJJJ C cosh m(ii-t)  sinh mt , 
,   > <mJyTc-U1-(U^/K)ln(tM)}tiicosh myat ,      « 

lW _U^ fh        sinh m(h-t)   sinh mt ~ kJy; 

Kmjyi{C-U1-(UJf/tc)ln(t//j)}t2sinh m/z 

Elimination of p between  (21)  and  (2U)  leads to the  following 

equation. 

Substituting   (35)   in   (Uo),   C  is  obtained as 

„ _ TI        ULtanh rnh +   /U^tanh mh-?-tcrtanh mh ,,    . 
c " ul   " 2*m/zF1(/i) " /(2<mto'1(fe)J+ m F^/j) (kl) 

Using eq.(lO),   the  group velocity CQ  is  derived as 

'^ g+{l+D1(C-U1)Hg-(C-U1)(U)f/<^)}l 

+D1(C-U1)-D2}{3-(C-U1)^+!?J (1*2) 

Ct} = Ul+ tf+U+D, (C-S'lHa-fC-D, )(Ui/K/!)}[l2m/jCOSech 2ff* 

where 

Ujtf  sinh m(h-t)  sinh mt 
KmJy,{C-U1-(uic/K)ln(t/7i)}

2t2d* 

Slnh m^.l,tC-U1-(U,/K)ln(t/Wt
2^ 
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" <"   cosh m(h-t)   sinh mt 
m  J„{c-u1-(ujt/K)in(t//i)}

2t2 ap (lt3) 

, U„f  cosh m(h-t)  sinh mt  ,, cosh mh+-M-\  7—7;—,„ , ,  / , „ ,-, ,?dt 
KmJ»,{C-Ui-(U#/K)ln (t/h)}tA 

, ?  1 ,U*f  icosh 2m(?i-t)-(/z-t)cosh Zmt+h  , , 
coshzmn+r*-\  .„ TT     ,„   ,   N ,   / , ,, »1 ,7 dt 

D    _  2KJ>,      {C-Uj-tU^/ic) \n{t/h)}tz  
2 , ?  , ,U„      "      , r      cosh m(h-t)  sinh mt    , , 

cosh^m«+-J*cosh mh\   rcr-r;—/..   /,\,—/, /t, u ,2  dt 

.  , ?  ,   U^f"tcosh 2m(h-t)+(h-t)cosh 2mt-h ,. 
 2K-),,      {C-UI-CU^/K) ln(t/fc)}tz  

•   , 2„i ,U»   •  ,      1 rh    sinh m\M-t)  sinh rot ~    , ,, , > 
sinh TW2+-* sinh m« I 7^-r;—/..   ,   •,,—/ , „ x •, ,?  dt (44) Km j {C-Ui-lU^/Kjln (t/h)itz 

Evaluation of S       is now capable "by putting   (19)   and  (37)   into   (20) 

and approximating  5  as yg.     Thus, 

' = JJl_   f mlC-Vj)  l2 

2Kqh \   .  ,      ,   U„rh    sinh mjh-t)  sinh mt    ,,7J 
sxnh ^^^{^FiTr^T^TT^yTtr" 

x(5i^)^{&{c-u1-(u,/K)ln(2yA)}^)slnh "» + 

ry      sinh m{y-t)   sinh_m_t       -,2.3,, 
+ ^{c-u^Cu^/KjinCy/Wlt2 di) ay 

1 

U,(h-J'8
)^^{c-U1-(U),/K)ln(J/e/fc)}j/i 

)3lnh 2^sJ     t^) +P 

DERIVATION OF WAVE DISTURBANCE IN THE BOUNDARY LAYER 

In the "boundary layer, eq. (2)' can be linearized as, 

Putting eq.. (17) into (1*6) and using eq.. (21), the following equation is 

derived. 

"duo   .   ,,3"2  1 3 ,  Saoi nl7| 
%t   +U^ =7T»(pe3^) ( T) 

in which y2 and du\/dy  are neglected. 
r. -u 4--J. -.-•     " i(mx-bit)   .     n„K Substituting U2=ui& in (47; 

!<#> + -^2 = ° (M) 

Expanding u^  as a power series of Ux/C and substituting in (H8), the 

following equations are obtained. 
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A. (E^2o) + ^       0 (u9) 
dy    dy 2 

From eq.(l8), e is assumed as 

r     v for  O4 2/4 ys (51) 
£ KUSI/ for ysi y (52) 

because y/h <<  1. 

Substituting in (1*9) and (50), the equations to "be solved are 

||^+fu2o  =  0 for0^ii/s (53) 

l%b  +IMB  +i^   Ij o forjs£j (5U) 
^•>j^ 7J   ri7J krTI..   7./      ^ ^ b— 

i2£ 
dy2 y dy KU* y 

^V21^?,"20 *°r °s.viva        (55) 

d2«9i    ,   1 du2i       it    !• iu    ID- <•„,,..,, fc£i ^ ^if1 ^»/"^,iV2»     for ^      (56) 

The boundary conditions are 

"20 = -«i(0) = -uQ      at j/=0 (5T) 

u21 =0 at y=0 (58) 

where 

u2o>   du2o/|3-J/>  M215   d«2i/di/ are to be  continuous 

at  y=ys respectively (59) 

In addition to them,  u2o 
an^ "21  •ist be bounded at  large y. 

The  solutions become  finally as, 

u = ul  + u2  = Ui  + ReUu2o+(U1/C)u21 )e I 

t, H'0
!(2B2'

/^7hos&^y -2/)+-^=Hi' (262>^;)sin6i(j/s-y) 
M1 " M°ReU-.•,,„„  r,-7-^ Ho   (282^)cosB1i/s+ei-2^H:i' (262/^)3^6^5, 

{(H0" (262/yi   )cosB1(t/s-J/) 
{H;

I;
 (2B2^)cosBiys+^-Hi" (2B2^)sinBiS/s}2 

+  MF"'
1
" 

(2B2^   )sing1(s/e-2/))^^-)(H^) (262^"s)cos6i(j/s-f;) 

+ —%=Hi" (262^"s   JsinB^j/  -C))sinBi5d5 
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where 

+ M^S
HiU {2fi^)sin^ye^y'^K' (262^)0036! (ya-5) 

,-^-H?' (2S2v^)sine1(^-5))sin61(j/-S)d5}jei(m-U*)l 

for  CK t/^ i/ (60) 

"1 *oRe   [ 
H• (262^) 

H• (2g2/57)cosBi2/s+-^rHi1> (262v^)sinBi^s 
Pi v^S 

Ho   (262^) ^'(§)(H• (2B2^~s)cosBi(^s-?) 
6j !  

{H• (2g2^-s)coSB1l/s+g-^rgH(
1

1, (2B2/7s)Sin6l2/s}2 

+/yTTHl   (262-/^)sin61(2/s-?))sin3i5dC 
pi vy.?  

^2    S'(-f)H»»(2B2v^)(4» (2B2^)H<2) (2B2/?) 

2 HJ? (2B2^)cosBl2/s+-%rHi') (2g2/^,)sinBn/s 

-Hg'(2g2/t7)H^" (2B2/?))d?^i(ma;-^) j. 
> 

,    ,-JL 
3!  =/IeH 

KU« 

(61) 

(62) 

in which H^' (z)  and H^' (z)  are the first  and the  second kind of Hankel 

function respectively. 

From eq.(l6),   (17)  and  (18), 

dB 
= -i"ik (<-ff )(% ~ S^h<^u^ (63) 

in which the second term is derived from eq.C*7) and vanishes due to the 

wave periodicity. Assuming that du±/dy  is approximately equal to zero in 

the layer and 3u2/3t/ is approximately zero at the outer edge of the layer, 

E  "becomes from eq.(63) as, 
dB 

3", 1  „2 
dB W"l^lj/=0 =t

P!?Hl °2 
(6U) 
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^^(C-UiJFito)^  fJo   (^^sinB^-J^H- (232^)=osBl,s 

2g      sinhmfo 
H• (aB2^)eosB1j/8+rS5-.H

(i> (2B2v^)sinBlys 

f (-§•)«' (2B2'^)eosB1(ys-C)+gYfrsHi
) (262>^)sinBi(ys-5))

2<iS 

H<J> (2B2^)cos31jys+^^gH
ii1! (2B2^)sinB1i/s)

2 

(65) 

Thus, the rate of the wave height variation can be calculated from eq.(llt) 

"by using eq. (1*2) for CQ, eq.(l*5) for Gi and (65) for G2 , in which 

G = Gj + G2 (66) 

is used. 

EXPERIMENT 

A glass walled flume, 20m long, 0.8m wide and 0.5m high shown 

in Fig.3 was used for experiments.  Flow was circulated and regular waves 

were generated by a plunger type generator from the most downstream end. 

Velocities were measured by a propeller type current-meter in which 

electric pulses were transduced by a photo-electric cell for each rotation 

of the propeller.  An electric resistance type wave gauge and an electro- 

magnetic oscillograph were used to record water surface.  To avoid errors 

due to difference of characteristics between different gauges, only one 

wave gauge was used to measure waves at different points, for which 

a gauge carrier on wheels was used.  Wave heights at each points were 

determined by averaging those of eight waves which become steady just 

after the beginning of movement of the generator. 

As shown in Table-1, surface velocities were between  6 cm/sec and 

3 3 cm/sec and undisturbed depth was in the range between 10 and 15 cm. 

Wave periods were 0.85~1.25 sec and wave heights were l~k  cm.  Water 

temperature was adjusted between 13 C and 16 C. 

Fig.1* shows the wave height variation with travel distance, which is 

exponential as shown eq. (l^t). 

Fig.5 shows the relationship between the rate of wave height 

attenuation aL„= — L0 and Ui/C0 in which C0 and L0 are the wave celerity 
LG 
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and the wave length without current.  Full lines represent theoretical 

results for the water temperature of 15 C.  White circles are experimental 

values. 

It is shown that the rate of wave height attenuation "becomes larger 

as the opposing current velocity increases.  The attenuation rate due to 

boundary shear a2  is nearly constant over full range of current velocity. 

Although as shown "by CIJLQ effect by internal friction can be neglected in 

compare with that by boundary shear when the current velocity is small, 

the former becomes remarkable as the opposing current velocity increases, 

which dominates tendency of total dissipation. 

However evaluation of energy dissipation in the boundary layer is 

too low which suggests turbulence due to wave motion must be analysed. 

Fig.5 shows velocity distributions calculated in the boundary layer. 

As given in eq.(31) and (32), discontinuity is shown at y=yq- 

However ys  is too small to give serious effects by this continuity. 

CONCLUSION 

Mechanics of energy dissipation of waves traveling against currents 

are analysed theoretically in this paper.  The rate of energy dissipation 

or wave height attenuation is given physical meaning by eq.(l^). 

This is the ratio of the dissipated energy and the energy transfer 

velocity. 

Energy dissipation in the boundary layer is nearly constant over 

full range of current velocity.  Effect of internal eddy viscosity is 

negligible when current velocity is small, but become remarkable as the 

opposing current velocity increases.  In this case, this internal eddy 

viscosity dominates thendency of total dissipation. 

The effect of the wave motion on turbulence in the boundary layer 

is not treated in this paper.  However experimental results showed they 

should be taken into consideration. 
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TaMe-l 

h 
(cm) 

T 
(sec) 

Ul 
(cm/sec) (cm) 

a-l (cm    ) 
Temp. 
(°C) 

10.0 0.85 6.3 2.02 0.79X10-11 14.2 
10.0 0.94 6.4 1.45 2.13 15.3 
10.0 0.94 6.4 2.16 1.85 15.3 
10.0 0.94 12.0 1.53 1.91 14.4 
10.0 O.96 33.2 1.63 4.51 14.3 
ll.lt 1.02 16.1 1.91 1.37 16.0 
10.0 1.05 12.0 1.63 3.29 14.4 
11.4 1.05 23.1 3.15 4.26 16.0 
10.0 1.07 6.3 2.42 2.27 14.2 
10.0 1.08 33.2 1.66 4.53 14.3 

10.0 1.10 10.4 1.48 2.11 13.2 
10.0 1.10 10.4 2.04 1.68 13.2 
12.0 1.15 23.1 2.71 3.15 16.O 
12.0 1.15 23.1 3.33 3.77 16.O 
11.5 1.15 27.1 2.92 4.89 10.8 
10.0 1.25 10.4 1.70 2.54 13.2 
10.0 1.25 10.4 2.13 1.81 13.2 
10.0 1.2>t 33.2 1.38 6.42 14.3 
15.0 0.85 6.3 2.34 0.52 14.1 
15.0 0.85 13.1 1.37 2.09 14.9 

15.0 0.86 14.6 2.36 2.14 14.3 
15.0 0.84 19-5 1.33 2.68 15.1 
15.0 0.84 19-5 2.12 3.48 15.1 
15.0 0.83 20.3 1.49 2.97 15.0 
15.0 0.85 29.4 1.36 2.76 15.0 
15.0 0.95 6.3 1.91 1.74 14.1 
lit.8 0.94 13.1 1.21 1.54 13.1 
15.0 0.95 14.6 1.95 2.67 14.3 
15.0 0.94 16.9 2.07 3.88 12.4 
15.0 0.94 19.5 1.37 2.42 15.1 

15.0 0.93 20.3 1.72 2.11 15.0 
15.0 0.94 29.4 1.50 2.64 15.0 
15.0 1.05 6.3 2.16 1.91 14.1 

15.0 1.06 13.1 1.20 1.61 15.0 
15.0 1.05 19.5 1.44 2.75 15 .a 
15.0 1.06 20.3 1.86 2.71 15.0 
15.0 1.08 14.6 1.47 3.00 14.3 
15.0 1.08 16.9 3.46 2.72 12.4 
15.0 1.23 6.3 2.00 0.91 l4.l 
15.0 1.24 13.1 1.11 1.33 15.0 

15.0 1.26 16.9 2.15 2.93 12.4 
15.0 1.24 19-5 1.24 1.08 15.1 
15.0 1.23 20.3 2.51 2.11 15.0 
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TURBULENT   CURRENTS   IN  THE  PRESENCE   OF  WAVES 

Helge   Lundgren 

Professor,  Technical  University of Denmark 

Scientific Director,  Danish Hydraulic  Institute 

1.   ABSTRACT 

This paper presents an approximate theory for the reduction of the 
velocity of a current due to the presence of sinusoidal waves. 

For a given slope, S, in water of constant depth, d, the current 
velocity profile is 

U(z) = U^ (2.5'ln — - A) (1) 
t zo 

as a function of the height, z, above the bed.  Eq. 1 is valid only 
above the thin wave boundary layer near the bed, the roughness of which 
is k = 30 z .  Uf is the current friction velocity defined by 

p Ul  = y  d S = T (2) 
f  '       cw 

CW 

Values of A can be found from: 

Fig. 2 where Aj applies when the direction of wave propagation is par- 
allel to the current direction, and 

Fig. 3 where A2 applies when the direction of wave propagation is per- 
pendicular to the current direction, 

cf. Notation in Sec. 2. 

The theory is based upon a number of assumptions (see Sec. t). 

2. NOTATION 

Ai  Constant of velocity defect for a current parallel to the direc- 
tion of propagation of the waves. 

A2  Constant of velocity defect for a current perpendicular to the 
direction of propagation of the waves. 

a  Amplitude of particle orbit at bed for sinusoidal wave according 
to potential theory. 

623 
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d Depth of water. 

f Characteristic friction coefficient in wave boundary layer. 

k Roughness of bed (Nikuradse). 

n Turbulent (kinematic) viscosity in a pure current. 

n  Turbulent viscosity in combination of current and waves, 
cw 

n  Average turbulent viscosity in pure wave motion, w      ° -> r 

r  Wave friction velocity ratio u„/u, . 

Si  Slope of still water level for a current in the direction of wave 
propagation (for constant depth). 

S2 Slope of still water level for a current perpendicular to the 
direction of wave propagation (for constant depth). 

Ui  Current velocity in the direction of wave propagation. 

U2  Current velocity perpendicular to the direction of wave propaga- 
tion. 

Up Current friction velocity. 

u  Velocity in wave boundary layer. 

u.  Maximum orbital velocity at bed for sinusoidal wave according to 

"f 

o 

potential theory. 

Maximum wave friction velocity. 

Velocity. 

Height above bed. 

Roughness parameter = k/30. 

y  Specific gravity. 

6  Characteristic thickness for wave viscosity decreasing exponen- 
tially with height above bed. 

p  Specific density. 

T  Shear stress in a current, 
c 

T  Current shear stress at the bed in the presence of waves, 
cw 

T  Shear stress in the wave boundary layer. 

3. INTRODUCTION 

In recent years there has been much progress with respect to the 
theory of interaction of currents and waves.  Most of this progress, 
however, has taken place within the realm of potential flow, i.e. with- 
out consideration of bed friction and turbulence. 

Much less has been done with a view to the influence of the bed 
friction on the combination of currents and waves, for the simple rea- 
son that the turbulence problems of the wave boundary layer and of the 
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combined flow are very complicated.  In some cases it has been at- 
tempted to approach the turbulence problem of the combination by simple 
assumptions taken from the turbulence theory of steady flow, for exam- 
ple that the Prandtl mixing length be known.  Indeed, to-day no theory 
of the combined bed friction would be possible without a number of 
simplifying and, perhaps, quite hypothetical assumptions. 

In the potential theory of the interaction of waves and currents, 
the main problem is the influence of varying depths and current veloci- 
ties, and most interesting results have been obtained.  However, the 
very solution of the problems in nature cannot be obtained without 
knowledge of the bed friction since a natural problem will normally be 
posed in the following manner: "For a region exposed to a given wave 
motion the mean water levels are known along the boundary, for example 
as a result of tides or storm surges; it is then desired to determine 
the current and wave fields within the region, with due consideration 
of the interaction effects and the bed friction hampering the current." 

In general, no methods are available for the rational solution of 
such problem because of the influence of wave breaking.  For problems 
outside the breaker zone, however, the approximate theory in this paper, 
which assumes sinusoidal waves, might be of some value. 

Since no experiments, against which the theory could be tested, are 
available, the present results may be taken only as an indication of 
the order of magnitude of the reduction of the current velocities due 
to the influence of waves. 

In addition, it must be stressed that the theory is valid for fixed 
beds only.  If the sediments of the bed are brought into motion by the 
waves, they are expected to act as a "lubricating" agent, with the re- 
sult that the current is less hampered or, perhaps, for heavy suspen- 
sion of sediments, even enhanced by the waves. 

For the turbulent interaction of currents with sinusoidal waves 
over a fixed bed, one may distinguish between 4 zones from the surface 
to the bed: 

Zi Zone of Low Current Frequencies:  In this zone the dominant frequen- 
cies of the turbulent stresses are much lower than the wave frequen- 
cy, so that turbulent production, diffusion and dissipation take 
place independently of the waves. 

Z2 Zone of Intermediate Current Frequencies:  In this zone the non- 
linear terms may give some interaction between the turbulent 
stresses and the wave frequency.  The wave-produced bed turbulence 
has no influence. 

Z3 Transition Zone:  In this zone the turbulent viscosity produced by 
the wave boundary layer near the bed is of the same order of magni- 
tude as the viscosity pertaining to the current turbulence.  The 
dominant frequencies of the turbulence become much larger than the 
wave frequency towards the lower boundary of this zone. 

Zi» Zone of Dominant Wave Viscosity:  In this zone the wave-produced 
viscosity is much larger than the current-produced viscosity.  If 
the waves are low and the current strong, zone Zi# may vanish, with 
Z3 extending all way to the bed. 
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In order to give a picture of the extent of these zones, the fol- 
lowing situation may be considered:  Water depth d = 10 m, bed rough- 
ness k - 0.1 m, current velocity U -  0.5 m/s, wave period T = 10 s, 
wave height H = 3 m.  Then the transition between the zones takes 
place approximately at the following elevations above the bed: 
zj_2 ~ 5 m,  Z2-3 ~ 0.5 m,  Zj.i, ~ 0.1 m. 

The reason for the reduction of the current velocity by the. presence 
of the waves lies in the zones Z3 and Zi, where the resulting viscosity 
is larger, respectively, much larger than the normal current-produced 
viscosity. When the viscosity is increased the current velocity gradi- 
ent pertaining to a given current bed shear stress is reduced.  This 
reduction of gradient is largest near the bed where the velocity gradi- 
ents are particularly large for a pure current. 

4. ASSUMPTIONS 

The main assumptions of the theory presented below are: 

(a) The bed is fixed.  It has the equivalent sand roughness k = 30 z , 
where zQ is the roughness parameter used in the following. 

(b) The water depth, d, is constant, the still water level and the bed 
having the same slope, S. 

(c) The wave motion at the bed is sinusoidal. 

(d) The current velocity, U, is so small compared with the wave celer- 
ity, c, that the relative wave motion - as seen by an observer mov- 
ing with the current - can be calculated from Stokes' first-order 
theory, cf. Sec. 5. 

(e) The interaction between the turbulent stresses of the current and 
the wave frequency in the zone Z2 (see Sec. 3) can be neglected. 

(f) In the zones Z3 and Zi, the pulsations of the current with the wave 
frequency are not considered, but only the average of the current 
velocity over the wave period. 

(g) The turbulence is everywhere fully developed with negligible molec- 
ular viscosity. 

(h) The gradient, dU/dz, in the vertical direction, z, of the average 
current velocity, U(z), can be derived from the current shear 
stress, Tcw, in the presence of waves and from the combined turbu- 
lent viscosity, ncw, by the same formula as for a pure current, 
cf. Sec. 10. 

(i) In the zone Z3 the combined viscosity, ncw, may be calculated from 
the current-produced viscosity, nc, and the wave produced viscosity, 
n ,, by means of the formula w' J 

n  = n  + n (3) 
cw   c   w 

for a current in the direction of propagation of the waves, and the 
formula 



TURBULENT CURRENTS 627 

n2 = n2 + n2 (4) 
cw   c   w 

for a current perpendicular to the wave direction, cf. Sec. 9. 

(j ) At any level above the bed, the current viscosity, nc, is related 
to the current velocity gradient, dU/dz, by the same formula as 
for a pure current, cf. Sec. 6. 

(k) Whereas the viscosity in the boundary layer of a pure wave motion 
actually varies with a frequency twice the wave frequency, it suf- 
fices to use an average value, nw, over the wave period, cf. as- 
sumption (f). 

(1) The average wave viscosity, n , may be calculated from average 
(numerical) values of the shear stresses and the velocity gradi- 
ents, as found from measurements in the wave boundary layer, cf. 
Sec. 7. 

5. POTENTIAL WAVE MOTION 

For a sinusoidal wave of height H, wave length L, and period T rela- 
tive to the current, the amplitude of the orbital motion at the bed ac- 
cording to potential theory is 

_H  1  , . 
ab " 2 sinh (2 IT d/L) (   ' 

The maximum orbital velocity at the bed is 

%-- — % (6) 

With good approximation the wave boundary layer at the bed is 
uniquely determined by a^ and uj, together with the roughness parameter 
zQ, independent of L and d. 

6. CURRENT VISCOSITY 

For steady flow the general relation between a shear stress T and 
the velocity gradient dv/dz is 

T = p n dv/dz (7) 

where n is the turbulent (kinematic) viscosity.  If this formula is 
applied to the usual velocity profile of a steady current 

U(z) = 2.5 Uf In (z/zQ) (8) 

where U^ is the current friction velocity, the viscosity is found to be 

nc = 0.4 Uf z   (1 - f) 

the coefficient 0.4 being von Kantian's constant 

nc = 0.4 Uf z (1 - ~) (9) 
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Since the velocity gradient is 

dU/dz 

Uf  can be eliminated from Eq. 9 giving 

dU/dz = 2.5 (J /z (10) 

"c = °"15 ** <*-!>§ (U) 

where the coefficient 0.16 is the square of von Karman's constant. 

Because of assumption (e) in Sec. 4, these formulae apply directly 
above the wave boundary layer, i.e. above the layer where the wave vis- 
cosity has any influence. 

In the wave boundary layer z is so small compared with d that Eq. 11 
may be written 

n = 0.16 z2 ~- (12) 
c dz 

Thus the wave boundary layer is within the constant stress layer of the 
current. 

The constant stress layer of a pure current is characterized by the 
equilibrium between local production and local dissipation of turbu- 
lence, i.e. the current viscosity is locally produced, with no essen- 
tial contribution from diffusion of turbulence.  The physical basis of 
Eq. 12 is the similarity within the constant stress layer, with the 
vertical mixing length, 0.4 z, as length scale and the velocity gradi- 
ent, dU/dz, as frequency scale. 

When a wave motion is superimposed upon the current, the viscosity 
is increased within the wave boundary layer because of the wave turbu- 
lence, resulting in a reduction of the current velocity gradient, dU/dz, 
for a given current shear stress, T w.  It will be assumed, however, 
that the viscosity, nc, originating from the current, is still locally 
produced according to Eq. 12, whereby the mixing length is supposed to 
play the same role as in a pure current. 

Within the wave boundary layer Eq. 9 could not be used, because this 
formula involves a velocity scale Uj of the current-produced turbulence, 
and the current-produced vertical velocity fluctuations will be strongly 
influenced by the wave-produced turbulence.  There is much better hope 
that the mixing-length of the current-produced turbulence is largely 
independent of the wave-produced turbulence. 

7. HAVE VISCOSITY 

In the present context the wave viscosity is of interest inasmuch 
as it influences the current velocity gradient, but not as a factor 
governing the development of the wave boundary layer, because the lat- 
ter must anyway be studied by means of experiments. 

It would be of little or no use to define the instantaneous value 
of the wave viscosity by means of Eq. 7, because T and dv/dz do not 
vanish at the same time.  Hence, the values of n thus calculated would 
now be zero, now infinite, whereas the wave viscosity that participates 
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in controlling the current velocity gradient must always be a positive, 
finite quantity. 

Since it is not intended to study the pulsations of the current 
with the pulsating wave viscosity, cf. assumption (f), it is natural 
to average the wave viscosity over the period.  In analogy to Eq. 7, 
the average wave viscosity, nw, can most simply be introduced as a 
function of z by the following formula 

n   (z) 
f|tw(z)/pl   dt 

/|3u(z)/3z| dt 
(13) 

where the integrals are taken over the wave period.  It is necessary 
to use the numerical values of the shear stresses and the velocity 
gradients because both change sign every half period. 

In the oscillating water tunnel of the Technical University of Den- 
mark two tests have been run with measurements in the wave boundary 
layer, and the main results published in Refs. 1 and 2, respectively. 
The characteristic data of these tests are: 

TEST 1 TEST 2 

ah 
2.85 m 1.79 m 

ub 
2.11 m/s 1.53 m/s 

k 23 mm 63 mm 

uf 
0.208 m/s 0.210 m/s 

r 0.0984 0.1371 

f 
w 

0.0194 0.0376 

6 42 mm 52 mm 

The quantities Uf,  r, fw and 6 will be explained in Sec. 8. 

The basic data from the tests have been Introduced in Eq. 13, and 
the resulting empirical wave viscosities plotted in Fig. 1 with dimen- 
sionless coordinates. 

8. WAVE VISCOSITY FORMULA 

In order to generalize the test results to other values of the param- 
and k, the following formula has been constructed 

0.4 Uf z 
1 =   

1 + 1.34 /r  -T- exp •? 
(14) 

The determination of uj, r and 6 will be explained below.  This formula 
satisfies two basic requirements:  (a) Near the bed n is proportional 
to z.  (b) In the upper part of the wave boundary layer n decreases 
exponentially with z. 
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nw   1Q4 
abub10 

1 8 
Fig. 1  Wave viscosity, n , as a function of z 

For Tests 1 and 2 the full curves in Fig. 1 show the variation of 
the wave viscosity according to Eq. 14. 

In a wave boundary layer the maximum bed shear stress, Tw maxj 
oc~ 

curs before the maximum velocity, Ui, in the potential flow, the phase 
shift being about 30°.  The maximum wave friction velocity, Uj, and 
the characteristic wave friction coefficient, f , are defined by 

P K f p u. (15) 
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The wave friction velocity ratio, r, is defined as 

r = uf/ub = /TiT (16) 

and can be determined from the following equation 

  + log   = - 0.077 + log -r— (17) 
r r °   k 

According to Eq. 14-, 6 is a characteristic thickness for the upper 
part of the wave boundary layer, where the viscosity decreases exponen- 
tially with z.  6 can be calculated from 

2^Lilogi^LA= 0.0282^ (18) 
k        k k 

The compositions of Eqs. 17-18 have been derived by very simplified 
considerations of the growth of the wave boundary layer in accelerated 
potential flow (Ref. 3). 

The procedure for calculating the wave viscosities is then: 

(a) Solve Eq. 17 for 0.174/r and find r. 

(b) Solve Eq. 18 for 2.74 6/k and find 6. 

(c) Calculate u,. = r u, , cf. Eq. 16. 
f     b      ^ 

(d) Calculate n from Eq. 14. 
w      ^ 

The validity of Eq. 14 has been te'sted partly by Fig. 1, partly by 
the following method:  For Tests 1 and 2, a semilogarithmic diagram was 
plotted of two dimensionless quantities:  nw/z-u^ (logarithmic scale) 
versus z/f -a^ (linear scale), whereby the curves for the two tests 
came very close to each other over a large range.  This diagram was 
used for an independent extrapolation of the viscosities to the ratio 
a-u/k = 540.  The extrapolated curve fitted Eq. 14 very well. 

9. COMBINED VISCOSITY 

For the combination of a current with waves the total viscosity is 
ncW 

Above the wave boundary layer nw is negligible, and ncw = nc can be 
determined from Eq. 9.  Here the current friction velocity U^ is de- 
fined by 

T  = p Ut = Y d S (19) 
cw     f 

where tcw is the current shear stress at the bed. 

Within the wave boundary layer the situation is very complicated be- 
cause both nc and nw contribute to ncw.  It was decided to find ncw by 
adding a vector n_ in the current direction to a vector n„ in the wave to c w 
direction, because such vectorial combination would be correct in the 
case of two currents U' and U" in arbitrary directions, cf. Eqs. 8-9. 

The vectorial combination of n and n is probably the most question- 
able of the assumptions of the present theory, because the structures 
of the current-produced turbulence and the wave-produced turbulence are 
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widely different.  There are two zones, however, where the error of n 
is believed to be small:  The zone where n varies linearly with z, and 
the zone where n is essentially larger than nw.  Between these zones 
the error may be larger but will probably have a rather limited influ- 
ence on the resulting velocity profile. 

The vectorial combination has been applied only when the angle be- 
tween the current and wave directions is 0° or 90°, resulting in the 
Eqs. 3 and 4. 

10. CURRENT VELOCITY PROFILES 

Throughout the wave boundary layer, where the current shear stress 
is constant, the velocity profile U(z) has been found by numerical in- 
tegration of 

T  = p n ~- (20) 
cw     cw dz 

Near the bed the velocity gradient dU/dz is essentially reduced be- 
cause of the influence of the wave viscosity. 

The numerical integration has been carried out by Mr. Roger B.Wallace 
of the Danish Hydraulic Institute, for all combinations of the values 

% 
k 

and 

= 28.4 - 124 - 540 (21) 

P u^ 
= 10"5 - 10"* - 10"' - 10"z (22) 

ub 
both for parallel and perpendicular directions of the current and the 
waves. 

Above the wave boundary layer the velocity profile becomes 

U(z) = LV (2.5 In — - A) (23) 
1        zo 

It has the normal logarithmic shape but is reduced by the constant ve- 
locity A Up.  The constant, A, of velocity defect can be found from 
Figs. 2 and 3, for parallel and perpendicular directions, respectively. 
The values of Ai and A2 must be seen in relation to the value of 
2.5 In (d/z ), which is normally of the order of magnitude of 20. 

For waves propagating at an arbitrary angle with the current, the 
friction velocity Up is determined from the total slope S by means of 
Eq. 19 as usual.  It is suggested to calculate the current velocity 
profile without waves and then deduct Ai or A2, respectively, from the 
velocity components parallel and perpendicular to the wave direction. 
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10-»  '   - » • 10-  '   . . . 10-*      < .  . . 10- 

Fig. 2  Constant, Aj, of velocity defect for current || wave direction 

10J   '    "  ° " 10""   *    *  * ° 10'°   *    *  " ° 10"' 

Fig. 3  Constant, A2, of velocity defect for current j_ wave direction 
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ABSTRACT 

The two systems based on the principle of photogrammetric surveying have 
been developed in order to accomplish the field observations of nearshore 
current system induced by waves, and were applied to the field investigations 
on the Shonan Coast, Kanagawa Prefecture, Japan (Horikawa, Sasaki et al, 1970). 
The first is called as the Balloon Camera System and the other is the 
Synchronized Helicopter System. The main efforts were concentrated to the 
simultaneous observations of waves and current fields in and out the surf zone. 
Even there still exist some difficulties to be overcome in applying the 
present systems, the validity and usefulness of these systems were demonstrated 
by the obtained data. In this paper are presented the details of the developed 
systems and a part of the analyzed results by using the data obtained in field. 

INTRODUCTION 

The nearshore current system is of very importance in connection with the 
coastal processes, and the characteristics of the nearshore current have 
strong influences on the recreational activities and water pollution problems 
in the coastal area. 

Several mathematical models of longshore current and/or of nearshore 
current system have been proposed very recently by Bowen (1969), and Bowen 
& Inman (1969, 1971) based on the concept of radiation stress. On the other 
hand the field measurements of nearshore current have been conducted very 
actively by Sonu (1972). From the engineering point of views it is of 

635 



636 COASTAL ENGINEERING 

essentially importance that all of the factors taken into the mathematical 
models of nearshore current system should be determined by the physical 
parameters such as the height, period, and incident direction of waves, and 
bottom configuration especially inside the surf zone. The proposed models are 
at present qualitative ones, and their applicability should be investigated by 
using the reliable data obtained in field under the numerous conditions. 

The principal difficulties in the field observations of nearshore current 
result from the fact that the phenomena of current system extend to the 
broad area in and near the surf zone. Therefore the main efforts so far have 
been devoted to the velocity measurements of longshore current which is a 
part of the nearshore current system except the pioneering works by Shepard 
& Inman (1950) and leading works by Sonu (1969, 1972). 

Figure 1 is a well-known schematic diagram of nearshore current system 
drawn originally by Shepard & Inman (1950), and revised by Inman and Bagnold 
(1962). In order to investigate the whole pattern of this current system, it 
is desirable to measure the wave characteristics such as height, period, and 
direction, the current field and the bottom topography in and out of the surf 
zone simultaneously. From that point of view, the aerial photographic survey- 
ing seems to be the most suitable way to accomplish the systematic observations 
in the nearshore area. Therefore the following two systems were developed and 
applied to the field observations in order to take successive pictures at 
certain interval from air. At any rate this is the initial stage of the 
research project on the nearshore current at the Coastal Engineering Laborato- 
ry, University of Tokyo. 

FIELD OBSERVATION SYSTEMS 

Balloon Camera System 

Figure 2 is the schematic diagram of the Balloon Camera System which is 
shortly named as BACS. The Balloon of this system is to hang the capsule in 
which a motor-drive camera (Hasselbrad 500EL) is contained as shown in Figure 
3. The balloon has its inner volume of 33 m3 filled with hydrogen gas. The 
reasons why hydrogen gas is prefered are as follows: 

(1) The cost of hydrogen gas is fairly cheaper in Japan, and its specific 
gravity is relatively small, therefore the gained buoyancy is relatively 
large, in comparison with helium gas. 

(2) Although hydrogen gas is easy to detonate in case of mixing with air, 
it is practically easy to operate with safety under the desired care. 

The detailed descriptions of the Balloon Camera System are given in 
Table 1. 

As shown in the table 70 mm film is used instead of 35 mm with the purpose 
of getting better resolution of pictures. The stability of the photo coverage 
was practically well in the air. The camera was set for shotting at 6 sec 
interval and for taking successive 20 frames or more. 
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Fig. 1 Schematic diagram of nearshore current system. 
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Fig. 2 Schematic diagram of BACS. 
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Fig.  11    A part of Fig.  10 enlarged.    Two rip channels are seen 
on left and center of the photograph.  (SIHEL-515,.swell) 

Fig.  12   An example of velocity field obtained by SIHELS. 
(cf.    Fig. 11, SIHEL-515, swell) 
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The defects of the present system are as follows: 

(1) The wind speed should be less than 7-8 m/sec. 

(2) The actual distribution of wave height can not be read from successive 
pictures due to non stereophotogrammetry. 

(3) The area covered by each photograph is relatively small as 100 m x 100 m 
in horizontal scale. 

Synchronized Helicopter System 

Figure 4 is the schematic diagram of the Synchronized Helicopter System 
which is shortly named as SIHELS. The descriptive outline of this system 
is given in Table 2, from which it is recognized that the area covered by 
single photograph is pretty large in comparison with the Balloon Camera 
System. The following facts were the reasons why the helicopter was used. 
The airplane except helicopter needs at least 5 min. to return to the 
questioned site, but the helicopter is able to stay for certain period 
at a defined location with constant altitude owing to its hovering capacity. 

The accuracy of the results is very high and satisfactory in the 
quantitative sense for the present purpose, but the largest defect is the 
operation cost being extremely high. 

The helicopters used are too small to stay for longer time at the 
specified locations accurately (Figure 5). The accuracy is requested to get 
stereophotographic pictures. Owing to the above limitation, 40 sec period 
was selected for the operation of taking pictures. 

The method for synchronization of taking pictures was as follows. The 
trigger signal was transmitted from "MASTER" camera mounted on the command- 
ing helicopter to "REMOTE" camera mounted on the other helicopter at the 
initiation of operation, ever since then the timing mechanism installed in 
each camera was operated to take the following successive 5-7 frames at 
interval of 6 - 8 sec. 

Floats 

The principle of both systems stated above is basically the same as 
follows: numerous floats throwing by hand along the specified lines from 
shore to breaker line were traced by the successive pictures taken at a 
certain interval. Various kinds of floats were tested in order to find 
out the adequate type of floats for tracing the velocity field of nearshore 
current as accurately as possible. The float of cube made from polyurethane 
foam with 25 cm or 33 cm in edge length was finally selected. The outer surface 
was coated by membrane of vinyl with yellow and/or orange colour. This kind 
of device was successful to distinguish the location of float on colour film 
under the white foamed surf zone condition. 
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Helicopter 

450 m 

Fig. 4 Schematic diagram of SIHELS. 

Table 2 Outline of SIHELS. 

HELICOPTER Bell    KH-4 

CAMERA Zeiss   RMK  15/23 

FILM Kodak Aerocolour -N 

PHOTO  SCALE 1/3000 

ALTITUDE 450 m 

COVERAGE 690m X 410m (stereo) 

690 m X 970m (mono) 
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^' 

Fig. 5 Helicopters used for SIHELS. 

Fig. 6 Polyurethane floats for 
nearshore current 
observations. 
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FIELD INVESTIGATIONS AND ANALYZED RESULTS 

Test Sites and Wave Climates 

The two systems stated above were practically applied to the field obser- 
vations on the Shonan Coast near Enoshima Island in Kanagawa Prefecture, 
Japan. This is one of the busiest summer health resorts in Japan owing to 
the relatively short distance from the Tokyo Metropolitan Area, namely the 
distance from Tokyo to Enoshima Island is about 50 km. The survey area is 
divided into two, one is named as Area A, and the other Area B as shown in 
Figure 7. 

Table 3 gives the available information about the date and time of obser- 
vations, the wind conditions, the wave characteristics of breakers, and the 
width of surf zone. The classification of wave climate was also indicated 
as wind wave or swell condition. The hydrographic surveying could not be 
conducted at the time when the stated field observations were done, but the 
hydrographic chart made by the Kanagawa Prefecture in 1969 was available to 
be used. According to this chart the foreshore slope was in the range of 
1/20 through 1/40. Here the authors wish to mention that has been observed 
the flow field under the rather rough sea condition such as the maximum 
breaker height being over 2.5 m in comparison with most of the previous data 
which were obtained under the relatively small wave condition. 

Some Results of Field Observations 

Figure 8 gives one example of photographs taken by the Balloon Camera 
System. Analysis of these successive photographs gives the velocity field in 
the surf zone as demonstrated in Figure 9. In this diagram the solid line 
arrows indicated the actual trace of floats, while the dotted line arrows 
indicate the interpreted flow pattern. The wave climate, when the field 
investigation was conducted, was swell condition with its breaker height of 
about 0.6 m, and the spacing between two neighbouring rip channels was about 
100 m. 

Figure 10 is one example of photographs taken by the Synchronized Helicopter 
System. It is needless to say that the original one was colour picture. 
The existence of many rip channels was clearly taken in this photograph. 
In order to make much more clear picture of rip channels and rip heads, the 
right hand half of the original photograph was enlarged as shown in Figure 
11, where the rip channels, the targets ship and numerous floats were indicated. 
The wave climate at that time was swell with breaker height of 0.5 - 0.8 m. 
The wave steepness was relatively small, hence the breaker was classified into 
plunging breaker type with rather long wave crest. The analyzed diagram is 
given in Figure 12, where the flow pattern and the rip head were interpreted. 
The shape of the rip head is quite similar to a cauliflower. At any rate 
the flow pattern is surprisingly similar to the illustration given in Figure 
1. The synchronization was unsuccessful at this operation, hence the stereo- 
scopic analysis could not be applied. 

On the other hand, under the wind wave condition the situation of flow 
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Fig. 7 Location map of field boservation site. 

Table 3 Wave and climate condition associated with field 
observations executed. 

SIGN SIHELS-515 SIHELS-611 BACS-624 SIHELS-705 

DATE 1971. 5. 15. 1971. 6. 11. 1971. 6. 24. 1971.  7. 05. 

AREA A B A B A A B 

TIME 12:35 14:23 13:47 15:26 11:40 14:10 15:40 

WIND 
VELOCITY(m/sec) 

DIRECTION 

(8) 

(NNE) 

( 6) 

(NE) 

6.6 

SW 

4.3 

SSW 

2.5 

NNW 

53 

SSW 

6.7 

SSW 

HEIGT(m) 0.8 0.8 1.4-1.7 13 - 2.5 0.6 1.4 - 1.7 1.2 - 1.5 

WAVE ANGLE (deg.) 7 7 9 0 10 4 2 
(breaker)     LENGTH(m) 15-30 20 15-25 20-30 20-30 6-12 10-25 

PERIOD(sec) — - — — 7.0 (4  -   5) 

CONDITION SWELL WIND WAVE SWELL WIND WAVE 

SURF ZONE WIDTH (m) 50 50 100 90 60 40 50 
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Fig. 8 An example of photograph taken by BACS. 

^ 

\- '•• 

>*J«. 

i / 

Breaker-line 

' LEGEND 

Observed   from Tracer :  

Interpreted :   -— 

Current Velocities  in m/sec 

Fig. 9 An example of velocity field by BACS. (BACS-624, swell) 
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• 
Fig. 3 Balloon and camera 

capsule of BACS. 

Table 1 Outline of BACS. 

BALLOON Ovoid  type gas   balloon 
volume :  33 m3 

CAMERA Hasselbrad  500EL 
70 mm  moter drive 

LENS Distagon   50 mm 
TETHER 0 5 mm   polyester 

ALTITUDE 100 - 150 m 

FLOAT Polyurethane   foam 
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£*r"** I :-* 

Fig. 13 An example of photographs taken by SIHELS. (SIHELS-611, 
wind wave) 

LEGEND 

Observed from Tracer :  

Interpreted :  
Current Velocities in m/sec 

Target 

.«W' 

\ Breaker-tine 

Fig. 14 An example of velocity field by SIHELS. (SIHEL-611, wind wave) 
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pattern seems to be really complicated. Figure 13 is one example of photo- 
graphs taken during the wind waves, the breaker height of which was 
approximately 2.5 m. 

The distributed pattern of floats was unfortunately not adequate to catch 
the whole flow pattern of nearshore circulation system as shown in the analyzed 
diagram of Figure 14. The main reason of this situation was that the handl- 
ing of floats was extremely limited in the technical sense due to the rough 
sea. In spite of this limitation stated above, it was successful to figure 
the successive configuration of water surface as shown in Figure 15. By 
using these successive diagrams the contour map for the maximum elevation of 
water surface above the estimated mean water level is shown in the following 
fugures. Figure 16 is for the wind waves corresponding to Figures 13, 14, and 
15. That is to say the breaker height for Figure 16 was as large as 2.5 m, 
while the breaker height for Figure 17 was about 1.0 m. From these diagrams 
it is easily recognized the existence of the periodical distribution of 
highs and lows along the shoreline. Following the hypothesis presented by 
Bowen (1969), that is the rip current appeares at the site of the lowest 
breaker height, the location of rip current was assumed as indicated in 
Figures 16 and 17. The generation theory of rip current proposed by Bowen 
& Inman (1969) is as well-known based on the interaction of edge waves with 
incoming waves. 

On the other hand Sonu (1972) stresses that the bottom undulation existed 
in the surf zone is also to be the cause of nearshore circulation even in the 
case of uniform breaker height of the waves coming normaly to the shoreline. 
He stresses also the existence of meandering current in the case of oblique 
incident waves. In the case of Sonu's hypothesis it must be essentially needed 
to solve the problem by what reason such an undulation of bottom contour was 
caused. 

In order to clarify the actual phenomena occurred in nature, further field 
observation data is highly requested. 

CONCLUSIONS 

The conclusions of the present investigations are as follows: 

(1) The two systems developed at the Coastal Engineering Laboratory, Univer- 
sity of Tokyo, were verified in field to be successful measures to 
observe the nearshore current system. 

(2) The pattern of the current system described by the previous researchers 
is character*?ed only in the case of swell condition, while the pattern 
generated by wind waves seems to be more complex due to the existence 
of numerous circulations with vertical axis. 

(3) The Synchronized Helicopter System is the most suitable one at present, 
but the Balloon Caipera System must be also very effective due to its 
simplicity and mobility in the operation provided with an additional camera 
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SIHELS-611-B 

Target 

^   : CURRENT   DIRECTION   INFERRED 

WAVE   CREST   HEIGHT   IN   METER 

Shoreline 

Fig. 16 Maximum water surface distribution above the estimated mean 
water level. (SIHEL-611-B, wind wave) 

SIHELS-705-B 
^1 : CURRENT   DIRECTION   INFERRED 

WAVE   CREST   HEIGHT  IN   METER 

Target 

t30m K0m 

Fig. 17 Maximum water surface distribution above the estimated mean 
water level. (SIHEL-705-B, wind wave) 
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to make the pictures stereographic. 

(4) The floats presently used are useful to trace the flow pattern in the 
case of plunging breaker and also in the case of spilling breaker with 
its height less than 1 m. 

(5) The following two problems should be solved in the near future in order , 
to obtain the valuable data under the stormy wave conditions; the first 
is to find a new type of float which is effective to the spilling 
breaker, and the second is to apply one more helicopter for throwing a 
number of floats in a short tim e in an interested broad area. 
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RIP - CURRENTS 

by 
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Pasadena, California 

ABSTRACT 

The generation and stabilization of rip - current circulation patterns is 
considered herein.    An analytic model is developed to simulate the wave 
hydrodynamic processes in the nearshore zone,     strongly influenced by 
the local bottom topography.    The wave induced nearshore circulation 
pattern is computed and the results compared to prototype field data. 

INTRODUCTION 

One of the most common hydrodynamic features of the nearshore zone 
is the generation and stabilization of rip - current circulation patterns. 
"While the rip - current phenomenon is well known visually,  its gener- 
ating mechanism is not well understood.    This understanding of the 
characteristics of rip - current processes and nearshore circulation is 
an important link in analyzing the complicated interaction between hydro- 
dynamics and sedimentation in the coastal zone. 

Presently there are two theories concerning the generation of nearshore 
rip - current patterns.    Bowen (1)   proposed a driving mechanism con- 
sisting of a longshore variation of average wave height across a rip - 
current cell with waves impinging normally onto a plane beach.    Bowen 
suggested that this longshore variation of wave height might be due to 
edge waves.    While the circulation patterns appear qualitatively real- 
istic,  the quantitative results are not so optimistic. 

Sonu (6) suggests that rip - current circulation patterns are strongly 
influenced by the local bottom topography. The coupling of the wave 
characteristics and bottom topography produced the necessary driving 
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mechanism.    A schematic description of the types of stream line patterns 
occurring in the nearshore zone is described in Figure 1 from Sonu. 
Detailed quantitative field data is shown in Figures 5 and 8 to correlate 
with Figure 1. 

WAVE 

I.   Circulation   under   normal   wave   incidence 

WAVE 

BEACH 

2.   Meander   under   oblique   wave   incidence 

Figure 1:   Schematic Display of Current Patterns 
due to Normal and Oblique Wave Incidence 
[Sonu (6)]. 

In the following analysis an analytic model is developed to correlate rip 
current patterns with wave characteristics affected by the local non- 
uniform bottom topography. 
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THEORY 

Figure 2 describes the coordinate system..    To obtain the wave height and 
direction field the "geometries optics" approximation is utilized where 
the ray equations describing the    x,  y and'9    values along the ray are 

dx ,, v 
-^   =   cos 9 (1) 

dy 
ds =   sing (2) 

and 

where   s   is displacement along the ray and   c   is the wave celerity defined 
by 

c   = #  taI* <cT> <4) 

Eqs. (1) to (3) are kinematic equations describing the ray location. To 
find the wave height the intensity equation as given by Munk and Arthur 
(5) is used 

2 
LL +   p(s)  H   +   q(s)p    =    0 (5) 
ds 

where 

and 

p(s)   =   - cos 9 [J- 3£] - sin 9 [I 1£] (6) r ° Lc gxJ °  Lc gyJ 

2      1      2c 1        2c q(s) = sin 9  [- 1_|] - 2sing  cos0 [-   ^£] 
3X 

+ cos2
e[l^|-] (7) 

The wave height due to refraction alone is then given by 

H   =   ^2 (8) 

where   Ho   is the deep water wave height. 

To solve Eqs.   (1) to (4) a 4th order Runga-Kutta technique is utilized where 



656 COASTAL ENGINEERING 

SHORELINE 

-L__    VELOCITY 
COMPONENTS 

/ 

/ RAY 

/e COORDINATE   SYSTEM 

MEAN   WATER   SURFACE 

"SWL 

BEACH SLOPE 

Figure 2:   Coordinate System 
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Eq. (4) is divided into two (2) first order equations. Thus, the simul- 
taneous solution of five (5) first order equations yields the wave height 
and direction field. 

As trie wave propagates into shore,  the effects of refraction and shoaling 
can produce a breaking wave.    Consequently,  an empirical breaking 
criterion is imposed.    From Miche (4) the limiting wave steepness is 

H, 2nd, 
T^     =   0.142 tanh (-p-B) (9) 
H \ 

although an examination of experimental data of waves breaking over a 
horizontal bottom by LeMehaute and Koh (2) indicates a better criterion 
is 

H. 2nd 
T5- =    0.12 tanh (-r-2) (10) 
Lb Lb 

For the following analysis Eq.   (10) has been utilized.    Note that breaking 
characteristics may be influenced by  "l*ocal" bottom slope which is not 
considered herein. 

Once the wave height and direction fields are known,  the nearshore 
circulation pattern can then be computed.    To facilitate the analysis, 
the momentum and continuity equations have been vertically integrated 
and the time dependent and nonlinear terms neglected to yield 

sM     =   M     - F (11) 

gill     =   M     - F (12) 
ay y       y 

and the continuity equation 

3[u(ri+d)]   + s[v(ri+d)]   =   Q ,,3) 
ox ay 

where the radiation stress terms are [Longuet-Higglns and Stewart   (3)] 

Mx=-i(3v lTf+T7Z] (14) 

M   = - 4-, &    + !lS] 
y Pfd+p) Lgy gy    J 

and the friction terms are 

2cuH 
(r,+d)T sinh kd (15) 
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2cvH 
(r,+d)T sinh kd (16) 

whei 

3 2 2 12        2 
= J& PgH    cos  9  +^PgH    sin e 

3      „2     .  2     ,  1     „2        2 - PgH    sin e  +-j^pgH    cos  9 7yy      16 

^xy = V = ^PgHZ   Sln 29 

(17) 

(18) 

(19) 

and   c   is the friction coefficient and    k = 2TT/IJ is the wave number. 

Assuming that 

r,+d = d (20) 

and defining a stream friction   y    such that 

1! =   - ud (21) 
9y 

11   =   + vd, ax (22) 

automatically satisfies the continuity requirement.    Cross-differentiating 
Eqs.   (11) and (12) and utilizing (21) and (22) produces the governing cir- 
culation equation 

3 y + 9_x + 

iZ 
Sy 

3*' sy 

1Z 
dx 

3f 
F    9x 

(a_["ifo** +2lxy\]   a |"l/5cryy + 
3Txy\l) 

j ay  dl ax gy /   s* dl ay 
3x / | nay (23) 

where 

F   = 
2cH 

d T sinh kd 

„2   .3 2 1     .   2   > =   H     (j[gcos  9  + jj-sm 9) 

(24) 

(25) 
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H   (TT-sin 9  +-77 cos Q) <26' °yy     "   "   v16sl" H  Tl6' 

y^H2   sin26 (27) 

NUMERICAL COMPUTATION 

To initiate the computation,  the bottom topography must  be everywhere 
defined.    An examination of the field data from Sonu (6),  Figure 5 
indicates that an approximate analytic representation can be obtained by 
the relationship , /, 

^ /X\   i. I 3 

d(x,y) = 0.025x[l +20e ^ sin 10 (^)] (28) 

This produces a straight beach line  (y-axis) and a periodic rip - current 
channel decaying exponentally offshore into a plane beach. 

The first case to be analyzed is that of normal wave incidence.    The 
computation proceeds by tracking the rays or orthogonals from deeper 
water where Shell's law is valid into the area defined by Eq.   (28). 
Figure 3 indicates the rays on one-half of the periodic beach since the 
solution is symmetrical about the line y = 0.    The dotted line indicates 
the position of wave breaking and notice that a caustic occurs as the wave 
rays merge.    While the  "geometric optics" approximation breaks down 
near a caustic,  the wave has already broken so that the wave height 
computation  is determined from Eq.  10.    The kinematical equations   (1) 
to (3) still produce results independent of the caustic and these are 
assumed sufficient to provide wave direction data. 

Following the ray solution,   a algorithm is utilized to transform the 
essentially "random" locations of wave height and direction into a 
uniform grid by a two-dimensional interpolation scheme.    The grid data 
is then used to solve Eq.  23 by application of a Gauss-Seidel relaxation 
algorithm with the boundary conditions. 

¥   = 0 at y = 0 and y = 40 meters 

y   = 0 at x = 0 and x = 385 meters 

The final stream line solution for normal incidence is shown in Figure 4. 
As a test case,   a full period of 80 meters was used and the results were 
identical with Figure 4 with similar stream line patterns mirror imaged 
about   y = 0   and 40 meters except that these streamlines are negative 
in value.    While qualitatively the results are reasonable,  quantitatively 
the maximum rip - current velocity is about 4 meters/second.    This 
seems to be much larger than existing prototype measurements from 
Sonu (6),  Figure 5. 
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The next case examined was that of wave attack at an oblique angle to 
the shore line.    For this case, a deep water angle and wave height of 

o    = 153°,  H    =1.0 meters °o o 

was used.    Typical rays are described in Figure 6 with the associated 
breaker line.    In this problem while the shore line and off-shore boundary 
conditions are well defined as 

f   = 0 at x = 0 and x = 385 meters 

the longshore boundary conditions are as yet unknown.    Since this is a 
boundary value problem, the longshore  y   conditions must be apriori 
constrained before a solution can be found.    To solve this problem, the 
numerical relaxation algorithm was allowed to update   y    along the line 
y  = 0   and the periodic condition was imposed that 

Y(x,y=80) =¥(x,y=0) 

Convergence for this case required about 700 iterations since the imposed 
accuracy was very high.    The solution for the stream function field is 
shown in Figure 7.    Notice the existance of a small negative area of   y 
which is a degeneration of the previously described negative cell produced 
by normal wave incidence. 

An examination of the prototype field data from Sonu (6) Figure 8 
indicates a optimistic qualitative agreement.    Quantitatively the numerically 
computed maximum rip - current velocities are about   4 meters/second 
which is much larger than observed values.    Also, notice that the incom- 
ing rip - current velocity is of the same magnitude as the  outgoing velocity 
which is not observed in the field and also the maximum rip velocity 
direction is oblique  to    the imposed bottom topography. 

RESULTS AND CONCLUSIONS 

As previously indicated, while the analysis for normal wave incidence 
Figure 4 yields qualitatively reasonable results, quantitative estimates 
of the rip - current velocity are much larger than field measurements. 
An examination of Figure 3 shows that in the channel area the breaker 
line extends almost to the shoreline at   y = 40 meters and out to x = 90 
meters at   y = 20 meters.    Examining Figure 5,  the field data does not 
indicate this large variation in the breaker line and consequently this 
suggests that there may be a strong wave-current interaction which 
would produce a more uniform breaker line.    Since this effect would 
yield a more uniform longitudional wave height distribution,  it is expected 
that the rip - current velocity would be greatly reduced.    The analysis 
for wave-current interaction has been completed and the numerical 
algorithm generated although presently no results are available. 
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The case of oblique wave attack again yields much larger velocities 
than field data.    Since the field data Figure 8 shows a definite skewing 
of the rip - channel in line with the current vector,  the following depth 
configuration was recently imposed 

~    w (Y 1 0 
d(k,y) = 0.025x [l + 20e sin       -^ (y -xtan a)] 

(29) 

where   a = 30   .    This depth function effectively skewed the rip - channel 
3 0° to the x-axis and performing the ray computations through the relax- 
ation procedure produced a solution very similar to Figure 8 except that 
now the maximum rip - current velocity was about    1. 8 meters /second 
and the incoming rip - current velocity was much smaller than the 
outgoing velocity.    This then indicates the importance of the bottom 
topography and also shows that such a profile as given by Eq.   (28) 
would probably be scowed by oblique waves and possibly produce a 
bottom profile similar to Eq.   (29).    Unfortunately at press time a 
graphical display of the stream function solution to Eq,   (29) is not 
available. 

The previously described results is part of a continuing research effort 
to describe the hydrodynamic and littoral nearshore environment.    The 
preliminary results herein are very optimistic and indicate that the 
local bottom configuration may be very important in the determination 
of the nearshore wave-induced circulation pattern. 
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CHAPTER 36 

TIDAL INLET CURRENT--OCEAN WAVE INTERACTION 

by 

1 2 
Lyndell Z. Hales and John B. Herbich 

Abstract 

An experimental study was conducted in a three-dimensional wave basin 
to investigate the manner in which surface gravity waves propagating toward 
a tidal inlet are altered. Dimensional analysis of the pertinent variables 
indicates that a functional relationship exists between as many as five 
dimensionless terms, and the functional relationship is displayed in 
graphical non-dimensional form to apply to all scales. Results indicate 
the ebb current increases the steepness in the ocean region to such an 
extent that the wave begins to lose energy by the crest spilling down the 
front of the wave, and the wave characteristics in the inlet proper may 
never reach the breaking limit unless factors other than a current alone 
are involved. 

Introduction 

The non-uniform current created by tidal flow through the relatively 
narrow inlets connecting many bays and estuaries to the open ocean can 
have a significant influence on the characteristics of surface gravity 
waves propagating toward the inlets. For a flood flow, the waves will be 
lengthened and will experience a decrease in height. The ebb current is 
seen to compress the wave length and concentrate the energy of the wave 
form which is reflected in a dramatic increase in height. This has a direct 
bearing on the energy propagation through the inlet and into the bay or 
estuary, as well as implications regarding the flushing of littoral drift 
and sediment from the inlet. 

The pattern of the build-up of the non-uniform tidal current on the 
flood stage from the region of essentially zero velocity offshore to its 
maximum value at the inlet throat is distinctly different from the decay 
of the ebb current as it is discharged into the ocean. The ebb flow 
emanates from the inlet as a jet and can be detected much further offshore 
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than can the flood currents. This jet action creates a channel effect 
through the offshore bar and shoal region, and it is often this natural 
channel which will he improved and maintained for navigation. On the 
other hand, the flood currents form smaller flood channels to the sides 
of this main ebb flow channel. 

Coastal inlets in a natural state are subjected to opposing forces 
which alternately try to close or enlarge the passage. During the flood 
stages, the littoral transport of sand in the surf zone tends to be swept 
into the tidal inlet by the wave action and strong currents created by the 
rising tide. On the ebb flow, the estuary experiences a flushing condition 
and sediment, both suspended and bed load, may be swept through the tidal 
inlet and passed down coast or lost to deep water. A river may also drain 
into the bay, augmenting the ebb flow. When a balance of these forces exists 
the inlets tend to be stable and remain open. Otherwise the inlets may try 
to migrate or close completely. 

It is desirable that the inlet location and geometry remain fixed, so 
decisions are frequently made that corrective engineering works be under- 
taken to insure the stability of a tidal inlet on an erodible coast. To 
prevent the lateral movement of the coastal inlet, jetties are often 
constructed which extend seaward from the shore and become essential to the 
operation of a dependable inlet for navigation purposes. When both a 
jetty system and maintenance dredging of a navigation channel through the 
offshore bar are required, the characteristics of the surface gravity waves 
being propagated toward the inlet can be significantly altered. 

An understanding of the phenomena connected with the interaction of 
tidal inlet currents and ocean waves is important for several reasons. 
The current will alternately oppose or flow with the waves as they are 
propagated upstream. During the ebb flow, waves which are entering the 
estuary will have their steepness increased and hazards to navigation are 
accordingly produced.  In the alternate case, waves traveling with the tidal 
current will have their lengths increased and the energy propagation into 
the estuary occurs at a rate proportional to the vector sum of the group 
celerity and the current velocity plus an additional interaction term. The 
energy propagation and dispersion into the estuary will frequently affect 
harbor facilities and marinas and knowledge of the amount of energy 
amplification or reflection at a tidal entrance is desirable 

Previous Studies 

Considerable analytical effort has been expended in an attempt to 
explain the mechanism by which a current can alter a wave's characteristics, 
but the subject has had only a limited amount of experimental input. 
A two-dimensional study of the point where waves become unstable and break 
as they are propagated against a current was performed for deep water 
conditions by Yu (l). Experimental studies of hydraulic breakwaters were 
performed by Herbich, Ziegler, and Bowers (2) to determine the effect of 
wave characteristics and breakwater requirements on wave attenuation. 
Another two-dimensional study was made by Sarpkaya (3) to determine the 
conditions of stability of progressive, oscillatory waves in flowing water. 
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Collins (k)  performed a two-dimensional study of the effects of currents on 
the mass transport of progressive water waves, and Hughes (5) created a 
Couette-type flow "between two concentric cylinders in which he studied 
waves with lengths of the order of 2.5 cm and periods of the order of 0.1 
sec. Ho experimental work is known to exist for a three-dimensional 
situation where the current can vary in the direction of wave propagation. 

Historically, the classic analysis was given by Unna (6) in which he 
showed that when the current opposes the wave propagation and has a velocity 
of one-fourth the wave celerity in deep water, the waves must break however 
small their initial steepness. But Unna assumed without justification that 
the wave energy is propagated with a velocity equal to the sum of the group 
velocity and the local stream velocity, and that no coupling takes place 
between the waves and the current. On the contrary, it was shown later by 
Longuet-Higgins and Stewart (7) that gravity surface waves riding on non- 
uniform currents are modified to a much greater extent than would be predicted 
if there were no interchange of energy between the wave system and the current. 

Johnson (8) made a theoretical development for deep-water conditions of 
a wave train crossing a current at an angle, in terms of the initial wave 
length and direction, and the magnitude of the current. He showed that 
refraction of the waves by the current effects a change in the wave length 
and stretches or compresses the wave crest. Classical shallow-water theory 
for the propagation of long waves in running water was modified by Burns (9) 
to include the effects of the vorticity present in the main stream as the 
result of the action of viscosity. Hunt (10) analytically considered some 
particular cases of the effects of a non-uniform current. For linear waves 
on a current varying as the one-seventh power of the depth, the velocity of 
propagation was found as a power series in the square root of the Froude 
number. For the non-linear solitary and cnoidal waves, both the profile 
and the velocity were found to depend on the value at the free surface of 
the current and its first derivative. Longuet-Higgins and Stewart (7) 
theoretically studied the changes in wave length and wave amplitude of 
surface gravity waves riding on steady non-uniform currents. They recognized 
an interaction term for which they coined the phrase "radiation stress".  It 
appears this same phenomenon had been deduced previously and quite inde- 
pendently by Lundgren (ll). 

The limited experimental work has all been performed under certain 
specific conditions to obtain particular information about one facet of 
the overall subject.  It appears that no experimental work of a three- 
dimensional nature has been performed in an effort to either verify or 
refute the analytical conclusions. 

Experimental Apparatus 

An experimental study was conducted at the U. S. Army Corps of Engineers, 
Waterways Experiment Station to determine quantitatively the manner in which 
surface gravity waves are altered by non-uniform tidal inlet currents. 
A wave basin of dimensions 150 ft long, 50 ft wide, and 3 ft deep, shown in 
Fig. 1, was used in which a relatively narrow opening was constructed to 
connect the ocean with a bay region. All flow was required to pass through 
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this simulated tidal inlet which had dimensions k  ft wide and 32 ft long 
and was situated in the center section of the basin. The bottom of the 
inlet was horizontal and elevated 0.8 ft above the basin floor with a slope 
of O.O33 ft/ft approaching the inlet from the ocean side, and the same slope 
at the rear of the inlet into the bay region. This caused the approaching 
waves to experience a shoaling effect as well as refraction due to the tidal 
inlet current, typical of prototype inlets. 

The wave generator was placed perpendicular to the inlet throat and 
data measurements were taken at 8 selected points along the inlet axis 
from the ocean into the bay. In the absence of a current, the wave character- 
istics were recorded by direct print oscillograph at these selected locations. 
A steady non-uniform flood current was then created by circulating flow from 
the bay region and discharging into the ocean with a reversible variable- 
speed pump. The intake and discharge manifolds were carefully adjusted so 
that negligible disturbance occurred in the still water region. For this 
steady-state flow condition, velocity measurements were taken at the pre- 
determined locations and the wave characteristics were again recorded. 
Then the flow would be changed, steady-state conditions achieved and 
measurements once more recorded. Ultimately the data obtained consisted of 
current and wave measurements recorded at 8 locations for no flow condition, 
k  flood conditions, and k  ebb conditions for each wave generator setting. 

Results and Conclusions 

Some authors, for example Barber (12) and Barber and Ursell (13), 
have argued that waves crossing a tidal stream on the open ocean experience 
a change in the apparent wave period. Wilson (lU) has expressed the belief 
that when waves are being propagated onto a non-uniform current, they 
suffer a Doppler shift in frequency, causing a decrease in period in a 
following current and vice versa. 

The water surface time histories of the fluctuating wave motion 
recorded by wave gage no. 2, located in the ocean region near the entrance 
to the inlet, were analysed by spectral means to determine if, under steady- 
state flow and monochromatic waves, a shift in the generated frequency 
would occur. This gage was chosen because it experienced the effect of both 
ebb and flood currents. The results of the spectral analysis are shown in 
Fig. 2, and it appears the peak of the energy spectrum occurs at the same 
period under all flow conditions. Further study reveals the period remains 
constant with space as well as time for steady-state flow conditions. There 
does appear to be a flow of energy to other frequencies, as reflected by the 
shift of the curves for the accumulated percent of the total energy in the 
wave form occurring at periods greater than a specified period. The ebb 
flow shift is particularly dramatic, indicating for a given percentage of the 
total energy, the ebb condition occurs at a slightly higher period. This 
appears to be in line with the hypothesis of Wilson (lU), although in the 
absence of local accelerations the flow of energy to other periods was not 
enough to cause a shift in the peak of the energy spectrum. 

Changes in the Inlet: 
Dimensional analysis of the pertinent variables indicates that for the 
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inlet proper, a functional relationship exists of the form 

0(LO, L, HQ, H, d, U, C0) =0   (1) 

which can "be rearranged to produce 

o V o        o / 

H ..Ao      Ho      U   \ 
o \ o        o/ 

The determination of such functional relationships is frequently very 
difficult if not completely impossible by analytical means, so recourse is 
often taken to hydraulic model studies. The strength of dimensional 
analysis lies in its ability to provide insight into the manner in which 
certain variables are related, and thus initiates the planning of the 
research program. 

The functional relationships of Eqs. 2 and 3 were substantiated by 
random plots of the change in wave length and wave height as a function of 
the current parameter. The relationship can be displayed as a series of 
charts for different values of H /L , each chart containing a family of 
curves for different values of L /d, where the subscript zero always refers 
to still water conditions in the inlet where the water depth is d. 

Because the data obtained from the model was for random values of L /d 
and H /L , the technique of fairing the experimental data was applied so 
that the results could be displayed in a more systematic form. Figs. 3 and k 
show the manner in which the wave height and wave length changed as the flow 
in the inlet increased, at a constant value of H /L . For the range of data 
obtained, the change in wave length appeared as a straight line; however, the 
analytical studies indicate that the curves will eventually approach an 
asymptotic value similar to the change in wave height. For ebb currents 
flowing through the inlet, the change in wave height and wave length are 
shown in Figs. 5 and 6. It was noted in the experimentation that in the 
inlet, the waves increased in height and decreased in length for the ebb 
flow until a certain condition was reached, at which time the wave records 
showed a decrease in height with increased ebb current. The steepness of 
the waves at this condition was determined, and it was found that most of 
the waves were not even approaching the limiting steepness for breaking 
waves in still water.  It was observed that the ebb flow emanating as a 
turbulent free jet into the ocean region was causing the waves to increase 
in steepness and lose energy by the crest spilling down the front of the 
wave as it continued to propagate onto the current. Consequently, when the 
wave reached the inlet, it had decreased in height because of energy losses 
in the ocean region, and not because of breaking in the inlet. Hence, the 
approximate limits for stable waves shown in Figs. 5 and 6 do not really 
reflect a cause-and-effect relationship in the inlet, but are a reflection 
of events which occurred in the ocean. 

Changes in the Ocean: 
Photographic documentation of the ebb and flood conditions occurring 
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in the ocean near the entrance to the inlet indicated the flood pattern to 
he relatively insignificant when compared with the flow pattern of the ebb 
current. Fig. 7 is a typical dye and confetti pattern photograph of the ebb 
flow emanating from the inlet and dispersing as essentially a turbulent 
free jet. For the simplified two-dimensional free jet turbulent flow, 
French (15) has shown that the ratio (distance from exit)/(inlet width) is 
a pertinent dimensionless quantity for completely describing the manner in 
which the flow field changes. Accordingly, it is deduced that in addition 
to the four previously defined dimensionless parameters necessary for 
displaying the experimental data obtained in the inlet, to adequately 
describe the functional relationship existing between variables in the 
ocean region, Eqs. 2 and 3 must be re-written as 

and 

/L H \ 
il = f" ,     0 0 U x 
T, d     > T,     ' c.   • ' w 

0 

A. 
0 

H 
0 / 

H = f" ,t|   0 0 U X 

H U ' L ' c ' w 

CO 

(5) 

where x is the distance from the entrance of the inlet to the point of 
interest and W is the width of the inlet. The conclusions by French (15) 
from momentum considerations include the face that the depth of flow in the 
inlet is apparently mot pertiment for describing the flow patterns coming 
from the inlet. 

When the experimental data obtained from sensors located in the ocean 
region of the facility are displayed in dimensionless form, the relation- 
ships implied by Eqs. h  and 5 are apparent.  It was observed during the 
data collection phase of the study that a given current would alter some 
waves in a particular manner but would have little or no effect on other 
waves. To project a feel of advancing with distance from the inlet into 
the ocean, the data were displayed with the ratio x/w as the abscissa with 
the wave length and wave height alterations as the ordinate. The faired 
experimental data then generated curves of constant values of L /d for 
constant values of H /L and constant values of the current parameter Ij/C . 
The effect of a given current on selected waves noted in the experimentation 
can be seen reflected in the data curves of Figs. 8, 9> and 10, which show 
the manner in which the wave height is altered in the ocean for given 
incipient conditions. 

The physical picture of the waves losing energy by spilling at the 
wave crest can be seen in Figs. 11, 12, and 13- These are photographs of 
three different waves being propagated onto the same magnitude of ebb 
current. The refraction of the wave train by the strong velocity gradients 
and vorticity in the horizontal plane is an axes,  for further investigation. 
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partial fulfillment of graduate degree requirements and may subsequently 
be used as part of the Ph. D. dissertation material at Texas ASM University. 
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CHAPTER 37 

THE SPIRAL WAVEMAKER FOR LITTORAL DRIFT STUDIES 

Robert A.  Dalrymple1 and Robert G.  Dean2 

Abstract 

A technique for simulating an infinitely long beach in the laboratory 
is introduced, with the objective of eliminating end effects usually present 
with short straight beach sections. The technique involves the spiral wave- 
maker generating waves in the center of a circular basin. 

The wavemaker, consisting of a vertical right-circular cylinder oscil- 
lating in a small circle about its axis, is described in detail. Theoretical 
developments, using small-amplitude wave assumptions, show that the surface 
wave crests generated by the wavemaker may be described, at a particular time, 
as an Archimedian-type of spiral, with the wavemaker at its origin. Also, 
the crests impinge on the circular beach everywhere at the same angle of 
incidence. 

Experiments with a prototype spiral wavemaker verify the theory, with 
close results for shallow water waves. Littoral drift applications of the 
wavemaker are given. 

Introduction 

There have been numerous laboratory studies of littoral drift rates since 
the first experiments of Krumbein (7) and Saville (8) over 20 years ago. In 
addition many other model studies have been conducted to determine the effects 
of groins, jetties and inlets on the adjacent beach. For all of these studies, 
a short straight beach section has been used, usually with provisions to add 
sand at the updrift end to simulate infinitely long beaches in nature. 

The spiral wavemaker eliminates the end effects present in a straight 
beach laboratory study by operating in the center of a circular wave basin with 
a circumferential beach. The waves, which propagate away from the wavemaker in 
a spiral pattern, impinge on the beach everywhere at the same angle. 

In this paper, the linear theory of the spiral wavemaker is presented, 
along with experimental verification of its validity, and some general results 
from its use for littoral drift studies. 

The Linear Spiral Wavemaker Theory 

The theory of wave generation by the spiral wavemaker belongs to a class 
of water wave problems, which has been extensively investigated, both theoretically 
and experimentally, particularly for the two-dimensional cases, such as piston 
and flap wavemaker motions (see, for example, Havelock (6), Ursell, Dean and Yu 
(9), Biesel and Suquet (1), Galvin (4), and recently Gilbert, Thompson and 
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Brewer (5) ). The case of a vertically-oscillating horizontal 
cylinder at the water surface has been investigated by Yu and Ursell (10). 

The three-dimensional problem of vertical cylinder wavemakers has been 
examined previously by Havelock (6), who studied the vertical oscillation 
of an upright cylinder and by Dean (3), for sway (piston) and roll (flap) 
motion of the cylinder; both of these studies resulted in circular or semi- 
circular wave crests propagating away from the wavemaker. Recently Black and 
Mei (2) examined semi-immersed and fully submerged oscillating cylinders in 
heave, sway and roll. The theory for a pulsating cylindrical wavemaker could 
also be easily derived. The spiral wavemaker differs from these previous studies 
by producing waves with an angular dependence that varies with time and distance 
from the wavemaker. 

Assuming an incompressible fluid and irrotational motion, the velocity 
potential A exists and is governed by the Laplace equation, 

V2* = d>   + - A  + -4- *„„ + <t>   = 0 (1 ) 

in polar coordinates. The subscripts denote partial differentiation. See 
Figure 1 for the notation. The boundary condition imposed at the bottom is 
that of no flow through the bottom. 

-<|)z= 0 at z = -h (2) 

At the surface, the Cauchy-Poisson condition, which is composed of the 
linearized dynamic free surface boundary condition (n = $t/g at z = 0) and the 
kinematic free surface boundary condition ( -<j> = nt at z = 0), is applied. 

- (a2/g) A = 0 at z = 0 , (3) Tz 

where it has been assumed that the wave motion is periodic in time and of the 
form e~  , here a( = 2ir/T) is the angular frequency. The boundary condition 
on the cylinder wall (r = a') is determined by assuming that a small perturbation 
propagates with time around the circumference of the cylinder of radius a, i.e. 

a' = a + e(z) sin (e - at) (4) 

where the amplitude of the perturbation e(z) may be a function of the elevation, 
z. The instantaneous radius a' may be rewritten in complex form as 

a' =a-e(z) i ei(e-at) (5) 
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The radial  velocity, u , is 

\--mr'-Re {-E ^e i(6-at)} (6) 

and, under the assumption that e(z)/a « 1, it is prescribed at the mean position 

of the cylinder wall, r = a. 
The final boundary condition to be imposed is that, at r = «, all waves 

propagate away from the wavemaker; this is the so-called radiation boundary 
condition. 

The solution of this boundary value problem follows readily from 
separation of variables. In the z direction, the resulting ordinary differential 
equation with the two homogeneous boundary conditions is a proper Sturm-Liouville 
problem and it can be shown that the complete set of eigenfunctions in this 
coordinate direction is  {cosh kc(h + z), cos k (h+z),m=l, 2...»}, with the 
relationships "' 

a2 = gko tanh koh (7) 

°2 = -gkm tan kh (8) 

Here k is a wave number. The subscript zero is used to denote the wave 
mode associated with the relationship in Eq. 7, and is not to be confused with 
the customary notation for deep water conditions. The total solution for the 
velocity potential which gives outward propagating waves is, therefore, 

•(r.e.z.t) = A„ Hj(I) (kcr) cosh k„(h + z) ei(e"at) 

m=l 
Mkr) cos k (h+z) e1(e"at) (9) 

where Hi' '(k0r) = Jj(k„r) + i Y (k„r), is the Hankel function of the first 
kind and Kx(k r) is the modified Bessel function of the second kind. The 
remaining cylinder wall boundary condition (Eq. 6) is used to determine the 
unknown A0 and the Bm coefficients. Equating the radial velocity of the 
wall with that d 
using the orthog 
are found to be 

wall with that determined from the velocity potential, -$  ,  at r = a, and 
using the orthogonality properties of the eigenfunctions in z, A0 and Bm 

4of e(z) cosh k„(h+z)dz 

Ao = _^ij __ (io) 
Hiv ;,(k0a)(sinh 2k0h + 2k0h) 
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4o|      e(z) cos k (h+z)dz 

R    -     JTh ... Ml) 
m " ^7TO)¥Tn 2kh+2kh) <''' m 'v m       m 

where the primes denote differentiation with respect to the arguments. 
The wave profile, n, is found from the dynamic free surface boundary . 
condition. 

n - 1 U        = Rp { ^-   H!(1)  (k.r) cosh k„h e
i(e"ot) 

9    z z=0 9 

(12) 

-Y-1^   ^(kr) cos kh ei(e-ot)} 

m=l 

The waves represented by the summation terms decay rapidly with distance, r, 
as Ki(k_r)/Ki'(k a) becomes much less than unity with distances of order (h). 
Thus the waves ilrthe sum in Eq. 12 do not propagate from the cylinder, 
and only exist near it to provide water motion necessary to match the 
motion of the cylinder wall. 

For two simple types of wavemaker motion, the A0 terms have been 
evaluated.' These are: Case 1, sway, a uniform displacement over depth, 
analogous to a piston wavemaker motion, and Case 2, a rolling motion with no 
movement at the bottom, analogous to a flap wavemaker motion. 

4a (S-) sinh koh e"lv 

Case!:      AG =  j£   ,  (13) 
koV jy(k0a)2 + Y^ (k0a)2 (sinh 2k0h+2k0h) 

4o (§-)  (k0h sinh k„h - cosh k0h + 1) e"1v 

Case 2:      Ao =   , =i  (14) 
k„2h\0il(koa)* + Y1'(k0a)2(sinh 2k0h+2k0h) 

These A0 terms are exactly the same    as those derived by Dean (3) for sway 
and roll motion of the cylinder wavemaker, which generates semicircular 
waves.    His velocity potential was 

<t>(r,8,z,t) = AoH/    (kor)cosh k„(h+z) cose e"iot 

+ ^ Bm Mkmr) coskm(h+z) cos e e"iot 

m=l 

The B    term may be found from Eq.ll. 
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Here (S/2) is the amplitude of the wavemaker displacement (e(0)) at the 
surface and the phase, v=tann ( Yj (k0a)/Jj(k0a)). 

The dimension!ess theoretical wave amplitudes,|n|/(S/2), have been 
shown in Figures 2 and 3 for these two cases as a function of koh and 
evaluated at the wavemaker (r=a). 

Far from the wavemaker, the wave profile, n, becomes asymptotically 

Re {• -iaA *VJ cosh k„h e 
i(k0r+ e - at - 3TT/4) 

(15) 

The asymptotic wave direction, a, that is, the angle between the normal to 
the wave crest and the radial direction, r, is determined by the gradient 
of the phase function, i^(=k0r+ e - at -  3ir/4-«) and is expressed as 

tan ''(JHT) = tan_1(L0/2ur) (16) 

This relationship is shown in Figure 4. It should be noted that, in the 
limit as r -> » , the wave direction is not a function of the size of the 
wavemaker, being solely a function of the period of and distance from the wave 
maker and the water depth. Also the direction of the wave tends to be more 
radial with increasing distance. The pattern of the wave crest is found by 
setting the phase function equal to a constant, say TT/2. Rearranging, the 
following equation of the form of an Archimedian spiral results. 

r = l~ (5,7/4 - + at + v) (17) 

The power necessary to produce the propagating waves is easily found 
by two means. (Note that theoretically the standing waves require no energy 
after they have been initially established). The first is to integrate 
the dynamic pressure dotted with u„, the radial velocity, over the wetted 
surface of the cylinder, and then taking the time average, 

r27" rr 

-h 
-pg *t <t>r dz a de (18) 

where Bernoulli's equation has been used, or by equating the power to the averaged 
energy flux of the propagating wave far from the cylinder, say, at r = b, 

P = P.9M 

0 

Cgbde 

where C is the group velocity of the waves. 
2k0h 

2k„ sinh 2k„h 

(19) 

(20) 
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In either case, the power is expressed as 

|Ao|2 

P = p —^-2- (sinh 2k„h + 2k<,h) (21) 

The dimensionless power for the two cases of wavemaker motion is shown 
in Figure 5. As expected, the rolling spiral wavemaker (Case 2) is the 
more efficient wave generator in deep water while in shallow water the 
converse is true. 

Experimental Results 

A prototype spiral wavemaker has been constructed and tested against 
the theory. The wavemaker is composed of a 2' tall, 12.5" diameter steel 
drum, mounted on an offset shaft which was pulley-driven. The offset of 
the rotating shaft could be located at either 1" or 2" from the axis of the 
cylinder. The shaft fit into a floor-mounted bearing and at the top into 
a cantilevered arm from the electric motor platform. The steel drum was 
rotated, rather than moved irrotationally, about the axial shaft. 

Experimental runs to determine wave heights were conducted in a large 
75' x 40' basin filled with 10" of water. The wavemaker was run at different 
periods to provide a range of relative depths, k?h. Measurements of the 
spiral wave heights were made at 3' and 9' from the wavemaker and were 
obtained using a resistance wire gage and recorded by a Hewlett-Packard 
recorder. The tests were each run twice in succession and independently 
analyzed by the authors. As an example of the data, see Figures 6 and 7. 
The tabulated results represent the averaged data for each test. The 
measured data were then extrapolated to the wavemaker (r = a) via the theory, 
by multiplying by the ratio, 

'Ji(k0a)
2 + Yjtkoa)? 

where r represents the distance of the wave gage from the wavemaker. 
The results are also plotted versus the theory in Figure 8. The results 
are remarkably good for small k0h, particularly in view of the rotational 
motion of the wavemaker and because of a 3/4" gap between the wavemaker 
bottom and the floor of the basin. The poor agreement at k0h greater than 
2.0 is attributable to the violations of the conditions of potential flow. 
For instance, for the k0h value of 4.55, the wavemaker was rotating at 125 
revolutions per minute, and separation occurred behind the cylinder pertur- 
bation as it rotated. 

Littoral Drift Test 

A 16' diameter circular basin was placed around the wavemaker and 
a fine sand beach was constructed in 9" of water. The wavemaker was 
operated at a 1 second period and produced waves of approximately 1" in 
height at the beach. 



SPIRAL WAVEMAKER 699 

16- 

14 

12- 

10- 

(£2MH) 8 

6- 

4- 

2- 

1              1              1              1 

- 

/                           \-^~a/h = i.O 
- 

/                                       ,0/^.5 

/  *a/h = I.O /                ^^-\ y\   /            ^^ 

-/ /\ 

' J ^  ->-                                  1 
- 

1.0 2.0 3.0 4.0 5.0 
k0h 

FIGURE   5 DIMENSIONLESS    POWER,   P,'   FOR    CASES   I 

AND    2 



700 COASTAL ENGINEERING 

EXAMPLES OF TEST DATA 

FIGURE 6. Recorded data (31 from wavemaker) 
Test Condition: h = .833', T = .615 sec, |n|/(S/2) = .667 

a = .52', (S/2) = 1" 

FrGURE 7. Recorded data (9' from wavemaker) 
Note presence of first harmonic. 
Test Condition-, h - .833', T = 1.18 sec, (W/(s/2) = -109 
(not to same scale as above) a = .52', (S/2) = 1". 
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Table 1. Measured and Predicted Spiral Wave Amplitudes 

for Water Depth of 10" and 12.5" Wavemaker Diameter 

Wave Period 
(sec) 

Measured 
Dimensionless 
Wave Amplitude 
|n|/(S/2) at 

Gage 

Distance 
from 

Wavemaker 
(feet) 

Dimensionless 
Wave Amplitude 
Calculated at 

Wavemaker from 
Measured Wave 

Predicted 
Dimensionless 
Wave Amplitude 
at Wavemaker 

% Error 

(S/2H 1 

1.135 .236 3.0 .690 .748 7.83 

1.13 .150 9.0 .766 .760 -7.36 

1.61 .055 9.0 .318 .327 2.63 

1.55 .108 3.0 .348 .358 2.76 

3.11 .0367 3.0 .148 .073 -101.4 

2.98 .0087 9.0 .0644 .0805 20.09 

3.74 .0068 9.0 .0553 .0494 -12.03 

3.82 .0094 3.0 .0402 .0472 14.85 

1.19 .213 3.0 .631 .670 5.81 

1.18 .109 .9.0 .565 .681 16.97 

1.99 .0297 9.0 .186 .199 6.35 

2.33 .0401 3.0 .147 .140 -6.16 

.62 .667 3.0 1.683 1.955 13.90 

.48 .479 3.0 1.173 2.041 42.53 

.80 .386 3.0 1.025 1.504 31.85 

(S/2)=2 
1.04 .224 3.0 .695 .907 23.36 

2.70 .0165 3.0 .0636 .100 36.40 

1.405 .130 3.0 .406 .452 10.25 

%  Error Predicted Measured 

Predicted 

100 



702 COASTAL ENGINEERING 

V\ 
(S/2) 

1.0 

2.2 - 

1 1 1              1 

- 

2.0 

1.8 - 

1.6 o - 

1.4 
a/h = .625 

- 

1.2 - 

1.0 - o 

° (S/2) = l",   r = 3' 

o 

.8 A (S/2) = I",   r = 9' - 

.6 - 
foa a (S/2) =2",  r = 3' 

- 

.4 - 

.2 
°y 

1 1 I                 l. 

- 

2.0 3.0 4.0 5.0 
k0h 

FIGURE   8 THEORETICAL   AND   EXPERIMENTAL   CHMENSIONLESS 

PROGRESSIVE   WAVE   AMPLITUDE   EVALUATED    AT 

CYLINDER   (a=.52)    FOR   CASE    I 



SPIRAL WAVEMAKER 703 

Photograph of Spiral Wavemaker With 16' Diameter Circumferential Beach 
for Littoral Drift Tests. (Cement blocks and sand were removed for wave 
height measurements). 

A steep beach was immediately formed with a shallow foreshore, dropping 
off at the plunge point of the waves to about 8" in depth. Around the 
basin, despite obvious reflections due to the beach steepness, a noticeable 
time lag in wave breaking around the basin was apparent. Fluorescent sand 
tracer placed in a strip across the foreshore moved readily in the direction 
of the wavemaker rotation. A rock groin placed across the beach and 
offshore, showed after two hours of testing, the usual downdrift scour and 
updrift deposition pattern, despite noticeable leakage of tracer through 
the groin. After testing, the current attributable to the stirring action 
of the wavemaker was measured as .05 ft./sec. approximately 2' from the 
beach, a velocity much lower than the incipient motion velocity of the sand. 
No qualitative tests were made to determine drift rates. 

Conclusions and Recommendations 

From this study it is apparent that the spiral wavemaker can be both 
a practical and a useful research tool for time-dependent littoral drift 
studies. A much larger spiral wavemaker should be built, in part, to 
produce large waves and also to keep e(z)/a « 1; see below. If possible, 
the wavemaker motion should be irrotational and the clearance between the 
wavemaker and the basin floor should be a minimum. 

The linear spiral wavemaker theory adequately describes the spiral 
wave for k0h < 2.0. For larger kch values separation effects were encountered 
in these experiments. 

The ratio, e(z)/a, is of importance in the generation of higher wave 
harmonics. Due to the small but finite displacement of the cylinder from 
origin, the cylinder wall boundary condition at r = a is in actuality, 
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nonlinear, giving rise to higher harmonics. From geometrical considerations, 
it can be shown for Case 1 motion that the ratio of the first harmonic 
amplitude to the fundamental mode is proportional to e(o)/2a; however, the 
wave height response to the first harmonic is usually greater due to the 
increased relative water depth as a result of doubling the angular frequency. 
In other words, the higher harmonics may be amplified greatly, and therefore 
the requirement of e(z)/a << 1 is a strict one. For example, for the data 
shown in Figure 7, e(z)/2a = .08; however, the response for the first 
harmonic is double that of the fundamental, and therefore at the wavemaker, 
the amplitude of the first harmonic is 16%, that of the fundamental wave. 

Finally, one possible disadvantage should be emphasized. The angle 
of the wave to the radial direction of the beach is fixed by the wave period, 
the water depth, and the distance from the wavemaker. Thus the experimenter 
does not have a wide range of wave attack angles for littoral drift studies. 
Should this range be necessary, one possible solution is to change the 
diameter of the wave basin, or possibly, increase the number of lobes 
the wavemaker. 
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CHAPTER 38 

WAVES INDUCED BY NON-PERMANENT PADDLE MOVEMENTS 

by C,Campos MORAES* 

ABSTRACT 

In a flume equipped with an irregular wave maker the motion of the 
paddle and the resulting waves may be thought of respectively as input 
and output of a system which, if linear, is for some purposes described 
by the so-called gain function. 
A theoretical and experimental study of this function is carried out ma 
king use of paddle movements that produce transient surface motion. 

1. INTRODUCTION 

At the Laboratorio Nacional de Engenharia Civil, a new flume was recen 

tly built for reproducing irregular (random) waves (fig.l). Length,width 

and depth of the flume are respectively 50, 1.60 and 1.20 m and the ma 

ximum water depth is 0.8 m. laves are generated by the motion of a paddle 

actuated by a hydraulic jack, which is controlled, through a servo-valve, 

by an electrical signal of programmable characteristics, such as a given 

spectrum, if the signal is stationary, a given amplitude, if it is a si 

nusoid, etc. The structure linking paddle and actuator, a four - bar sys 

tem, is such that the paddle may either be kept normal to the shaft of 

the actuator during motion (translation) or it may undergo a rotation as 

shown in fig. 1. 

For the simulation of sea waves it is necessary to know the relationship 

between paddle motion and generated surface motion. For our purposes it 

is convenient to consider the flume a system for which input and output 

are respectively x(t), the (horizontal) displacement of the actuator 

shaft, and y(t), the water surface at a point, as functions of time. Of 

course, the system will be different for different water depths and for 

different positions of the points A and B in the four-bar structure 

that supports the paddle. In this paper, only the  translation case  is 

*  - Research Officer, Laboratorio Nacional de Engenharia Civil, Lisbon, 
Portugal. 

** - Trainee Research Officer, Laboratorio Nacional de Engenharia Civil, 
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considered and the water depth is 0.^0 m, unless otherwise stated. 

We assume that the system |x(t), y(t)| is time-invariant. If it is also 

linear, we have 

y(t) = h(t) * x(t) (1) 

where x denotes convolution and h(t) is a function which characterises 

the system. If we put 

G(f) =|TFfh(t)"|| (2) 

where TF indicates Fourier transform, it is well known that 

(i) if x(t) and y(t) are realisations of stationary stochastic processes 

with variance spectra P (f) and P (f), respectively, then 
x       y 

P (f) = G2(f)Px(f) (3) 

(ii) if x(t) and y(t) are transient functions, then 

|TFJy(t)l|= G(f)|Tr[x(t)j| (4) 

(iii) if x(t) and y(t) are sinusoids of frequency f and amplitudes A 

and A  respectively, then 

Ay = G(fo)Ax (5) 

2 
G(f) is the gain function of the system and G (f) is  sometimes  called 

its transfer function. 

Thus, if the system is reasonably linear and if we are able, as  is the 

case, to control the characteristics of the input, a knowledge of G(f) 

will suffice to generate, for instance, waves with a given  spectrum, 

Py(f). 

A relationship of the form (5) for sinusoids has been obtained theoreti 

tally by BiSsel & Suquet (1951), not for each frequency f but for each 

wave number, k. After adaptation for frequency, their formula is plotted 

in fig. 2. This relationship was derived using the linearised Hydrodyna 

mics equations, a simplification we will also adopt. 

Thus, apart from energy losses due to leakage around the paddle edges 

and the like, the problem of determining G(f) may be considered solved 

if for this purpose one may assume that the system |x(t), y(t)| is li- 

near, which allows the use of the formula not only for sinusoids but for 

any movements. This assumption may be studied theoretically making use 

of the solution by Kennard  (19^9) for the linearised equations of Hy 
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drodynamics, precisely in the case of waves generated by paddle movements. 

One procedure is the following: a transient motion of the paddle and 

the corresponding surface profile at a point, computed by Kennard's for 

mula, are considered; these are Fourier transformed and (4) is applied. 

The obtained 6(f) is then compared with the one by Biesel & Suquet. If 

results are similar one may infer that in what concerns the determination 

of G(f) the linearity assumption for the system ) x(t), y(t)J- is justified, 

at least as long as the linearised equations are applicable to water waves. 

Another procedure, this one with approximate results only, is based on 

the fact that, for a time-invariant linear system, if 

x(t) = U(t) (6) 

where U(t) is the unit step function, that is, U(t) = 1  for  t>0  and 

U(t) = 0, for t<0, then 

h(t)=-|f (7) 

and so 

G(f) = TF _dy 
dt •]| (8) 

Kennard's solution does not allow the use of such an input. However, if 

instead of U(t) we use 

0 ,  t < 0 

1 ,  t > T 

with T sufficiently small, then y(t) being the  resulting surface  by 

Kennard's formula, we will have 

m\ G(f) JTFHjf- (10) 

Similar and other procedures may be used for an experimental study in 

the flume using actual records of inputs and outputs instead of theore 

tical inputs and Kennard's outputs. This will permit to see not only 

whether the linearisation of the Hydrodynamics equations is too gross 

an approximation for our purposes, but also whether the linear assumpt 

ion for the system is supported by experimental evidence. Experimental 

tests will also help in judging the accuracy of numerical integration 

necessary for Kennard's formula. 
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2. USE OF NON - PERMANENT PADDLE MOVEMENTS 

We call non-permanent those paddle movements which produce  transient 

surface motion. The importance of such movements in the  determination 

of G(f) and the testing of the system linearity, as described above, re 

suits from several facts: 

(i) with sinusoidal movements the system behaviour as regards linearity 

cannot be tested. Even assuming linearity, many flume  experiments must 

be made to test the appropriateness of the B & S formula. 

(ii) realisations of stationary stochastic processes have the  drawback 

that spectra must be estimated from limited lengths of record. 

(iii) non-permanent motions of the paddle are simpler to use with Kenn 

ard's formula especially those with constant absolute values of the  ve_ 

locity such as are shown in fig. 3, and which for lack of better names 

will be called "impulses" and "steps". 

(iv) these impulses have simple Fourier transforms to apply in CO; the 

steps are such that it is simple to determine -—- for use in (10). 

(v) tests in the flume, with such inputs are quite  simple  to  perform 

and take little time. 

3. THEORETICAL TESTS 

3.1 - Theory 

The two-dimensional surface profile for waves produced by the movements 

of a paddle is, as obtained by Kennard  (19^9) from the linearised Hy 

drodynamics equations and quoted by Madsen (1970), 

v.+co /»t   /.-d 
/  ,.%    2 / ,, I ,  I     coso-(t-T) .cos kx.eosh k(z+d) ,        ,  ,,... 

,(x,t) = - —I dkl dx    dZ Sid  U(Z'°  (11) 

•'o   4>   -fe 

where </(x,t) is the surface elevation on time t and at  distance x from 
V2 the paddle, a=   (gk tanh kd) , k being the wave  number, d is the water 

depth and U(Z,T) is the horizontal velocity of the paddle on instant T 

and on ordinate z. Of course, if there is no rotation, u is independent 

of z. 

We will have then for a step 

( v , T e  (.0,1) 
u(r) =| (12) 

I 0 , T / (0,T) 

and for an impulse 
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v/2 , T 6 (0,T/2) 

U(T) = (- v/2 , T e (T/2,T) (13) 

0   , T / (0,T) 

where v = H/T. 

After some manipulation, we obtain for the surface time profiles at dis 

tanoe x from the paddle 

/. + CO 

n (x,t) = —2— I W(k,x)cos <r(t |-)dk (1*0 
s 7r  I <i 

•'o 

-+CO 

*-J Q(k,x) 
,,+CO 

»». (x,t) = ^- I Q(k,x)sin cr(t |-)dk (15) 

"o 

where subscripts s and i indicate step and impulse  respectively,  and 

1 CTT 
W(k,x) = -:— tanh kd.cos kx.sin —rr-                                                (16) 1     ko- 2 

G(k,x) = -r— tanh kd.cos kx.sin —j-—                 (17) 

The derivative of V    is simple to obtain s      r 

'a if-y 

dt 

rCO 

W(k,x) .CT.sin a(t - —=- 2 )dk (18) 

The Fourier transform of the theoretical input impulse is in absolute 

value 

A(f) = -3M  s-M (19) 

3.2 - Use of Kennard's solution 

To have an experimental equivalent to the theoretical impulse to be used, 

a test was performed in the irregular wave flume with the experimen 

tal impulse shown in fig. 5- The width was the smallest that could be 

achieved by the actuator. In the manner of fig. 3i the values of 

H = 3>l6 cm and T = 0.5^ s were obtained for the "equivalent" theoreti 

cal impulse. As there were actual records from the flume at distances 

x = 5 m and x = 29 m from the paddle, Kennard's theoretical outputs were 

then computed by formula (15), for these distances, using Simpson's rule 
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for the numerical integration. After some trials, the upper limit of in 

tegration and the step size were chosen to be 0.8 and 0.0005 respective 

ly, the length unit being the centimetre. 

Comparison of the theoretical (fig. 4) and the experimental (fig. 5) 

outputs for x = 5 m shows good agreement in periods and heights, except 

perhaps in the shorter periods towards the end. Tor x = 29 m agreement 

was still good in the longer periods but worse in the end as there was 

earlier dampening in the experimental record. This was ascribed to the 

numerical error in the integration and studies were confined to the 

x = 5 m case. 

Bo comparison was made of surfaces produced by steps, as in the theore 

tical case there was no intermediate surface computation. The derlvati 

ve of the surface was obtained instead by formula (18). 

3.3 - The theoretical gain function 

The function G(f) was computed by (4). for x = 3 m from the theoretical 

impulse mentioned in 3.2, that is, with H = 3>l6 cm and T = 0.5^ s. The 

Fourier transform of the corresponding Kennard surface profile was com 

puted by the FFT algorithm.|TFx(t)  is given by (19). G(f) values are 

plotted in fig. 6 (squares). G(f) was also computed by (10) for x = 5 m 
dy 

from a theoretical step with H = 1 cm and T = 0.05 s. ^  was  obtained 

by (18) with a numerical integration similar to the  impulse  case. The 

Fourier transform was also computed numerically by the FFT algorithm and 

and the resulting G(f) values are plotted in fig.  6  (circles).  It is 

seen that the G(f) values obtained by two procedures through Kennard's 

formula agree quite well with the Biesel-Suquet curve  for  translation 

which is also shown in fig. 6. The points resulting from the step (cir 

cles) show some dispersion, perhaps due to the fact  that  (10) is merely 

an approximative formula. 

This good agreement seems to indicate that if the linearised Hydrodyna 

mics equations are a sufficiently good approximation, then the  system 

jx(t), y(t)} may be taken as linear. 

In the following section some experimental results are now presented. 

k.   EXPERIMENTAL TESTS 

4.1 - Preliminary tests 

For the determination of the gain function there had been some prelimi 

nary tests with sinusoids and white  noise,  that is,  with permanent 
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paddle movements. In what concerns spectral width, this corresponds to 

the use of two extremes: inputs with extremely wide and extremely narrow 

spectra. 

Thus, for frequencies in the range of interest, that is, up to 2.0 cps, 

sinusoidal inputs of several amplitudes were used. The corresponding 

G(f) values, computed by (5), for x = 29 m are plotted in fig. 7- The 

scatter reveals that in practice there is some non-linearity in the sys 

tem jx(t), y(t)l in what concerns multiplication by a constant. However 

the overall agreement is good at least for f £l,5 cps. 

The white noise was provided by a white noise generator with an upper 

frequency limit of 1.5 cps , which is still within the range of inter 

est. Nevertheless the test was made, input and output spectra were esti 

mated and G(f) was computed by (3), also for x = 29 m, and plotted in 

fig. 7. What small energy there was in the input above 1.5 cps still pro 

vided some points for f>1.5 cps, which however should be viewed with 

some reserve, as according to Tick (1963), when computing the transfer 

function one should "use inputs that were rich in all frequencies of in 

terest to obtain proper estimates". 

The agreement between the two sets of points is good until f»1.3 cps. 

Above this frequency the G(f) values obtained through white noise fall 

rapidly below the theoretical value of 2 ops. This may be due to two 

facts: (i)G(f) estimates are poor because of the 1.5 cps limitation of 

the available white noise; or (ii) there is in practice a lack of linea 

rity which is specially felt above 1.3 cps. This seems to be related to 

the already mentioned differences between experimental and Kennard sur 

faces in the shorter periods and is probably caused by energy losses due 

to the variations of velocity and acceleration that occur in irregular 

waves. 

k.Z  - Experimental tests with non-permanent paddle movements for compa- 

rison with theory 

In the experimental test referred to in 3.2,  with an impulse  (test 

nQ.101) records were made at  distances x = 5 nil x = 19 m and x = 29 m. 

G(f) was computed by (k)   for the three distances. All Fourier transforms 

including that of the input were calculated numerically. 

Results are shown in fig. 9- 

(1) -In fact there were greater upper limits, but the next one available 
was 5 cps, already too high to use as input for the actuator. 
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Let us consider for the moment only the 29 m G(f) values. It is seen 

that the experimental values while showing reasonable agreement until 

f « 1.6 cps then fall well below the theoretically obtained ones. It 

should be noted that theoretically and in practice the input energy will 

not reach zero values before about 4 cps and that at 2 cps the input 

energy is still about 40 percent of its maximum. Thus it seems that the 

fall in 6(f) values is real, above 1.6 cps, that is, it must be explai 

ned at least in part by a lack of linearity in the higher frequencies. 

Eesults from the experimental step shown also in fig. 5 were not good 

enough. The derivative of the function represented by the record was com 

puted and then Fourier transformed to obtain an approximation of G(f) 

according to (10). Results, shown in fig. 8, were not good, probably be 

cause the width T = 0.27 s of the step was too large, although it was 

the smallest the equipment could produce. The theoretical step, which 

gave reasonable results, had one fifth of the width. 

4.3 -  Tests with non-permanent movements for studying the influence  of 

certain parameters on the experimental gain function 

4.3.1 - Variation along the flume 

Fig. 9 shows the variation along the flume of the gain function G(f) as 

computed from records made at 5 m, 19 m and 29 m from the paddle in test 

no. 101 (fig. 5)- There is a distinct dampening of G(f) as x increases 

which may be ascribed to energy losses in the wave propagation. The abso 

lute values of the Fourier transform F(f) of the surface profile at each 

one of the three distances is shown in fig. 10. Another feature is the 

overshooting of experimental G(f) values at 5 m above the theoretical 

ones in the range 1.1-1.9 cps. This may possibly have one or both of the 

following explanations: (i) there is still turbulence in the surface at 

5 m from the paddle in this case; (ii) on the one hand the B & S formu 

la is not so well verified in practice,but on the other hand the energy 

loss along the flume is such that at 19 m and 29 m it brings down the 

G(f) values in a way which makes them approximate the theoretical curve. 

This needs further investigation. 

4.3.2 - Variation with impulse parameters 

Besides the experimental impulse of test no. 101,  other  experimental 

tests were made with impulses with different values of H and T. In ta 

ble 1, these tests are summarised. 
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This table shows that the impulses of tests 102, 103 and 10^ are propor 

tional to that of test 101 and so if the system |x(t), y(t)f is linear 

then the resulting surface profile should be the same, only with a diffe 

rent scale of elevation. That this was indeed approximately so is reflec 

ted in the fact that variations in the corresponding 6(f) values are but 

small, fig. 11. 

Table 1 - Experimental impulse inputs used 

Test no. H (cm) T (s ) 

101 3.16 0.536 

102 2.1*6 0.536 

103 2.05 0.536 

104 1.62 0.536 

105 3.51* 0.760 

106 3.98 1.0k 

107 'uoo 1.36 

108 3.91 1.76 

The result of using impulses with successively larger T, as in tests 101, 

105, 106, 107 and 108 is shown in fig. 12. The larger the T, the sooner 

the fall in the G(f) values. This is explained by the fact that wide im 

pulses are poorer in the higher frequencies. In fact it can be shown 

that the impulse input energy falls down to zero when f reaches the va 

lue ~p=p, This value is about k, 2.6, 2.0, 1-5, 1.1 cps, respectively, 

for the five tests, and it is seen that the last three are still within 

the frequency range of interest. On the other hand, while the zero value 

for the impulse of test no. 101, which had the smallest width possible, 

is not reached before k cps, the G(f) curve is still below the theoretjl 

cal curve for f >1.6 cps and so, lack of linearity seems to play a part 

in this fall; it would be interesting to see curves for narrower experi 

mental impulses if it were possible to obtain them, which it is not, 

owing to mechanical and hydraulic limitations. 
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4.3-3 - Variation with water depth 

As mentioned in the introduction, the water depth used for all the tests 

described was 0.50 m. However, tests with impulses similar to that of. 

test no. 101 have also been made for other depths. Fig. 13 shows G(f) 

computed by (4) for x = 29 m and for depths d = 0.20, 0.30, 0.40, 0.50 

and 0.80 m. The B&S curves for 0.20, 0.50 and 0.80 m are also indicated 

for comparison. 

Non-linearity is apparent at all depths especially at the shallower ones, 

where deviation of experimental G(f) values from B&S curves is evident 

at all frequencies. Thus for each surface spectrum to be used in tests, 

the corresponding input will probably have to be determined by success! 

ve approximations, possibly starting with the experimental G(f) obtained 

through the use of a narrow impulse input. 

In the higher depths there is however a reasonable agreement between ex 

perlmental G(f) points and the B&S curves in the lower frequencies, 

that is, the system may be considered for these frequencies as approxi 

matively linear. In fact, d'Angremond & Van Oorschot (1969) report good 

results using the B&S curves for a depth of 0.4-0 m. The spectra they 

used had only a small percentage of their energy out of the range where 

for that depth non-linearity is more strongly felt. It is interesting to 

note, however, that they also report somewhat lower values than expected 

in the output spectra for the higher frequencies, which is in accordance 

with the fall observed in all experimental G(f) values after 1.5, 1.6 cps. 

5. CONCLUSIONS 

A summary of the more important conclusions drawn in preceding sections 

is: 

- The linearised equations of Hydrodynamics from which the B&S 

curves were derived for sinusoidal movements imply that the system j x(t), 

y(t) } is linear and so those theoretical curves should apply even for 

non-sinusoidal movements whenever the linearised equations are a good 

model for water waves. In practice it was found that non-linearity of the 

system was present at all depths especially at the shallower depths and 

higher frequencies. However, in many cases where higher depths and lower 

frequencies, only, are of interest it is to be expected that the mentio_ 

ned non-linearity will not prevent the validity of the use of an appro- 

ximate gain function possibly coincident with the ascending branch of 

the B&S curves. 
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- In what concerns  variation along the flume a slight decrease in  the 

wave energy was detected as distance from the paddle increased. 

- Non-permanent paddle movements of the impulse type were found  to  be 

quite convenient for these gain function studies  both  for  use with 

Kennard's formula and for experimental tests. As expected narrower  im- 

pulses produce better results and so the narrowest impulses  compatible 

with mechanical and hydraulic limitations should be used. 
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Long Beach, Vancouver Island, B.C. 

PART II 

COASTAL SEDIMENT PROBLEMS 

Breaker Beach, Vancouver Island, B.C. 





CHAPTER 39 

TIME-INTERVAL PHOTOGRAPHY OF LITTORAL PHENOMENA 

by 

Dennis W. Berg1, M, ASCE 

and 

ABSTRACT 

The collection of most data on littoral phenomena usually is based on the 
requirement of personnel and equipment actually being on-site for specific 
periods of time. 

An approach to minimize this requirement involves the use of a photographic 
technique, using time-interval cinematography. Two such systems have been used 
at sites in California; Point Mugu and Newport Beach. This method incorporates 
commercially available 16 mm motion picture cameras with automatic lenses, 
remotely programmed to shoot selected lengths of film at predetermined periods 
during a day, everyday.  At Point Mugu the camera, housed in a weatherproof 
enclosure mounted atop an existing 100-foot tower, records shoreline conditions, 
wave characteristics and existing weather twice a day for a period of 20 seconds 
per exposure. 

The cameras are normally serviced on a weekly basis but are capable of 
longer unattended operation. To date this method has provided data which on 
preliminary anaylsis has revealed it to be of significant value for the purposes 
intended. 

INTRODUCTION 

In the last few years, increased use has been made of ground and aerial 
photography to provide a permanent record of the dynamic and interrelated forces 
that converge at the shoreline.  The requirement for trained individuals to 
operate the wide variety of cameras and accessory equipment, and that the 
recorded image represents but a minute instant of time are the most serious 
drawbacks to such methods of documentation. 

1Chief, Evaluation Branch, Engineering Development Division, U. S. Army 
Coastal Engineering Research Center, Washington, D. C. 

2Hydraulic Engineer, Evaluation Branch, Engineering Development Division, 
U. S. Army Coastal Engineering Research Center, Washington, D. C. 
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In an attempt to provide continued documentation of the littoral zone, 
cinematography has been employed to record shoreline conditions over long 
periods of time. This method, called time-lapse photography (Beck, 1971), 
provides a number of still pictures taken at precise time periods but does 
not reveal in real time the rapidly changing forces that are present in the 
littoral zone.  Time-interval photography similar to time-lapse photography 
but significantly different in its mode of operation, does reveal this dynamic 
interplay of forces. 

Time-interval photography consists of taking motion pictures for a time 
period separated by another relatively longer time period.  It thus differs 
from time-lapse photography in the number of actual frames exposed.  Figure 1 
illustrates this comparison.  Its advantage is that for areas of interest 
where motions of the subject occur over very short periods of time, such as 
wave action, the motion is documented.  Because of the time period between 
exposures, excess film is not used indiscriminately and economy is achieved 
as in time-lapse photography,  Also, it enables the time history of a subject 
to be compressed and easily reviewed in a matter of minutes versus normal 
cinematography which could require hours for similar periods of observation. 

The U. S. Army Corps of Engineers has employed this system of photography 
to document shoreline conditions and littoral forces at two locations in 
southern California. The Coastal Engineering Research Center (CERC), in a 
comprehensive study of the functional effects of groins, has used a time- 
interval photographic system to supplement those methods usually used to 
document shoreline and sea surface conditions.  This field study, entitled 
Prototype Experimental Groin (PEG), located near Point Mugu, California, has 
been in operation since the spring of 1969 and film has been collected for 
nearly the entire period of time. The U. S. Army Engineer District, Los 
Angeles, has used a similar system to collect data on a beach erosion control 
project at Newport Beach, California, for approximately two years. 

EQUIPMENT 

Basically, the system of time-interval photography depends on the use 
of a relatively precise 16 mm motion picture camera with an automatic lens, 
a self contained power source, a timing device to actuate the camera, and a 
suitable housing to protect this equipment from the corrosive atmosphere of 
the coastal environment and vandalism.  Other than these considerations, the 
system merely requires coordination of commercially available equipment to 
attain the desired objectives. The two systems employed by the U. S. Army 
Corps of Engineers are similar, though each uses different components.  Detailed 
descriptions of each are presented. 

A.  Prototype Experimental Groin (PEG), Point Mugu, California 

1.  Location of Installation.  The Prototype Experimental Groin (PEG), 
Point Mugu, is located on property of the U. S. Pacific Missile Range, 
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Point Mugu, California. This site, approximately 60 miles northwest of Los 
Angeles and 10 miles downcoast of Port Hueneme. A description of the PEG 

project has been made by Riese (1971) and the U. S. Army Engineer District, 
Los Angeles (1968). This area is one of active longshore material movement 

and is near the site of a major U. S. Army Corps of Engineers project where 
sand bypassing operations across a submarine canyon have been in progress 

since 1953 (Savage, 1957, Herron and Harris, 1966). 

An oblique aerial photograph of the PEG field site is shown on Figure 2. 

The location of the remotely operated time-interval camera is on top of a 
100-foot tower situated on the back beach area. The camera is oriented seaward 

and diagonally downward to include a view of the experimental structure, 

approximately 600-feet of shoreline and the nearshore water surface. A 
typical view as seen by the camera is shown in Figure 3. 

2.  Basic Components. The time-interval photography system employed at 

this site utilizes the following equipment: 

(a) Bolex, model H-16, Rex 4, 16 mm motion picture camera. 

(b) Vario Switar 86 EE, automatic zoom lens.  Zoom range 18 to 86 mm, 
angle of view 34° to 5.2°, maximum aperture f/2.5, minimum aperture f/16. 

(c) Bolex Perfectone Motor. This motor runs the camera at a synchronous 
24 frames per second. 

(d) Power supply; two systems are available:  a portable 12 VDC 

battery pack and a 110-120 VAC to 12-13 VDC converter. 

(e) CERC designed intervalometer. 

(f) CERC designed weatherproof aluminum shelter. 

Detailed information on this photographic equipment is published in Paillard 

Incorporated Catalogue (1966) and the Professional Photographic Catalogue 
(Fuller and d'Albert, Inc. 1971). 

Figure 4 shows the combined camera, lens and motor.  Components of the 
power supply have been combined with the intervalometer, and a schematic of 
this portion of the system is shown as Figure 5.  (A list of parts used in 

this installation is attached as part a. of Appendix I.)  A photograph of 
the completed unit is shown as Figure 6. 

As mentioned in the list of equipment, an all weather enclosure made of 

aluminum was designed to provide protection of the basic equipment.  It is a 

2-foot cube, all welded unit with a flanged hatch for access, and a 6-inch 
viewing port for the camera. This port, protected by plexiglass and a 
movable door, provides the window for the camera. The interior of the 
enclosure has been lined with a 2-inch thick layer of polyurethane foam to 
provide insulation and vapor barrier for any possible passage of humid air. 

Figure 7a shows initial stages of construction of the enclosure; Figure 7b 
presents the completed product, ready for field installation. 
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2. Mode of Operation. As designed the intervalometer allows the 
selection of up to and as many as 24 different periods of operation per day. 
Since the film selected for use and the automatic lens of the camera require 
sufficient ambient light for operation, the actual number of exposure periods 
are restricted to daylight hours, normally from 2 hours after sunrise to 2 
hours before sunset. 

Once the time(s) of exposure(s) has been selected the entire operation 
then becomes automatic. At the selected hour(s) the timer energizes a motor 
which opens the door of the camera view port; furnishes electrical power to 
the camera; allows the automatic iris of the lens to adjust to ambient light; 
starts the camera motor, which in this case runs for 20 seconds, exposing 
480 frames of film; then turns off the electrical power to the camera; closes 
the view port door and recycles the timing mechanism to its start position. 
It is then ready for the next programmed exposure whether it is 1 or 24 hours 
later.  The entire sequence of operation actually takes approximately 3.5 
minutes of which 20 seconds are used for film documentation. 

The period of programmed exposure may be varied from 10 to 30 seconds. 
Because the camera has only the capacity for 100-feet of film the 20 second 
exposure period was selected, enabling approximately 8 days of unattended 
operation with one exposure period taking place each day. 

B.  Beach Erosion Control Project, Newport Beach, California 

1.  Location of Installation. The Beach Erosion Control Project; Newport 
Beach, California, is located some 50 miles southeast of Los Angeles.  It is 
an area of intensive shoreline development and the beach is used extensively 
for recreational purposes. Deterioration of the shoreline has required the 
reconstruction and periodic sand nourishment of the beach.  Subsequent 
installation of a groin system to stabilize the beach has provided protection 
for the developed residential area and necessary room for beach recreation. 
A detailed description of this project and adjoining area has been published 
by the U. S. Army Engineer District, Los Angeles (1972). 

An oblique aerial photograph of the study area for the time-interval 
camera installation is shown as Figure 8. The camera is located on the top 
of a 40-foot telephone pole and is oriented to view the beach, nearshore water 
surface and groin system in a northerly direction. A typical view as seen by 
the camera is shown in Figure 9. 

2.  Basic Components. The time-interval photography system employed at 
this site utilizes the following equipment; 

(a) Beaulieu, Model R16, automatic 16 mm motion picture camera. 

(b) Angenieux 4 x 17 automatic zoom lens.  Zoom range 17 to 68 mm, 
angle of view 41° to 11° maximum aperature f/2.2, minimum aperature f/22. 

(c) Power supply; Beaulieu Model R16 electric handgrip with rechargeable 
battery and 110-120 VAC. 
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(d) U. S. Army Engineer District, Los Angeles, designed intervalometer. 

(e) U. S. Army Engineer District, Los Angeles, designed camera enclosure. 

Detailed information on this photographic equipment is published in Beaulieu 
R16 Instruction Manual and Professional Photographic catalogue (Fuller and 
d'Albert, Inc. 1971). 

A schematic of electrical circuitry of the camera, intervalometer and 
power supply is shown on Figure 10.  A photograph of the assembled unit is 
shown as Figure 11. 

The enclosure used in this installation is a modified electronic equipment 
cabinet that, although not completely weatherproof, has provided sufficient 
protection over extended periods of time.  It is insulated with styrofoam and 
screen type filters for temperature control and exclusion of humid air.  A list 
of parts used in this installation is attached as part b. of Appendix I. 

3.  Mode of Operation.  Similar to the mode described for the preceding 
site, this installation differs only in the length of exposure.  Because of 
the selection of time delay relays, the exposure time is limited to 8 seconds. 

EXAMPLES OF DATA 

Installations of equipment of this type are overly comprehensive of the 
data recorded.  Usually there will be more information available than planned 
for; much of which could possibly be used in other analyses. Each investigator 
will, by design, be interested in a selected number of parameters and ignore a 
number of others visible in the film.  The fact that with proper care the film 
will last indefinitely allows other investigators to review the film innumerable 
times, each to his own satisfaction. The two installations described are 
intended to record littoral forces and responses of the shoreline; however, 
there is additional data recorded for purposes other than those intended, such 
as recreational use of a beach, the number of people present on the beach, and 
recording construction progress of shore protection structures. 

A.  Prototype Experimental Groin (PEG), Point Mugu, California 

The original intention of the camera installation was to qualitatively 
document wave climatology of the area, shoreline responses, and the functional 
effects of a littoral barrier in retaining materials.  These data are to 
supplement that obtained by conventional means which normally are obtained 
at much longer time intervals than those prescribed for the camera. 

Detailed analysis of the photographic data is in progress. However, for 
the purpose of this paper an example of the type of analysis being made is 
presented. Table 1 shows data extracted from the film for the month of March 
1972.  From this table it can be seen that positive wave period Cfor a minimum 
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of two wave crests) can be determined; estimates of direction of wave approach, 
wave height and tide condition can be made. Additionally, should the area be 
used for recreational purpose, the number of persons and their activity can be 
counted and delineated.  Less specific conditions of the beach and the nearshore 
environment are also recorded.  Construction activity, weather conditions and 
visibility, outstanding beach features such as scarps and debris, types of waves 
which are breaking on the beach are a few examples noted. 

Correlation of the data shown in Table 1, especially that of wave conditions 
was made from independent sources and shows strong agreement.  If no other source 
of data were available it would prove invaluable;  in this example it allowed 
data normally obtained by observers and/or electronic instruments which were 
either not present or missing because of equipment failures to be determined. 
Correlation and comparison of the data from two such sources reinforces the 
reliability of each. 

At the present time, the functional response of a groin as it reacts to 
littoral forces has not been determined from the photographic data.  Steps are 
being taken to apply mathematical solutions to this problem by rectification 
of the oblique view to that equal to a vertical view. This will enable direct 
measurements to be made. As presently envisioned this will not require true 
photographic rectification but simply measurements made on the viewed image 
which are then mathematically corrected to those which would appear in a 
vertical view. 

B.  Beach Erosion Control Project, Newport Beach, California 

Data for the installation at Newport Beach, California, could be shown 
but the analysis would be similar for that shown in Table 1; therefore for 
brevity, detailed analysis will not be pursued in this paper. 

OPERATIONAL PROBLEMS 
 _j  

For the most part minor operational problems have been encountered; those 
which have occurred are worthy of mention. 

One problem has been that concerned with salt air corrosion of the various 
electro-mechanical parts.  If care is not taken to prevent the free exchange 
of the atmosphere from the camera enclosure, such parts will readily corrode 
to a point where the equipment will not function properly.  The addition of a 
low heat source within the enclosure (a 15-25 watt light bulb) or sufficient 
vapor barrier protection was found to be a solution to this problem. 

The location of the camera installation and proper planning of the 
exposure interval and repetitive exposure sequence will reduce the problem 
of servicing the camera.  Primarily such servicing is concerned with changing 
the film.  A solution to this problem is, of course, the use of cameras with 
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larger film magazines than those used so far.  Cameras having 400 and 800-foot 
capacity are available and will essentially extend the period of operation by 
a factor of 4 and 8 compared to those used to date. 

Positioning of the camera equipment with .the requirements for easy access 
and supplementary power, although not always easy, can be made easier if 
existing facilities can be utilized.  In the case of the installation at Point 
Mugu, a 100-foot tower was available for the camera installation. At Newport 
Beach, a 40-foot telephone pole had to be installed. At first glance each 
seemed satisfactory, and in general each is, but climbing the tower in strong 
winds can be hazardous to personnel.  If sufficient height can be attained in 
nearby buildings, access and enclosure problems can be reduced by using a 
window in the upper floors of the building. 

To date, detailed mathematical analysis of film has proved extremely 
difficult because of the lack of a visible horizon in the field of view.  If 
sufficient visual coverage can be attained while still maintaining the object 
of interest, and include a horizon, the analysis will be greatly simplified. 

FUTURE IMPROVEMENTS 

The rapid advances being made in optical surveillance and measurement 
systems can only enhance the methods described so far.  Remotely controlled, 
closed-circuit television systems are presently in use for numerous purposes. 
Examples are monitoring passage of ships through locks, fish counting dams, 
monitoring instruments located at distant locations and recording man's 
endeavors on the moon.  Application of such a closed-circuit television can 
allow many locations to be monitored and recorded at a single central location. 
The ability of panning, tilting and zooming in are all remotely controlled and 
should allow important occurrences to be recorded for later analysis.  Should 
sequences recorded be of little or no value, rendered useless with time, or 
analysis completed, present systems allow reuse of the magnetic recording 
tape a distinctive financial saving over that using photographic films. 

Until recently nightfall has restricted the use of cameras and television. 
Recent advances in light amplification systems (GTE Sylvania, 1972) are 
becoming available which now allow available light, moonlight, starlight, 
earthshine and infra-red radiations to be used as the sole source of illumi- 
nation.  These devices, although costly, do allow night observation of the 
parameters previously described, where at present few comprehensive instruments 
recording during this period of the day can be compared to the visual image. 

Applications of remotely controlled closed-circuit television and camera 
systems using light amplification devices can add information to that which 
is presently being collected. 
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CLOSURE 

Use of a camera as a scientific tool for recording pertinent data have 
been established (Janke, 1972). The applications described have shown it 
to be a useful complement to the usual and accepted methods of recording 
littoral phenomena and in some instances a supplement to those methods or 
sole source of data. Increased use will allow expanded coverage, with a 
greater time base, of the littoral environment and the forces which converge 
at the shoreline. 

"Data presented in this paper, unless otherwise noted, were obtained 
from research conducted by the United States Army Coastal Engineering Research 
Center under the Civil Works research and development program of the United 
States Army Corps of Engineers.  Permission of the Chief of Engineers to 
publish this information is appreciated.  The findings of this paper are not 
to be construed as official Department of the Army position unless so designated 
by other authorized documents." 

"The contents of this paper are not to be used for advertising or promotional 
purposes.  Citation of trade names does not constitute an official endorsement 
or approval of the use of such commercial products." 
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Table   1.   Data   obtained   from   time - interval   camera,   P.E.G. 
Pt.   Mugu,   Ca. 

Time Breaker Wave Surf 
Period Directior i  Condi 

0900 
1500 _ 
0900 _ 
1500 _ 
0900 _ 
1500 11.0 KSK 2 
0900 8.5 KSK 3 
1500 9.5 SK 2 
0900 0 0 0 
1500 13.8 (?) 0 0 
0900 16.8 51V 2 
1500 16.6 SIV 1 
0?'.)0 13. 1 SSK 1 
1500 17.2 SSK 1 
0900 18.5 SK 1 
1500 19.3 SK 1 
0900 13.2 SSK 1 
1500 14.2 KSK 2 
0900 15.6 SK 2 
1500 13.6 SIV 3 
0900 0 0 0 
1500 13.7 SK 1 
0900 17.3 SIC 3 
1500 14.0 SK 4 
0900 12.1 SK 2 
1500 17.3 SIV 2 
0900 13.3 KSK 1 
1500 12.3 SK 2 
0D00 6.6 SIV 2 
1500 19,3 SSK 1 
0900 15.7 KSK 1 
1500 SK 2 
0900 15.6 SH 1 
1500 6.2 SW 2 
0900 12.0 SW 2 
1500 9.8 SW 2 
0900 9.4 SW 1 
1500 15.6 SSW 2 
0900 12.6 SW 1 
1500 15.8 SW 2 
0900 14.4 SW 2 
1500 12.7 SW 2 
0900 12.0 SW 1 
1500 6.5 wsw 1 
0900 12.4 wsw 2 
1500 14.3 SW 2 
0900 10.5 wsw 3 
1500 6.8 wsw 2 
0900 11.8 SW 2 
1500 7.9 SW 2 
0900 6.0 SW 3 
1500 S.S WSW 3 
0900 7.0 wsw 3 
1500 14.4 wsw 3 
0900 13.5 wsw 1 
1500 11.9 sw 1 
0900 6.0 wsw 2 
1500 6.7 wsw 2 
0900 13.8 SW 1 
1500 14.8 SSW 1 
0900 10.0 SW 1 
1500 15.6 SH 1 

March 1972 
Tide No. of 
-Condi tit >n  Surfers ii 

Clear,  Sunny;   Large beach  scarp. 

Clear, Sunny;. Beach scarp. 
Fog,   zero visibility. 
Fog,   limited visibility. 
Fog,  Visibility    700-800feet. 
Overcast,  good visibility;   Beach scarp. 
Haze,  visibility 2500 feet;   Beach scarp. 
Overcast skies;   Beach scarp; Observers on beach. 
Overcast skies;   Bearh scarp flattening. 
Clear,  Sunny;   Beach  scarp flattening. 

Clear, Sunny, Strong offshore wind. 
Clear, Sunny; Slight beach scarp. 
Clear, Sunny; Observers on beach. 

Fog, Visibili ty 600-700 feet. 
Fog, Visibili ty 1500 feet. 
Overcast skie s, Rain (?]; Beach scarp. 
Overcast skie s, Waves have overtopped berw. 
Overcast skies, Slight haze. Beach scarp. 

Overcast skie s; Survey party on beach. 
Overcast skie s; Survey in progress. 
Overcast skies; Survey in progress. 
Overcast skies, rain; Beach scarp. 
Overcast skie s; Survey in progress; No scarp. 

Overcast skie s; Survey in progress; Wave overtopped berw, 

Overcast skie 
Overcast skie s; Survey in progress. 
Overcast skie s; Survey in progress. 
Overcast skie s; Slight haze. 
Clear, Sunny. 
Overcast skie s; Waves have overtopped berm. 
Clear, Sunny; Beach scarp. 

Overcast skie s; Two people on beach. 
Clear, Sunny. 
Overcast skies. 
Clear, Sunny; Beach scarp. 
Overcast skies; Survey in progress. 
Clear, Sunny; Local wind wave; Kelp on beach. 
Cle;ir, Sunny; Large beach scarp. 
Clear, Sunny; Large beach scarp. 
Clear, Sunny; Observers on pier; Beach scarp. 
Clear, Sunny; Navy beach patrol; Beach scarp. 
Clear, Sunny; Navy beach patrol; Beach scarp.' 
Clear, Sunny; Large beach scarp. 
Overcast skie s; Beach scarp. 
Clear, Sunny; Navy beach patrol; Beach scarp. 
Clear, Sunny; Observers on pier; Large beach scarp. 
Clear, Sunny; Construction second groii i begins. 
Clear, Sunny; Scarp smoothing. 
Clear, Sunny; Excavation for new groin 
Clear, Sunny; Plunging breakers. 
Clear, Sunny; Continued construction. 
Clear, Sunny; No scarp. 
Clear, Sunny; Welding taking place. 
Clear, Sunny; Driving sheet pile. 
Clear, Sunny; Driving sheet pile. L+ 2 

All  times shown Pacific Standard Time. 
Breaker period in seconds. 
Wave direction from which waves are coming;   Groin oriented in SW - NE direction 
Surf condition qualitative using Beaufort Scale for Sea State. 
Tide condition    H+    Rising to high tide (flood) 

H-    Falling from high tide  (ebb) 
L- Palling to low tide (ebb) 
L+    Rising fron low tide (flood) 
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TIME-INTER VAI   I'HOTO.WAiilY 

H K° 00   to  750 
ames   exposed 

TIME-LAPSE   PHOTOGRAPHY 

1 to 3 
frames exposed 

Figure 1. Comparison of time-interval and time-lapse cinematography, 
showing relation of time of exposure to time between 
exposures. 
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Fig. 6.  Photograph of completed CERC time-interval 
photography, power supply and intervalometer 

Fig. 7a.  View of CERC time-interval photography 
weatherproof shelter in its initial stages of 
construction 
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Fig. 7b.  View of CERC time-interval photography weather- 
proof shelter as installed in the field 

Fig. 8.  Oblique aerial of Newport Beach, California 
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41 
Fig. 9.  Typical view of shoreline as seen by the remote 

time-interval camera, Newport Beach, California 
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Fig. 11.  Photograph of assembled U. S. Army Engineer District, 
Los Angeles, time-interval camera and accessories in 
enclosure 
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APPENDIX 

A.  List of electronic parts, time-interval camera, Prototype Experimental 
Groin, Point Mugu, California (refer to schematic, figure 5). 

relay 
S^, S_ (door switches) 
30 second timer 
Door motor 

Motor capacitor 

Jl 
J2 
J3 
Pi 
& p3 
T 
1 

Bridge 
Ci. c2 
Ri 
R2, R3. «4 
Dl 
D2 

Qi 
Manual switch 

Potter § Brumfield; No. KRP11AG 
Robertshaw; No. BRD 2-2M 
Industrial Timer Corp.; Mode 1MC-2 
Bodine 115 VAC, 60 cycle, single phase, 
7.5 watts imput, 2 rpm, continuous duty, 
95 oz. in, capacity 0.85 mfd, 
type KYC-22RC. 

0.8-0.9 mfd; 220 VAC 
Amphenol No. 145-55 
Amphenol No. 165-16 
Amphenol No. 80-PC2F 
Cannon No. CA 3106 B145-5P-A105 
Amphenol No. 165-13 
Amphenol No. 80-MC2M 
Triad No. F-25X, fillament 12.6 VCT 

Motorola No. MDA 952-2 
Mallory No. HC-2060KK, 6000 mfd, 2 VSP 
150-2 
11-2, 5W 
Motorola No. IN3016 

Motorola No. IN3829 
Motorola No. 2N1544 
Arrow Hart No. 81015AW 

B.  List of electronic parts, time-interval camera, Newport Beach, California 
(refer to schematic, figure 10). 

S-l 
S-2 

R-l 

R-2 

R-3 

Guardian switch 18 contact, 115 amp, 115 VAC 
Control Corp. push solenoid 
No. 831-401, 115 VDC, 1" 
Amperite time delay relay, 
No. 24F2329, 115 C 10 
Amperite time delay relay 
No. 24F2329 115 No. 3 
Potter § Brumfield, general purpose relay, 
3PDT, No. 24F2893 





CHAPTER 40 

SEQUENTIAL PHOTOGRAPHY OF  COASTAL WATER1 

Maynard M.  Nichols, Associate Professor 
Virginia Institute of Marine  Science 
Gloucester Point,  Virginia       23062 

ABSTRACT 

Sequential photographs  from aircraft and  satellites provide 
a  source of data  for studying dynamic  features of coastal waters. 
Procedures  for detecting features  in sequential photos  follow two 
approaches;   (1)  application of  sequential  signatures,   (2)   simple 
comparative analysis.     For quantitative analyses  images of two or 
more  frames must have  proper registration and comparable tones, 
i.e.  tones  free of photographic variance  from film processing, 
varying exposure  and solar illumination.    After a normalization 
correction  for variance  is determined through use  of density con- 
trol points,  density of  successive  frames  is measured with a 
microdensitometer,  the  correction  is a.pplied and tonal differences 
determined.     Such differences relate  to the  time  character of a 
feature and to  causal processes.    Application of correction values 
and numerical differencing is best accomplished in a digital or 
computerized densitometer.    However,  corrections and differencing 
can also  be accomplished graphically  from line traces or plots of 
an objective densitometer.    Application of the procedures  is 
demonstrated by analyses of tonal patterns of  suspended  sediment 
concentration in an estuary. 

INTRODUCTION 

Coastal  features are  so dynamic,   constantly changing  in 
content and position  in response to    waves,  tides and man-made 
stress,  they are  difficult to  characterize and monitor over large 
areas.     The  scientist or coastal engineer is often  faced with a 
number of questions,   for example:    How stable  are the   sedimentary 
materials of tidal inlets and estuaries ?      How can  sediment  pol- 
lution be  detected ?     What  is the  circulation pattern and direction 
of  sediment transport ?        What are the effects of  storms and 
floods ?      -  the  environmental  impacts of man  in his effort to  fill 
land and dredge  channels ?     Many  such questions  can be answered 
by remote   sensing techniques.    Already  satellites and repetitive 
aerial  flights are  capable of generating volumes of  sequential 
photography but procedures  for its analysis are not  fully known. 

Contribution 493 of the Virginia Institute  of Marine  Science 
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For example, how can the tonal appearance of coastal water in 
aerial photographs be used to analyze their movement. This 
paper aims to show how temporal data can be extracted from se- 
quential photography and reduced to useful information about the 
dynamic distribution of sediment suspended in coastal waters. 

BACKGROUND 

As defined by Colwell   (1968),  the term  "sequential photog- 
raphy" pertains to photography taken of any given area  at two or 
more  different times.     By comparing  images  in a  sequence of photo- 
graphs,  certain time-dependent  features may be  detected  or 
discriminated,  changes evaluated and time-history determined. 
There are two principal aspects to utilizing the time element: 
(1) a  "sensing" aspect  in which the characteristic temporal vari- 
ations of a feature 's reflectance or emittance are  used for 
detection and identification,   (2)  a change detection aspect  in 
which differences  in a  feature's  shape,  position or tone  from 
time to time are  utilized to determine water movement or variations 
in load.     Thus,   sequential photographs may be  used to  sense  changes 
in the amount of reflectance  from the water as well as to determine 
varying position and  shape of tonal anomalies. 

Already a great deal has been accomplished with sequential 
photographs and related time-coverage.    They are widely used for 
measuring shoreline  changes  (e.g.  Stafford,  19 71 and Moffitt, 
1969),   for visualizing  flow in models,  and for direct  flow measure- 
ments  by recording  successive positions of moving targets   (e.g. 
Waugh,  1963 and Waldichuk,  1966)  or by application of a  stereo 
time-lapse Cameron  (1962).     By utilizing  satellite observations 
they provide  information on movement of weather patterns   (e.g. 
Sikdar and Suomi,  1971)  and changes of terrestrial  features 
(Sissala,  1972).    At the present  state of progress  satellites 
and aerial  flights are  capable of generating volumes of  sequential 
imagery but procedures  for its analyses are not well known. 

Rationale  for sensing 

The temporal character of coastal features emerges mainly 
from the periodic nature of coastal processes that affect a 
feature's  size,   shape and position,  or its  content and composition. 
Such time-dependent processes  include wave action,  rise and fall 
of the tide,  ebb and flood currents,  heating and cooling,  melting 
and  freezing,   changes  in marine aquatic or plankton populations. 
They present a wide   spectrum of time  scales    panning minutes, 
hours,  months and years, as illustrated in Figure 1.      Variations 
with  short-time  scales and  large geometric  scales are most pro- 
nounced,  e.g.  those due to waves and tides,   but any time  variation 
that is characteristic and distinct  should have diagnostic value. 
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Figure  1.    Time  scales of some time-dependent  coastal  features 
at different geometric  scales.     Full range  of geo- 
metric   scale   for each  feature  not   shown. 

Sequential Signatures 

Time  sensing is based on the  fact that a feature  reflects 
or emits electromagnetic energy with a  specific and distinctive 
frequency or period.    Just as spectral signatures are  character- 
istic of a  feature  in multiband images  so too   "sequential  signatures" 
are diagnostic of time-dependent  features  in  repetitive  imagery. 
At  infrared wavelengths,  time  variations are  mainly due to  cyclic 
heating and cooling.     Because  contrasting coastal materials like 
mud,   sand and water,  differ widely in their heat  capacities and 
radiative  behavior diurnal  changes are especially  strong at wave- 
lengths longer than 4>i.    At visible wavelengths time  variations 
are mainly due to changing reflectance.     Figure  2  shows  some 
examples of prospective  sequential  signatures developed  from sur- 
face  observations.     But  continuous measurements of reflectance or 
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emission with time in coastal waters are scarce; successive photo- 
graphs yield incomplete signatures, and discrimination becomes 
difficult because signatures are susceptible to contamination by 
meterological events, by varying water "penetration" or sun glint, 
and by the dissipation of energy through different party of the 
temporal spectrum. 
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20        I day 
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SALT     FLAT 
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\. / 
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Figure   2.     Examples  of  prospective   sequential   signatures  developed 
from  s'Trace  observations.     Relative  magnitude   of   re- 
flec'.a ice   (or emission)   is directed  along ordinate, 
ti--K"  ori  abscissa - 
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MULTIPLE   "LOOK" TECHNIQUE 

A more fruitful approach for detecting time-dependent 
features is to compare  successive photographs visually and 
identify features by simple photo interpretation.     For example, 
the  sequence presented in Figure  3 illustrates  some dynamic 
features of a tidal inlet that are  best  identified through 
comparative analysis  supplemented by  surface observations.     In 
the  second photograph  (0 hour)  a large light-toned patch rep- 
resenting a plume of discolored water  (p)  extends  seaward   (to 
the right) off a tidal inlet through barrier islands.    Breakers, 
recorded  in very light tones   (b),  mark an area of  shoals-     But 
between the  breakers and the plume proper light tones represent 
either reflectance  from submerged  shoals or from sediment  suspended 
in the plume overlying the  shoals.     The two  features cannot  be 
differentiated,  nor can growth or decay of the plume  associated 
with tidal  suspension or  settling out be determined from a  single 
photograph.     But by comparing the photograph with others taken 
two hours before and two to  four hours after,   it  should  be evident 
that the plume was mainly dissipating along its  seaward edge, 
except  for a lateral extension  (downward) at  0-hour  (e).     Light 
tone areas  in the  inlet mouth  (m)  persist throughout the  series 
indicating relatively  stable  shoals,   in contrast to the more 
transient tidal plumes."    Various small scale patterns are also 
displayed,  e.g.  turbid rip plumes and whirlpool patterns,  but a 
much  shorter time  scale  is required  for detection.     Thus,  a 
single time  interval or  "net" does not   "catch" all  features at 
all time  scales.       And    the minimum time  scale depends on the 
smallest time  scale  involved plus the diversity of other time- 
dependent  features  in the  scene or  "background". 

Figure  3.     Sequential photographs of Ship Shoal Inlet, Vir- 
ginia,  U.   S.  East Coast,   showing 2-hour variations 
in a  sediment plume.     For explanation of  symbols 
see text.     Black and white  reproductions of  70mm 
color infrared  aerial photos taken  from 2^000  foot 
altitude,  Oct.  12,  1971.     Reproduction of tones 
necessarily varies  from original.     Tidal  current 
is  flooding at  0,+2^+4 hours. 
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The multiple "look" method yields a maximal amount of 
information from large volumes of aerial photography. It is 
useful for qualitative, evaluations of storm changes, for 
assessing ecological deterioration or growth and effects of 
dredging and filling operations. In practice, comparative 
analysis is facilitated by compiling composites of tonal in- 
formation on an acetate overlay. Multiple image correlators 
such as the I S Addcol used without color filters, enable view- 
ing four or more sequential frames at a time in register. 
Features which cannot be identified from study of single photo- 
graphs often are positively identified through comparative 
analysis of sequential photography. 

TONE ANALYSIS 

Image tone consists of variations of gray of  "blackening" 
manifest  in the  film density.     Film density depends mainly on 
the exposure  received and the development time given the  film. 
This relationship  is  illustrated  in Figure  4, which describes 
the   "characteristic  curve" of the  film for a given development 
time.    Along the  straight line portion of the  curve   (BC),  den- 
sities increase proportionately to the log exposure whereas 
densities on the   "toe" and  "shoulder" do not.    Thus, the  level 
and range of density are partly controlled by exposure and 
developing time . 
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Figure 4.  Characteristic curves of a photographic film; A-B 

is "toe", C-D "shoulder".  Dotted curve (2) shows 
typical variance from ideal curve (1) due to develop- 
ing time.  Dashed line is typical curve of negative 
in contrast to positive solid line. 
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The tone or brightness of a  feature  in a photograph mainly 
represents the amount of reflectance  recorded on the  film.     Such 
changes    however, are  influenced by many factors other than changes 
in reflectance of water itself with its variable  load of particle 
backscatters.    A part of the  reflectance  is due to  changes of  solar 
intensity and direction of  incidence .    Another part may be due to 
changes  in atmospheric  scattering or absorption,  or to  changes  in 
surface  roughness which affect reflection at the  surface.    Addition- 
ally,   spectral reflectance of the water may change temporally with 
changes  in depth or light  penetration.     In clear or shallow water, 
reflectance often varies with the amount of light backscattered 
from the  bottom.     Therefore,  when a time-sequence of photographs 
is obtained, the  reflectance recorded on the  film is affected by 
variations  in energy  from the water surface,  the water column as 
well as the  bottom,    additionally,  variations associated with 
optics and  film characteristics or photographic processing must 
be taken into account.     While all these  factors appear to  limit 
analysis,   in practice they may be  controlled or corrected within 
limits. 

Analyses of  sequential photography requires   (1)  proper image 
registration and (2)  comparable  image tones in successive  frames. 
The  chief procedural problem is to  remove  unwanted photographic 
and environmental variance and bring tones to a common datum. 

Normalizing 

To bring the  density of two or more  scenes to a common 
reference or datum for comparing transient tonal anomalies,   it 
is necessary to normalize the density distributions.     For accurate 
measurements a calibrated  step wedge  is exposed with each  scene 
at the  time  of photography and processed to a 1:1 density-log 
exposure  relation.    However,  wedge-film exposures are not commonly 
obtained  in aircraft photography.    As an alternate,  panels of 
known  reflectance are  installed on the  ground,  or where not avail- 
able,  the reflectance of objects  such as runways, or road surfaces 
is measured and their density values are  used to construct a 
characteristic curve.     Subsequently,  densities  in  successive  frames 
are adjusted by ratioing to what they would have  been had each 
frame  been processed to a 1:1 density-log exposure  relation. 

As an expedient a  series of relatively stable  objects are 
selected to  serve as density control points.     The densities of 
these  points,  which consist of common geographic points or identi- 
cal objects  in  successive  frames,  are  read  in a microdensitometer 
and the average  density difference  of three or more  points  is 
applied,  added or subtracted,  to the  densities of transient  features 
in frames that  require normalization.     In practice,   selection of 
suitable  control points  is critical to normalization.     The   following 
criteria are  suggested: 

1.     Locate  control points close to the transient  feature 
that  requires normalization.    Avoid tonal  fall-off  in corners and 
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outer edges;  locate points  in  central two-thirds of frame.     In 
scenes with many prospective  locations,  a grid of points  can be 
established and normalizing values applied throughout a  series 
of reference quadrants. 

2. Density of the points  should cover a range that lies 
within the density range of the  feature to  be normalized. 

3. Density of both the  points and the  feature to be norm- 
alized must  fall within the  straight-line portion of the  character- 
istic  curve. 

4. Points must have   "stable" reflectance  characteristics, 
e.g.  objects  free of  shadows,  wind stirring,  and relief.     Paved 
runways,  parking lots,  or roadways are  good;  ponds and grass lawns 
are often stable. 

5. Density within large "points" must be uniform. 

Success of selecting control points can be  checked by exam- 
ining the range of differences between  sets of points in successive 
frames.     If optical characteristics of the normalized  features are 
known  from surface observations,  differences  from time to time 
should be proportional to  corresponding density differences. 

Positive-Negative Composites 

A  simple means of detecting tonal changes  is to prepare a 
composite of oppositely matched positive and negative trans- 
parencies;  i.e.  a positive taken at time   "1" and a negative taken 
at time   "2".    When tones are   "matched",  like  images cancel out by 
contrasting bright-dark film density whereas unlike tones are 
displayed.    Thus,  differences are   simply and effectively high- 
lighted;  and conventional enhancing techniques   (Colwell,  1969; 
Ross,  1969)  can be  used to  reveal  subtle differences.     Registration 
is accomplished  by  superposition on a light table but   scale vari- 
ations and geometric distortions often require  correction.    Match- 
ing tones of  frames processed under different  conditions  is 
difficult and  requires a great deal of patience  in the dark room. 
However,   frames exposed and processed under the  same  conditions, 
i.e.  one  roll at one time,  can be matched by processing duplicate 
positive-negative  frames to a 1:1 density-log exposure  relation. 
This  is accomplished by using a film,  developer and developing 
time of known specifications that yields  a 1:1 density-log exposure. 

Comparative Densitometry 

A microdensitometer is employed  for quantitative analyses 
of tonal changes.    Density control points are  established,   scenes 
singly read or scanned and the pre-determined normalizing correction 
applied.    After the output  is registered,  differences are determined 
graphically or by computation,  areas of change  delineated and  further 
related to causal processes as dictated by the problem.     Figure   5 
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FILM 
DENSITY 

Figure   5.     Graph of film density in a transect across the James 
Estuary,  Virginia.     Derived  from Joyce Loebl micro- 
densitometer tracing across  frames 1,   2 and 3 repro- 
duced in Figure  6a. 

shows the distribution of  film density at approximately 2-hour 
intervals across an estuary reach as illustrated in Figure  6A. 
It  is  in the  form of normalized line traces derived  from a Joyce 
Loebl microdensitometer.     Differences between  solid and dotted 
lines  indicate the magnitude of density change,   in this  case a 
change due to differences  in  suspended load that  varies with 
current  strength.    Outputs  in the  form of X-Y plots are treated 
similarly.     Changes are  revealed  by comparing changes  in the 
magnitude of density,  by recording varying locii of maximum and 
minimum densities,  or by examining the  changing position of iso- 
density lines, their symmetry,  character or axial position. 
Figure  GB  shows the  distribution of density change  in  surface 
water of the  same  reach  shown  in Figure   5.     Changes  from slack 
water to maximum current are greatest over the  shoals, 

Once a  sequence  of normalized density plots have  been pre- 
pared many different  sorts of analyses  can  be  performed.     Figure 
gives the  concept of a  film density  "stack" from which densities 
may be averaged or integrated over a given time  span.    A time 
"thread" through the  stack at one  point   (small arrow)  yields a 
time-distribution of  film density representative of a  sequential 
signature  for suspended  sediment  concentrations that varies with 
tidal current  velocity. 
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Figure  6A.  Sequential photographs of a portion of the James River 
estuary taken at approximately 2-hour intervals,Oct.12 
19 71.  Reproduced from black and white  red band photographs. 
Tones necessarily differ from originals due to reproduct- 
ion and printing. 

6B    Distribution of density change between frames 1 and 3 
above derived by computing density differences after 
normalization. 
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Figure 7.  Concept of the film density "stack"; schematic. 
For explanation see text. 
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A great deal of comparative densitometry can be  rapidly 
accomplished by employing an image  scanning vidicon camera  ? 
system such as the  Spatial Deta Systems,   "Data Color",  or I S 
"Digicol".     The equipment  is most  useful when extensive 
normalization or high resolution are not  required.     Two or more 
frames  can  be  examined on a display  screen at one time.     The 
systems allow great  flexibility in  selection of density range 
and distributions that  relate to  surface observations. 

Digital Densitometry 

Normalizing  film densities and computing differences, 
averages etc.  of  sequential photographs  is best accomplished 
with a computerized system or a densitometer having a digital 
output.     Densities,  including both those  of control points and 
transient  features,  are  scanned,  digitized and  identified in a 
geographic matrix system prior to  storage on magnetic tape  in 
register.     The  computer is programmed to make  density corrections 
and   "change" computations as well as to electronically process 
photo-like displays of  "change" distributions. 

PROCEDURAL  SUMMARY 

Steps  for analyzing sequential photos are  summarized  schem- 
atically in Figure  8.They are as  follows: 

I .  Obtain photographs repetitively on the   same  flight  line 
or track with the photos centered on the  same  image 
points to  facilitate registration.  Constant  flying 
altitude and minimal aircraft and camera tilt are re- 
quired, in addition to  uniform time  intervals and con- 
stant expo sure-shutter speeds. 

2.  Process film in a  single   "batch" under controlled con- 
ditions and close to a 1:1 density-log exposure  relation. 
A  step wedge exposed on the head and tail of each roll 
provides a record to compare processing results  from roll 
to  roll. 

3.Scrutinize  film to determine  if quality allows  registration, 
density normalization and differencing-Geometric distortions 
may require  rectification.  If density level and range 
appear to preclude  further analyses,some  improvements may 
be accomplished by reprocessing duplicate transparencies. 

4.  Select density control points using criteria previously 
presented.  Read  film density in a microdensitometer and 
compute average  correction values.  Program corrections 
as necessary for normalizing subsequent outputs. 

5.Scan  film in a microdensitometer utilizing reference marks 
for subsequent registration of the  output.  Use the  same 
instrument  settings throughout each sequence taking into 
account the  full density ranye of the  sequence. 
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Figure 8. Schematic summary of procedural steps for densitometric 
analyses of sequential photographs. For details see text. 



760 COASTAL ENGINEERING 

6.Apply normalization value to density distributions 
under examination. 

7.Register frames to be  compared utilizing predetermined 
reference marks. 

8.Compute  changes or averages as required. 
9.Contour change distributions and relate to environmental 

processes or impacts as problem dictates. 
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CHAPTER 41 

HYDRAULICS AND SEDIMENTARY STABILITY OF COASTAL INLETS 

by 

M. P. O'Brien* and R. G. Dean* 

ABSTRACT 

A method is presented for investigating the stability of coastal 
inlets against closure due to transport and deposition of sand in the 
inlet cross-section. The method utilizes earlier contributions by: 
(1) Keulegan representing the hydraulics of inlets, (2) O'Brien which 
describes an equilibrium relationship between the cross-sectional area 
of an inlet and the bay tidal prism, and (3) Escoffier which relates to 
the stability of an inlet under changes in conditions which tend to close 
or enlarge an inlet. A "stability index" is defined which incorporates the 
buffer storage area available in the inlet cross-section, prior to the 
onset of closure and also includes the capability of the inlet to transport 
excess sand from its cross-section. In order to apply the method, geometric 
and hydraulic data representing the inlet are necessary; the minimum data 
required include a survey of the inlet throat cross-section and the lag 
between high (or low) water in the ocean and the following slack water in 
the inlet. In addition, it is necessary to conduct measurements or make 
assumptions concerning the minor and gradual hydraulic loss coefficients. 
Based on assumed depositional patterns in the inlet, the method is applied 
to five real inlets and the stability indices are presented. 

INTRODUCTION 

Some inlet-bay systems are inherently more stable than others against 
closure due to sand deposition in the inlet cross-section. It is clear that 
the larger and jettied inlets are generally more resistant to closure than 
the smaller and unjettied inlets. A review of the histories of various inlets 
show that some inlet-bay systems appear to be marginally stable, with closure 
generally occurring within a period of several years to a decade or more often 
after opening by severe storm activity. Other water systems s eparated by a 
barrier island from a tidal sea are closed soon after breaching. A better 
understanding of the hydraulics and sedimentary responses of inlets is neces- 
sary in order to improve capabilities in the design and maintenance planning 
of these coastal features. 

The subject of the hydraulic and sedimentary characteristics of inlets 
has been one of a great deal of previous investigation. The classic paper of 

E. I. Brown^  '  provides a lucid description of the processes of importance in 

* Coastal and Oceanographic Engineering Laboratory, University of Florida, 
Gainesville, Florida  32601. 

761 



762 COASTAL ENGINEERING 

the vicinity of an inlet on a sandy coast and also presents an approach 
for calculating the hydraulics of tidal  inlets.    Brown's method considers 
the bay and ocean water level variations to be sinusoidal and the channel 
cross-sectional  area to be constant with time.    More recently, Keulegan(2) 
has extended the approach of Brown to include the effect of a non-sinusoidal 
bay tide; however, the other restrictions are the same.    The methods of both 
Brown and Keulegan strictly apply for the case of a bay connected to the ocean 
by a single inlet and for a bay water level which rises and falls uniformly 
over the entire bay area, see Figure 1.    Moreover, their considerations are 
limited to inlets forming a definite flow constriction, the discharge Into 
cind from the inlet being governed by a head loss which is quadratic in the 
velocity.    For some large inlet features, such as the Chesapeake Bay 
Entrance,the flow is probably describable as due to a partial  standing 
wave system.    Keulegan's results include the phase lag between bay and 
ocean tides, and dimensionless values of maximum inlet velocity and bay 
amplitude; these results are presented as functions of the so-called 
"repletion coefficient," K, defined as 

(1) 

See Figures 2, 3 and 4 for the phase lag, e, dimensionless velocity and . . 
bay amplitude. Other hydraulic studies of inlets include those of Baines^, 
Van de Kreekev4), Moto 01iveira(5), and Shemdin and ForneyC6). 

0'Brien(7>8) has presented data summarizing the relationship between 
the inlet throat cross-sectional area, and the tidal prism passing through 
that inlet during spring tide conditions. Very briefly, these results 
indicate that equilibrium conditions of an inlet are represented by a balance 
of the tidal prism tending to enlarge the cross-section and the supply of 
sand transported to the inlet by waves and currents tending to reduce the 
cross-section. 

The relationship, shown in Figure 5 can also be interpreted as a 
unique relationship of maximum spring tidal velocity, Vmax, versus inlet 
equilibrium cross-sectional area, ACr. 

EscoffierW has presented a concept of the stability of an inlet 
under the influences of depositional conditions which tend to enlarge or 
reduce the size of the inlet cross-section. The concept considers the 
maximum velocity in an inlet connected to a bay; this velocity varies with 
the inlet cross-sectional shape and area. A representative case is shown in 
Figure 6, in which it is seen that the Vmax curve has a peak at some cross- 
sectional area, A£. This curve applies only for one tidal range, whereas in 
nature, the ratio of spring to neap tidal ranges can vary from a reasonably 
small factor (1.2 at Miami Beach, Florida) to a much larger factor (18 at 
Pensacola Bay Entrance, Florida). Referring to Figure 6, the following will 
be shown: 
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Note:    o0 =   Half   Tidal    Range 
in    Ocean 
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FIGURE     I.       DEFINITION    SKETCH   OF    INLET/BAY   SYSTEM 
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A. > A* ->-  This inlet is stable against changes in closure tendencies 

A < A* -+ This inlet is unstable against changes in closure 
tendencies 

Consider first the right hand side of the curve. If an unusual amount of 
littoral drift is carried into the inlet, the cross-sectional area will decrease, 
thereby resulting in an increase in inlet velocity and an increase in scouring 
capacity; therefore, the inlet tends to be stable by countering against any 
area change by a velocity change that will tend to reduce the area change. It 
is also noted that any enlargement in area will result in a decrease in velocity 
and an associated increase in deposition tendency, thereby causing the inlet 
to tend to stabilize about the equilibrium area. Consider next the left hand 
side of the curve. Any decrease in cross-sectional area will result in a 
decrease in velocity and a tendency for the area to decrease further. Also 
any increase in area will perpetuate this increase by an increase in inlet 
velocity. The cross-sectional area, A , characterized by 

aV, max _ 0 
3A 

c 

is denoted A* and represents a division between stable and unstable conditions. 

The stable region is primarily governed by the changes in velocity resulting 
from a change in cross-sectional area, whereas the characteristics of the 
unstable region are due to the increasing friction with decreasing cross- 
sectional area, (and hydraulic radius, R). Finally, in concluding the discus- 
sion on stability, it is clear that in nature, the tidal ranges change with 
time and an equilibrium cross-sectional area as well as critical area would 
only be meaningful in terms of some average tidal range conditions. Further- 
more, if the maximum velocity V  associated with A* is less than the "thres- 
hold velocity" required to move land, it is clear that the inlet would tend 
to close under the depositional action of waves and currents. The presence 
of a net fresh water outflow would also be an important factor in favorably 
affecting the stability of an inlet. 

METHOD OF CALCULATING INLET STABILITY 

The method involved in calculating inlet stability requires some avail- 
able information describing existing inlet conditions; these existing condi- 
tions are assumed to represent equilibrium conditions. Based on the equili- 
brium conditions and assumptions regarding minor and gradual head loss terms, 
it is possible to calculate the inlet stability characteristics for an assumed 
form of deposition in the inlet cross-section. 

Inlet Hydraulics 
It is assumed that the inlet hydraulic characteristics are adequately 

represented by the Keulegan method, even though the bay system may be inter- 
connected to other bays or may be served by more than one inlet. Although 
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this is not strictly valid, it does allow calculation of the inlet stability 
and it can be shown that the effect is an overestimate of the stability. 

Estimate of the Repletion Coefficient, K 
There are several types of field observations which can be used to 

yield an estimate of the repletion coefficient, K. Referring to Figures 2, 
and 4, it is seen that estimates could be obtained as shown in Table 1. 

TABLE I 

ALTERNATE METHODS FOR ESTIMATING K 

Field Measurements Figure 

Lag between ocean high (or low) 
tide and following slack water 
in the inlet, e 

Ratio of bay to ocean 
amplitudes, aB/ao 

2 

4 

adequate information for some inlets, 
lag, e, from tideUO) and currentOl) 

After comparing various methods, it appears that the most convenient 
and reliable field measurement is the lag between the ocean tide extreme and 
the following slack water in the inlet. Tide and current tables contain 

For example, Figure 7 represents the 
tables for Government Cut, Florida for the 

month of January, 1972. The different lags following high and low ocean 
tides represent a departure from the Keulegan predictions, and it is recom- 
mended that an average value be taken. The values of K as determined from 
Figure 2 are also presented in Figure 7 for two values of E. The representa- 
tive value ofe and K for Government Cut were taken as 56° and 0.53 respec- 
tively. 

Estimate of Inlet and Bay Characteristics 
Considering the inlet throat cross-sectional area to be known from 

surveys, and to be in equilibrium with the tidal prism, P, in accordance 
with O'Brien's relationship, it is possible to determine the head loss 
coefficient K  + K „ + fa       Expressing the repletion coefficient, K en  ex Aa  . 

K = 
2ira„ 

IX fl- 

= j_ 
'2ga„ cos 3 o 

LKen + 
fl-, 

•f  (2) 
+ -i^l 

in which the tidal prism P has been equated to 2aBAB and cos e = aB/aQ. It 

should be recognized that the bay area as defined is not the actual bay area 
but an area consistent with the tidal prism and the bay tidal amplitude, a„, 
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just inside of the inlet. Because the tidal amplitude withfn the bay is 
generally less than this value, it follows that the effective bay area will 
be less than the actual bay area. 

Considering the inlet cross-section to be in equilibrium with the tidal 
prism, Equation (2) may be solved for the head loss terms, i.e. 

K  + K  + 
n   -    r TV1

^ 
COS

 
S
 
A
C ,2 Ken + Kex + M   ~    L 7  K  FT J (3) m 

One slight refinement is introduced in the calculation indicated by Equation 
(3).    The equilibrium area-tidal prism relationship applies for spring or 
diurnal  tides, whereas the head loss terms are solved for the mean tidal 
range.    The values of a    and the tidal  prism,P, in Equation (3) should there- 
fore refer to mean tide conditions.    Denoting P    and P    as the tidal  prisms 

associated with spring and mean tides, respectively, it can be shown that 

P   = P m       s 
(ao}m 
Ws 

in which 0.5 < n <1.0 depending on the repletion coefficient, K, and the 
subscripts m and s refer to mean and spring tidal ranges respectively.    The 
tidal prism value employed in Equation (3) is P   with n taken to be 0.5. 

The hydraulic radius is known from the inlet cross-sectional  surveys 
and if K     + K     and f can be estimated, than an equivalent inlet length, % , 

based on an inlet cross-section of uniform area with length,  is estimated as 

*    =    <rKen+Kex + il  " <Ken + Kex>> f (4) 

where the terms in the square brackets are estimated from Equation (3) and 
K0„ 

+ K„„ and f were estimated to be 1.3 and 0.03, respectively. 

In summary of the calculated inlet-bay properties, it is possible to 
estimate: K, A„, i in which An and i are "effective" or "equivalent" properties 

Stability Calculations 
With the calculated values of the existing inlet characteristics and 

the assumption that the inlet is in equilibrium, the response of an inlet to 
deposition of sand will  be investigated. 

Consider a quantity of sand driven into an inlet by waves and currents 
and deposited, thereby reducing the inlet cross-section.    The constriction 
of the cross-section will tend to increase the inlet currents whereas the 
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increase in friction due to the lesser depths will tend to decrease the 
currents. It therefore is apparent that the manner in which the inlet is 
loaded with sand is of importance. Obviously, in carrying out stability 
calculations, it would be preferable to assume deposition in each inlet in 
a manner that is consistent with the particular hydrography and wave climate 
of the vicinity. This type of information, however, is generally not 
available and, for purposes of consistency, it was decided to "load" all 
inlets in the same manner which is reasonably realistic; the results would 
therefore represent the response of a group of inlets to the same depositional 
pattern. 

As noted previously, the pattern of deposition affects the response of 
the inlet to a decrease in area. For example, if the sand is deposited 
primarily along the sides of a channel, the hydraulic radius will be affected 
only slightly and the resulting maximum velocity will be larger relative to 
the case where the deposition resulted in a depth decrease but no decrease in 
width. Similarly .deposition along the entire inlet length will influence the 
response differently than the same reduction in cross-sectional area, but 
the decrease limited to a portion of the inlet length. In the calculations, 
it was assumed that the reduced cross-sectional area was geometrically similar 
to the equilibrium (measured) cross-sectional area. Denoting the equilibrium 
values by the subscript, E, 

Ar = K Ar (5) c     cE 

where K is to be specified as the parameter of area reduction. It can be 
shown that the hydraulic radius is related to the equilibrium hydraulic radius 
RF by 

R = VF RE (6) 

Governing Equations 
Referring to Figure 8, it can be shown that for a given area reduction 

and depositional length, denoted by < and AX, respectively, the repletion 
coefficient is given by 

Ac 

K = T~ r1 „ + v      '  J"° : :      (?) 
T V2g7 

!Trao 

r<" 
+ Kex 
K2 

.,.  fAJl 

VI?REK
2 

+ f( I- hi 
4RE 

¥ 
in which it is assumed that no change in the effective bay area, A„, occurs 
due to the deposition and the same hydraulic minor loss coefficients apply at 
the transition from A  to A , except the coefficients are multiplied by the 

CE   c 

difference in velocity heads. With the repletion coefficient known for the 
considered deposition, V'  is determined from Figure 3 and V „ is determined max max 
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from 

"max " y max T Vmav = V' ¥ ^ an / (8) 

This is the maximum velocity t.hat would pertain in the deposition region 
and would be the velocity of importance in tending to restore the area to 
equilibrium conditions. In employing Equations (7) and (8), the spring 
tidal range was used as the condition considered most effective in governing 
stability. 

Stability Index, B 
A measure of stability, 3, was defined to represent the capacity of an 

inlet to remain stable under conditions of deposition. The best definition 
of the stability index is not apparent-, however, it is clear that the defini- 
tion should recognize that inlets with equilibrium areas much larger than the 
critical area A£ have more storage area and therefore, will be more resistant 
to closure. Also the definition should reflect the capacity of large veloci- 
ties to transport sand out of an inlet. 

The relationship between sediment transport, qs, and water velocity is 
not precisely known, however it is generally agreed that the sediment dis- 
charge is proportional to some power, j, of the velocity 

qs = C(V - VT)
j (9) 

where C is some constant (or function) and V,. represents a "threshold velocity" 
for sand transport. 

In consideration of the sediment discharge relationship, and the factors 
noted, the stability index, e was defined as 

AcE 

A* 
(V_ - VT)3 dA (10) 

The index   6   has units of (length)5/(time)3. 

Example Calculation 
To illustrate the effects of various deposition lengths, A£, consider a 

hypothetical  inlet and the following parameters: 

RE = 8 ft. 

AC£ = 10,000 ft.2 

a0= 2ft. 

cr    = 60° 



SEDIMENTARY STABILITY 773 

Ken+Kex=1-3 

f = 0.03 

The equilibrium repletion coefficient, K£, determined from Figure 2 is 

0.465 and the equilibrium tidal  prism from Figure 5 is 4.86 x 108 ft.3. 
The effective bay area A„ is determined as 

rE 
2a7" 

BE 
2 a cos e 

4.86 x 108 

2(2)(0.5) 2.43 x 10° ft. 

The head loss coefficients are determined from Equation (3) as 

fKen + Kex + 4R ] = 12.74 

from which the effective length is (Equation 4) 

a    = 12,200 ft. 

This completes the determination of existing conditions, The stability 
calculations for V „ as a function of A for various M  values are carried 
out in accordance with Equations (7) and (8) and are plotted in Figure 9. 

From Figure 9 it is seen that the stability results depend markedly on 
the deposition length, hi.    For small deposition lengths, the inlet is more 
stable because the total friction is less; hence the velocities are higher 
than for the larger deposition lengths. Based, in part, on inspection of 
photographs of deposition along inlets, a standard deposition length was 
taken as 1000 ft. in all calculations related to natural bay-inlet systems. 

The stability indices for the five values of AH  presented in Figure 
9 and determined from Equation (10) are summarized in Table II. 

TABLE II 

EXAMPLE INLET 
EFFECT OF DEPOSITION LENGTH 

Relative 
Deposition A. /A* c£      c 

Stability 
Index, B 

Length (ftf/secf) 

0.0 00 16.4 x 105 

0.2 3.7 1.38 x 105 

0.4 2.1 0.58 x 105 
0.6 1.8 0.34 x 105 
0.8 1.4 0.16 x 105 
1.0 0.0 0.0 
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RESULTS OF CALCULATIONS FOR NATURAL INLET-BAY SYSTEMS 

Calculations were carried out for four Florida inlets and one inlet 
along the New York shoreline. 

1. Government Cut, Florida 
Government Cut, Florida, is a jettied and dredged inlet at the south 

end of the barrier island on which Miami Beach is located.    The existing 
(1970) cross-sectional  area, A    , was determined by survey to be 19,600 ft.2 

cE 
Other characteristics are summarized in Table III.    The results of the 
stability calculations are presented in Figure 10 where it is seen that the 
critical cross-sectional  area is 3000 ft.2.    The calculated stability index, 
6    is 11.5 x 105ft.5/sec.3. 

2. Broad Creek, Florida 
Broad Creek comprises a natural system of inlet channels through a 

limestone reef, although sedimentary material is present along much of the 
bottom of these channels. The inlet characteristics and results of the 
stability calculations are summarized in Table III, and Figure 11. The 
equilibrium and critical areas are 9200 and 1800 ft.2 respectively. The 
calculated stability index is 1.7 x 105 ft.5/sec.3. 

3. Boca Raton Inlet, Florida 
Boca Raton Inlet is a natural" inlet with very short jetties. The inlet 

has a history of closure in an approximate period of 1-3 years if maintenance 
dredging is not carried out-. The information of interest and results of the 
stability calculations are presented in Table III and Figure 12. The stabil- 
ity index for Boca Raton Inlet is 0.12 x 105 ft.5/sec3. 

4. Stump Pass, Florida 
Stump Pass is a small  inlet located on the west coast of Florida.    The 

inlet cross-sectional  area determined by a 1972 survey( '*) was 4940 ft? and 
the stability index, B, determined as described is 0.75 x 105 ft? /sec?, see 
Figure 13. 

5. Shinnecock Inlet, New York 
Considerable data are available describing the hydraulic characteristics 

and history of Shinnecock Inlet.    Thel955 inlet cross-sectional  area(13)is 
assumed to represent equilibrium conditions; see Table III and Figure 14 
for the summarized results.    The stability index for Shinnecock Inlet is 
0.96 x 105 ft.Vsec.3. 
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TABLE III 

SUMMARY OF NATURAL INLET COMPUTATIONS 

Ar A* 
Inlet CE Stability Index, P 

(ft.2) (ft.2) (ft?/sec?) 

Government Cut, Florida 19,600 3,000 11.5 x 105 

Broad Creek, Florida 9,200 1,800 1.7 x 10s 

Boca Raton Inlet, Florida 1,410 230 0.12 x 105 

Stump Pass, Florida 4,940 900 0.75 x 105 

Shinnecock Inlet, New York 5,500 1,400 0.96 x 105 

SUMMARY 

Based on earlier concepts and techniques relating to inlet hydraulics, 
equilibrium inlet conditions, and inlet stability, as developed by Keulegan, 
O'Brien and Escoffier respectively, and assuming idealized depositional 
patterns within the inlet, a method has been developed to calculate the 
stability of an inlet as affected by deposition. A stability index, 8, 
has been defined, based on considerations of idealized depositional patterns, 
allowing the comparison of stabilities of various inlet systems. The 
stability indices are calculated and compared for five natural inlet systems. 
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CHAPTER 42 

CHARACTER AND STABILITY OF A NATURAL TIDAL INLET 

By 

1 2 
Curtis Mason and Robert M. Sorensen 

ABSTRACT - An environmental study was conducted at Brown Cedar Cut, a 
natural unstable barrier beach inlet connecting East Matagorda Bay, Texas, 
with the Gulf of Mexico.  The objectives of this study were to determine 
the physical and hydraulic properties of the Inlet, and to investigate the 
inlet's historical stability, as well as its short-term response to a number 
of physical processes.  Results of the study indicate that hurricanes and con- 
tinuing erosion of adjacent beaches enhance the long-term stability of the 
inlet. During winter months, the rapid passage of strong frontal systems and 
associated winds, as well as substantial amounts of rainfall, are primarily 
responsible for the day-to-day viability of the channel boundaries.  In the 
absence of such forces, the predominance of littoral drift over the limited 
flushing ability of astronomical tidal currents leads to degradation of the 
inlet channel and westward migration of the entire inlet system. 

INTRODUCTION - The coastline of Texas is characterized by a barrier island and 
lagoon regime which extends over 80% of the coastline.  Separating these islands 
are over a dozen tidal inlets of various sizes, ranging in width from a few 
hundred feet to over one mile.  Although, these inlets have been studied to some 
extent in the past by Price (6,7,8,9,10) and Carothers and Innis (1), little 
attempt has been made to correlate the various environmental factors with 
observed changes in the inlet's geometric properties.  Therefore, a field 
investigation of a small tidal inlet was undertaken to identify and establish 
the relative importance of those natural processes influencing the behavior 
of the inlet, and to determine its long and short-term stability. 

The inlet selected for study was Brown Cedar Cut, located about twenty- 
five miles south of Freeport, Texas, as shown in Figure 1.  This inlet is the 
sole direct connection between the Gulf of Mexico and East Matagorda Bay, 
a shallow estuary some fifty-four square miles in area.  This site was selected 
for its small size and because maintenance of the channel is due entirely to 
natural processes. 

HISTORICAL BACKGROUND - Brown Cedar Cut was formed during a hurricane in 1929 (4), 
and since that time has exhibited considerable variation in size and location, 
actually closing for three years between 1964 and 1967.  An analysis of his- 
torical charts and photographs revealed that the inlet's behavior is charac- 
terized by a periodic sequence of events.  The initial break through the barrier 
island results from the action of large waves, high tides, and torrential 
rainfall associated with hurricanes, which establish a wide, relatively 
deep channel.  Subsequently, the northeast side of the inlet elongates toward 
the southwest in response to dominant wave conditions and related depositional 
processes.  As the inlet migrates westward, the channel lengthens, tidal 
velocities decrease, and deposition occurs throughout the channel.  If un- 
disturbed by severe weather conditions, migration continues until the inlet 
closes.  Usually, however, the channel is re-enlarged at the original position 
before closure occurs. 

1. Oceanographer, USACE Coastal Engineering Research Center, Washington, D.C. 
2. Assoc. Prof. Dept. of Civil Engineering, Texas A&M University, College 

Station, Texas. 
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In addition to the generally erosive forces of hurricanes and other 
storms another factor appears to have played a major role in the stability 
of Brown Cedar Cut. Analysis of coastal charts indicates that since 1929, 
the adjacent shoreline has receded over 1500 feet. Thus, the effective 
length of the channel has been reduced, and the resulting decrease in fric- 
tional resistance has allowed velocities to remain relatively high, precluding 
closure. 

INLET PROCESSES - Comprehensive surveys of the inlet were initiated in October, 
1970, to determine those factors influencing changes in shape, size, and sta- 
bility.  Beach and shallow water elevations were determined using standard 
surveying equipment and a fathometer.  Data obtained were employed in the 
analysis of the inlet's response to natural processes as follows. 

Local contours of the mean water level were drawn for each pair of con- 
secutive surveys, thus delineating the nature of gross changes. Determination 
of environmental conditions prevailing during the interim was important, but 
considerably more difficult.  Current velocities between surveys were computed 
from measured tidal differential time histories obtained from tide gages. 
However, observations of wave conditions were available only for brief periods, 
so an indirect method for determining the nature of the wave activity was 
employed. 

Although wave characteristics are not always proportional to wind 
direction and magnitude at the site, it was felt that a reasonable correla- 
tion could be made.  Wind observations taken at a nearby location at six 
hour intervals and occurring between survey dates were first sorted according 
to direction - those having a strong north component, i.e. north, north- 
northwes.t, and north-northeast, were grouped together as north. Similar groups 
were established for east, south, and west. Winds from the northeast, south- 
east, southwest, and northwest formed four other groups of wind velocity obser- 
vations.  The velocities in each group were then summed, and these sums were 
divided by the number of days in the observation period.  The resulting 
values are daily averages of the relative forces of prevailing winds.  Com- 
putations were performed for each survey interval and plotted in the form of 
a wind force rose on the corresponding shoreline comparison figure. 

A detailed discussion of the nature and probable causes of changes 
in inlet geometry is presented below in chronological order. 

October 24:  The general configuration of the inlet and prominent 
reference points are indicated in Figure 2.  The distance between shorelines 
at the mouth was about 1450 feet, but wide shoal areas extended outward 
from the banks, and the portion of the channel greater than six feet deep 
was only about four hundred feet wide. The inlet exhibited the typical 
north-south orientation of other Texas inlets (10), and the main channel 
followed a winding path through interior islands to the bay. The east side 
of the inlet was a sand spit that exhibited a well defined "hook" configuration. 
The origin of hooked or recurved spits was reported by Evans (2), who concluded 
that they form as a result of wave refraction around the spit end.  However, 
Evans' findings require that for growth of such structures, waves must approach 
the spit obliquely from the mainland or upcoast side, in this case from the 
east or southeast.  Waves approaching normal to the beach or from a southerly 
direction will not transport sand to the spit end, and may in fact actively 
erode the spit area.  The converse is true for the west spit; growth due to 
wave refraction will occur only when waves strike the beach with a predominately 
south or west component.  In both cases, however, refraction of offshore waves 
by the adjacent gulf shoals may cause local directional variability. 
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October 24 to February 20, Figure 3:  The first presentation of shoreline 
comparisons indicates significant spit growth on both sides of the inlet during 
the four month interval. Wind activity during this period was moderate, and 
exhibited a north and east predominance. Rainfall throughout the period was 
below normal.  Casual observations of spit contours in December indicated 
that growth was minor until January. "By February, the eastern recurved spit 
had extended about three hundred thirty feet towards the southwest, and a 
total of 21,600 cubic yards of sand had accumulated shoreward of the February 20 
mean water contour. The growth of the west spit a distance of 535 feet north- 
ward is attributed primarily to refraction of waves from both the south and 
east.  However, the action of tidal currents may have contributed to the total 
deposition of 14,400 cubic yards landward of the February 20 mean water contour. 

February 20 to 27, Figure 4:  During this period the second hook on the 
east spit was modified considerably.  Predominant wind direction was from the 
east, and deposition occurred along the entire southwest edge.  Wave activity 
on the 27th was of great magnitude and almost directly from the east, and a 
southwestward flowing longshore current of over three feet per second was 
measured near the inlet.  Current velocities during this period showed a 
strong predominance for ebb flow resulting from the passage of a frontal sys- 
tem on the 21st, which depressed the bay waters for over three days. Therefore, 
wave refraction patterns were modified by the outward flowing water during 
that time. Although not exhibiting a hook configuration, a considerable area 
at the end of the spit did experience growth, as indicated by the cross-hatch- 
ing in Figure 4. Much of this growth occurred in the form of a beach ridge, 
as shown in the profiles of Figure 4. Numerous investigators (3,11,12) have 
commented upon conditions required for growth of such a feature, and the 
primary factors appear to be significant wave activity and relatively constant 
water level.  Tidal records from an inlet tide gage indicated that semi- 
diurnal neap tides prevailed between February 25 and 27, and averaged less than 
one-half foot in range.  In addition, the mean water level during this time 
was considerably above the long term mean water level, which would 
enhance growth of the ridge. Wind data indicated that winds from the east 
and southeast blew continuously from the 24th to the 27th, meaning that the 
observed wave activity had probably been in effect for some time. Thus, 
all evidence points to rapid building of the ridge by wave run-up. A series 
of similar ridges was formed between March 4 and 20, and these also corre- 
sponded to periods of small tidal fluctuations and high wave activity.  As 
will be shown later, an entire series of these recurved beach ridges sub- 
sequently formed across the northeast spit. 

February 27 to March 4, Figure 5:  Wind and current activity during this 
period were dominated by the effects of a strong frontal system which passed 
through the area on March 2.  The maximum recorded value of tidal differential 
occurred on March 3, when the Bay level was 1.8 feet higher than that of the 
Gulf, producing ebb velocities in excess of 3.5 feet per second.  The west 
spit was effectively unchanged over the period, and the mean water contears 
at the southeast corner of the east spit also maintained position. However, 
the first hook was eroded about twenty feet and the tip of the spit migrated 
seaward about two hundred feet.  Observations of the banks at both locations 
revealed the existence of small vertical bluffs extending about one foot above 
the water's edge.  Although the exact cause of this erosion is unknown, de- 
gradation of the spit end during the morning of March 4 was observed to result 
from refracted waves from the Gulf.  However, it is highly doubtful that the 
extensive erosion experienced at interior locations was due to similar processes. 
More likely is the possibility that strong ebb currents flowed along the shore 
and eroded large sections of the banks into the vertical configurations 
exhibited. 
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March 4 to 20, Figure 6:  Strong winds from the south and moderate flood 
currents predominated during this period, although the passage of two frontal 
systems did produce short-term ebb currents of significant magnitude.  The 
inlet apparently responded primarily to wave activity from the south.  The 
west spit acquired a slight bulge at the southeast corner, and built northward, 
exhibiting a pronounced recurved configuration. Waves and currents moving 
inward through the channel caused significant degradation of the east bank, 
but some deposition of this material occurred on the north side. 

March 20 to April 3, Figure 7:  Diurnal tidal ranges during this period 
were far above normal, averaging about 1.4 feet.  Therefore, current velocities 
in the order of 1.6 feet per second prevailed, and were about evenly balanced 
between flood and ebb.    Wave conditions were observed at three different occa- 
sions during this period and above-average breaker heights of about four feet 
were evidenced each time.  Steep waves from the south and east, in combination 
with some of the highest recorded water levels, are assumed to be responsible 
for the recession of the west spit shoreline. Wave action from the east would 
usually cause cross-channel growth of the east spit. However, during this 
period the only growth experienced was in a northerly direction up the channel. 
It is theorized that the strong tidal currents, acting in concert with 
southerly waves, precluded any permanent effects of easterly waves, and in 
fact actively eroded the east bank.  However, the material eroded was apparently 
transported northward, and subsequent deposition occurred in a pattern charac- 
teristic of wave refraction processes, i.e. a well-defined recurved spit. 

Although waves and currents are responsible for most changes in the inlet, 
the influence of two additional natural forces must be considered.  First, 
movement of beach sand by strong winds will contribute to changes in the ex- 
posed regions of the spit.  Examination of the survey data revealed moderate 
spit modification above the high water mark, which probably resulted from 
wind action. Large-scale wind erosion is tempered by the existence of vast 
quantities of shells, which enhance the surface stability.  In addition to 
wind effects, the influence of surface runoff and rainfall is very important. 
Significant amounts of fresh water contributed to the Bay can produce substan- 
tial differences in elevation between Bay and Gulf waters.  The resulting 
ebb currents possess a potential for eroding the inlet banks and enlarging the 
channels. 

HYDRAULIC PROPERTIES - The characteristics and stability of a tidal inlet are 
governed primarily by the exchange of water through its channels between the 
ocean and enclosed bay.  The quantity of water exchanged and the velocities 
developed through the inlet are dependent upon the magnitude of the astronomical 
and meteorological tidal differentials.  In order to determine the hydraulic 
properties at Brown Cedar Cut, it was necessary to obtain a continuous record 
of either the velocity or the tidal differential.  Since instrumentation of 
the inlet for velocity information was prohibitively expensive and subject to 
interference by natural human forces, a plan for installation of two recording 
tide gages was implemented.  Velocity time histories were then computed from 
the tidal differential histories using Manning's equation.  Discharge measure- 
ments were taken over a complete tidal cycle to calibrate the inlet. 

TIDAL DATA - Collection of tide records was performed using Leupold and Stevens 
Water Level Records Type F, Model 68, which were installed at the positions 
indicated in Figure 8.  They were operated from February 1 to April 9, 1971, 
and sufficient data were collected to allow meaningful calculations of tidal 
differentials over most of the recording period. 
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Analysis of the records was performed to determine the mean water level 
(MWL) over the reporting period.  This value was ob ained by determining the 
average elevation of the water surface, using data points on the inlet tide 
record spaced at two hour intervals.  The averaged values were then assumed 
to represent mean water level in both the Bay and Gulf.  In addition to deter- 
mining the MWL value, other tidal data required for related calculations were 
obtained and are presented in Table 1. 

Tide Gage 

Mean Mean Maximum Maximum 
Low High Mean Low High Maximum 
Water Water Range Water Water Range 

#1 (Inlet) 
#2 (Bay) 

-.44 
-.10 

+ .37 
+ .14 

.81 

.24 
-2.40 
-0.92 

+1.40 
+1.20 

3.80 
2.12 

TABLE 1 TIDAL CHARACTERISTICS AT BROWN CEDAR CUT, FEET 
FROM MWL DATUM, FEBRUARY 1 TO APRIL 9, 1971. 

VELOCITY DATA - Knowledge of the current velocities through Brown Cedar Cut 
was important for the determination of the Bay tidal prism, as well as for cor- 
relations with the observed patterns of erosion and deposition discussed pre- 
viously. For the purposes of this study, Manning's equation was considered 
sufficiently accurate for calculations of the velocity time history: 

V 
1.486 R2/3S1/'2 

(1) 

where n = Manning coefficient (0.02), R = hydraulic radius (4.43 ft), S = slope 
of water surface (AH/L), L = inlet length (6000 ft), and AH = ocean-bay tidal 
differential. Thus, 

11/2 V = 2.60 AH (sign AH). 

Applying this relationship to the previously determined tidal differential 
data, the current velocity time histories were computed.  Additional statistics 
obtained during the analysis are presented in Table 2. 

Tidal Veloci .ty, fps Per Cent of Time 
Current 

V max V 
avg 

Current 
Direction V>1.8fps V>2.2fps V>2.6fps 

Flood 
Ebb 

2.2 
3.5 

1.1 
1.5 

44 
56 

1.6 
14.0 

0 
7.3 

0 
3.0 

TABLE II VELOCITY CHARACTERISTICS AT BROWN CEDAR CUT, 
FEBRUARY 1 TO APRIL 9, 1971. 

Considering the large number of assumptions required for the use of Manning's 
equation, it was considered desirable to compare the theoretical velocities 
with experimentally determined values.  Therefore, a twenty-five hour velocity 
measurement study was performed on March 4 and 5, 1971. 

A Gurley-Price current meter suspended on a rod from a small boat was used 
to determine velocity vs. depth profiles.  These measurements were taken at 
approximately two hour intervals at the stations indicated in Figure 9.  The 
channel cross-section was obtained using both a graduated rod and an ultra- 
sonic fathometer.  The following geometric parameters were established:  cross- 
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sectional area, 2480 square feet; wetted perimeter, 560 feet; hydraulic radius, 
4.43 feet. 

The measured velocities are plotted against /AH in Figure 10 with a straight 
line best-fitted to the points.  The slope of the line shows almost perfect 
agreement with Manning's equation. However, for a AH of zero, the experimentally 
determined velocities indicate a value of 0.5 feet per second. The origin of 
this excessive flood component is unknown.  It may result from the transport of 
water into the inlet by littoral currents or wave action. Breakers on the off- 
shore bar were about four feet in height, and the longshore current velocities 
were approximately 2 feet per second. 

TIDAL PRISM COMPUTATIONS - To evaluate the flushing capability of the inlet, 
and for comparison with theoretical stability criteria, a determination of the 
tidal prism of Matagorda Bay was made using two methods. From an analysis of 
tide gage data, a prism, P is obtained from: 

where P = tidal prism, A_ = area of bay (1.5x10 ft ), and h = range of bay tide 
(0.24 ft). Thus, 

Pj = 3.6xl08 ft3. 

A second method equates the prism to the velocity of water flowing through 
the inlet: 

PII " VAC T 

where V = average velocity through inlet (1.26 ft/sec), A„ - cross-sectional 
area of inlet (2480 ft5), and T = tidal period (89280 seconds).  This gives 

?Z1  = 2.8xl08 ft3. 

The first method yields a value 25% higher than that from the velocity method. 
This is understandable, since the tidal fluctuation is not uniform throughout 
the bay, decreasing with distance from the inlet. Also, error is introduced 
by the influx of an unknown amount of water from the Intracoastal Waterway 
through numerous connecting channels. However, errors in the velocity values 
may also influence the comparison.  Therefore, for purposes of future compu- 
tation, a representative tidal prism of 3.0x10 cubic feet will be assumed. 

A comparison with O'Brien's theoretical stability criteria can now be 
made.  In an analysis of the tidal prism, cross-rsectional area ratio for a 
large number of inlets, O'Brien (5) reported the following linear relationship 
was approximated for most non-jettied stable inlets: 

A = 2 x 10~5P. 
C 8 Based on the representative tidal prism of 3 x 10  cubic feet, and a March 4 

cross-sectional area of 2480 square feet: 

A = .83xlO"5P. 
c 

Thus, relatively good agreement is indicated, as Brown Cedar Cut exhibits a 
tendency for closure. 

RECENT STABILITY - Since the final complete topographic survey of April, 1971, 
the inlet has been monitored on an infrequent basis.  However, through the use 
of aerial photographs and occasional cross-channel profiles, several interesting 
features have been observed. 

Figure 11 indicates that in July, 1971, the west spit continued to 
elongate toward the north. The gorge closely skirted this spit, but the 
channel appears to turn sharply southwestward a short distance seaward of the 
beach face, paralleling the shore for a few hundred feet before turning sea- 
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FIGURE 10.  OBSERVED CURRENT VELOCITY 
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FIGURE 11 —BROWN CEDAR CUT, JULY, 1971 
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ward.  Growth of a major shoal area above the mean low water line is indicated 
adjacent to the east spit. 

In September, 1971, Hurricane Fern crossed the coast within a few miles 
of the inlet, and provided an unusual opportunity to evaluate the effects of 
a storm on the inlet.  Pre and post hurricane cross-sectional profiles along 
the line indicated in Figure 11 were compared in Figure 12.  Complete eradi- 
cation of the west spit occurred, and the gorge migrated 250 feet westward, 
occupying virtually the same position as the former spit. However, the east 
spit experienced some growth, although the storm increased water levels at 
the site to about five feet above MWL. Therefore, only a minor increase of 
200 square feet in the cross-sectional area of this profile was experienced. 

A profile taken in April, 1972, also shown in Figure 12, indicates that 
the gorge migrated approximately 300 feet westward since September, and the 
area was reduced from 2100 square feet to 760 square feet. 

On June 24, 1972, a final cross-channel profile was obtained. The 
continuing migration of the gorge, a distance of about 200 feet since April 1, 
is illustrated in Figure 12.  However, since April the cross-sectional area 
had increased to about 1000 square feet, apparently the result of locally 
heavy spring rains in the Matagorda Bay watershed. 

Using the cross-sectional variation with time as documented from the 
profiles, it is felt that a rough prediction concerning the possibility of 
closure of Brown Cedar Cut can be made. Figure 13 illustrates the rather 
rapid decrease in area since February 1971. With the exception of slight 
increases resulting from Hurricane Fern and spring rains, the inlet appears 
to be closing at an average rate of 200 square feet per month.  Barring the 
occurrence of hurricanes or above-average rainfall, and assuming the above 
rate of closure, the dashed line in Figure 13 indicates that Brown Cedar 
Cut will close naturally in December, 1972.  Periodic surveys of the inlet 
are to be taken to evaluate the accuracy of this prediction. 
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CHAPTER 43 

CASE HISTORY OF 
MISSION BAY INLET 

SAN DIEGO, CALIFORNIA 

by 
William J. Herron, Jr. 

Moffatt &  Nichol, Engineers 
Long Beach, California 

ABSTRACT 

The Mission Bay Inlet was designed as a "Non-Scouring" entrance 
channel by the Los Angeles District, Corps of Engineers, in 1946. 
Construction of the inlet was completed in 1959 and the entire 
project was completed in 1963.  A channel with over twice the cross- 
sectional area required by the "O'Brien" equation was developed 
to reduce the average cross-sectional tidal currents to less than 
two feet per second.  The design depth of -20 feet MLLW eliminated 
bottom movement induced by wave action- except during the most 
severe storms.  The jetties are sealed to the +4 foot elevation and 
extend to the -25 foot depth almost entirely eliminating the 
intrusion of littoral drift.  The channel has shoaled at a rate of 
less than 20,000 cubic yards per year since final dredging in 1959) 
indicating the soundnessof this concept.  This case history was 
prepared under contract to the Coastal Engineering Research Center, 
U. S. Army, Corps of Engineers, and project data and aerial 
photographs were obtained from the Los Angeles District, U. S. 
Army, Corps of Engineers, and the City of San Diego. 

HISTORY 

Mission Bay, prior to 1946, was a natural estuary of over 
4,000 acres (Photo 1).  The major drainage feature into the estuary 
was the San Diego River with a drainage area of 435 square miles. 
San Diego is a semi-arid area and the river is normally dry, but 
during severe floods it may flow in excess of 100,000 cubic feet 
per second and carry large quantities of silts, sands, cobbles and 
floating debris.  There has not been a flood of this magnitude since 
1927.  The San Diego River originally discharge into either San 
Diego Bay or into the southeast corner of Mission Bay.  The latter 
entrance to the ocean was a natural inlet through a sandy beach. 
While the thread of the inlet meandered constantly, it generally 
had a controlling depth of 6 feet mean lower low water.  The tidal 
currents in the natural inlet could exceed 4 knots and were 
sufficient to counteract the force of waves and infringement of 
littoral drift and maintain a permanently open tidal inlet. 

It was realized that if the San Diego River were allowed to 
continue to discharge into San Diego Bay, serious shoaling would 
result and would interfere with commercial shipping.  In 1876 a 
permanent levee was constructed, protecting San Diego Harbor.  From 
1876 to 1946 the river was permitted to discharge its debris into 
the "useless" Mission Bay. 

801 
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DESCRIPTION OP AREA 

Geomorphology 

Indian legend has it'that Pt. Loma was originally an island. 
This is undoubtedly true.  There is also little doubt that a few 
hundred years ago there was much more rainfall than at present and 
the San Diego River supplied a great deal more sediment to the coastal 
plain. However, the history of the river up to 1876 was alternate 
discharge into either San Diego Bay or Mission Bay, or False Bay 
as it was originally called. 

Littoral Drift 

Studies by the Beach Erosion Board of the Corps of Engineers 
in 1942(2) and 1949-50(3) indicate that the Mission Bay area is 
essentially a beach compartment extending from La Jolla on the north 
to Point Loma on the south.  The San Diego River, originally dis- 
charging through Mission Bay, is the principal source of beach sand. 
It was observed that while there was some upcoast sand movement 
in the summer and downcoast in the winter the area was essentially 
in littoral balance.  They also found in their 1950 studies that 
there was a very positive onshore-offshore movement from summer to 
winter. 

Tides 

At the entrance to Mission Bay the mean range of tide is 3.8 
feet and the diurnal range is 5.4 feet.  The extreme range varies 
from 2.5 feet below to 7.0 feet above mean lower low water.  Mean 
sea level is 2.8 feet above MLLW.  The tides are characterized by 
a diurnal inequality and, as the maximum run is from higher high 
tide to lower low tide, inlets in southern California generally have 
higher ebb-tide than flood-tide velocities.  This infers an ability 
to move more sediments during periods of ebb tide than during flood 
tides. 

Waves 

Wave action is generally mild in this area having periods of 
6 to 16 seconds and heights of less than 3 feet.  However, waves 18 
feet in height can occur at the entrance to Mission Bay and a 
significant wave height(H) of 16 feet was used for design of the 
jetty structures. 

Also, based upon experience and consideration of the larger 
storm waves it was decided to use a navigation project depth of -20 
feet MLLW to insure the occurrence of non-breaking waves in the 
entrance channel at all times except during the most severe storms. 



MISSION BAY INLET 803 

Winds 

Winds rarely exceed 30 knots, and their main import is how 
they affect the maneuverability of boats under sail. 

Rainfall 

Average annual rainfall in this semi-arid region ranges from 
10 inches along the coast to 38 inches in the mountains.  80$ falls 
from December to March inclusive and, in the lower reaches, the 
San Diego River is dry most of the time.  The last major runoff 
was in 1927.  During peak floods it may run as high as 100,000 
cubic feet per second.  Thus, while the river has almost no 
influence on the tidal characteristics of the bay and its ocean 
inlet, the sediments carried during periods of major runoff can 
be of large quantity and materially affect the bay and/or the 
adjacent shoreline. 

ANALYSIS OF DESIGN 

Project Authorization (Fig.l) 

The first mention of plans for development of Mission Bay as 
a navigation area was in 1941 in studies by the City of San Diego 
and the Corps of Engineers to improve the lower San Diego River for 
purposes of flood control.  As this study progressed it became 
evident that maximum benefits could be obtained by a combined 
flood control-navigation project. 

The combined project was adopted by Congress in July 1946, 
as presented in House Document No. 760, 79th Congress, 2nd Session. 
Detailed design and cost estimates were presented by the Corps of 
Engineers in "Definate Project Report on San Diego River and 
Mission Bay", dated January 1949-  The Federal Government was 
responsible for the main channel and its sideslopes, the dredging 
of the east and west basins, the dredging of the navigation 
entrance channel and construction and maintenance of the three 
jetties defining the navigation and flood control channels. 
Navigation depths of -20 feet MLLW were authorized.  The Ventura 
Boulevard Bridge and everything inland of it was the responsibility 
of the City, and navigation areas were to be dredged to a depth 
of -8 MLLW.  The Federal portion of this project was essentially 
completed in 1959 at a cost of about $10,000,000.  Local public 
interests have expended about $19,000,000 to date and private 
interests over $18,000,000.  Ultimate public recreational develop- 
ment is expected to exceed $50,000,000 (4). 

Design Objectives 

A well conceived harbor, among other considerations, represents 
a balanced sedimentation system. It is hopefully a large quiet body 
of water with a relatively narrow protected channel to the sea 
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Figure   L. 
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requiring minimal maintenance.  Due to waves, tides or river 
discharge, currents of varying rates may be created.  If these 
currents have sufficient velocity, they will either initiate 
movement and transport sediments or if sediments are already 
moving, continue them in motion.  These currents and resultant 
sediment movement may cause internal changes in bottom depths 
or may cause a net gain or loss of sediments to the total harbor 
complex with resultant shoaling or scouring, either of which 
may be detrimental. 

Engineers in Southern California learned as early as 1876 
that if the rivers of this semi-arid country were diverted out of 
the harbor area and preferably discharged into the sea on the down- 
drift (littoral) side of the entrance a major source of harbor 
shoaling could be eliminated.  This was demonstrated (successfully 
accomplished) in 1876 when the San Diego River was diverted out of 
San Diego Bay and in 1916 when the Los Angeles River was diverted 
out of Los Angeles-Long Beach Harbor. 

The other major exterior source of shoaling is sand from the 
adjacent beach being carried into the entrance by tide and/or wave 
induced littoral current, creating shoals either in the entrance or 
in the quiet water area of the harbor.  If the entrance jetties are 
sand tight, of sufficient elevation, and are extended seaward of 
the area of littoral drift, most of this type shoaling is eliminated. 
However, in areas of predominantly uni-directional littoral drift, 
a sand-bypass system will ultimately have to be established to 
prevent the impounded sand from being carried over or around the 
seaward end of the intercepting jetty and thus shoaling the entrance. 
Jetties extended to the 25 to 40 foot depth contour at Newport 
Beach in 1936 and Pt. Hueneme in 191)! had demonstrated this concept. 

Even though there are no external sources of sediments to 
cause shoaling of a harbor or its entrance channel and the 
discharge from the uplands has been diverted, tidal or other currents 
still are a liability.  They may either cause internal movement 
of sediments (with adverse shoaling or scouring effects) or inter- 
fere with the safe and efficient operation of boats using the harbor. 

These experiences resulted in a concept known as a "non- 
scouring" tidal channel, i.e., enlarge the inlet cross section to 
a point where tidal current velocities are reduced below their 
capability to move bottom material.  A secondary benefit in such 
reduced velocities is the elimination of hazards to boats.  Such a 
maximized cross-sectional area requires a balanced design between 
width and depth.  Increased depth permits deeper draft boats to 
use the harbor, prevents a breaking wave, or reduces the steepness 
of waves during the storms, making for a safer entrance.  Wave 
induced bottom movement can also be eliminated, or greatly reduced. 
The principal effects from increased width of channel is less boat 
traffic congestion and greater maneuver area for sail boats.  On 
the minus side are increased dredging costs, sometimes more costly 
jetties, increased land acquisition costs and the introduction of 
more wave energy into the inner harbor to the possible detriment of 
berthed boats and interior land perimeters. 
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BASIS OF INLET DESIGM 1946 to 1949 

1. The design relationship between the dimensions of a harbor 
or bay and its channel connection to the ocean at this time was 
largely an emperical one.  The most acceptable work in this field 
had been done by Lt. Col. T.M. Robins of the Corps of Engineers(6), 
and Morrough P. O'Brien of the University of California at 
Berkeley (5).  They had developed the following relationships 
based strictly on observations of existing harbors, bays and 
estuaries. 

In 1931 O'Brien developed the equation A = 1,000 T0,85 

where A = area of the entrance section below mid-tide in square 
feet.  T = volume of the tidal prism in square-mile feet between 
MLLW and MHHW, and has a value ranging between 7-0 and 3000.  In 
1933 Robins published the relationship developed by C.I. Grimm 
of his staff as A = T where A = Area of channel cross-section at 
mid-tide in square feet and T = The Tidal prism in acre-feet 
between MLLW and MHHW. 

2. Mission Bay in its natural state reportedly had a tidal prism 
of about 10,400 acre feet (Photo 1).  The minimal cross-sectional 
area of the entrance channel as surveyed in 1947 was 6000 square 
feet (Pig.2a).  Compared to this field data, the Robins' equation 
shows a computed equilibrium entrance area of 10,400 sq.ft. while 
the O'Brien equation shows an area of 9,100 sq. ft.  The reported 
10,400 acre-feet of tidal prism may be in error or, if correct, 
the very flat slopes of the marshlands and the constructions of 
tidal flow at the two Ingraham Boulevard bridges may have reduced 
the resultant required channel cross-section from the O'Brien 
derivation of 9100 sq. ft. to the actual 6000 sq. ft. 

3. The designers of Mission Bay increased the cross-sectional 
area of the planned entrance channel to 19,800 square feet below 
mean tide level and even though creation of the Aquatic Park 
resulted in some 30,000,000 cubic yards of dredging, the net 
result was a tidal prism of about 9,200 acre feet.  However, the 
flat slopes of the marshland areas were eliminated and there is 
very little frietional or time loss in disposing of the tidal 
prism.  Thus, using the O'Brien equation, the jettied entrance 
channel computes at an equilibrium flow area of 8900 square feet 
as compared to the design area of 19,800 sq. ft.  Treating the 
tidal current produced from a spring tidal drop of 5.4 feet in 
6 hours, average channel velocity would be 0.97 ft. per second.  It 
was felt that maximum velocity would not exceed 2 ft. per second 
except during spring tides, and scouring velocity along the bottom 
of the channel should be even less. 
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BEFORE     CONSTRUCTION 
GENERAL CONFIGURATION OF BAY AT HIGH TIDE 

1947 NO. I 

START   INTERIOR   CONSTRUCTION 
NOTE CONFIGURATION OF NATURAL INLET 
FEB. 1948 NO. 2 
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START  ENTRANCE   CONSTRUCTION 
MIDDLE AND  SOUTH  JETTIES 

JULY, 1948 NO. 3 

COMPLETION OF FLOOD CONTROL CHANNEL OUTLET 
MIDDLE   AND   SOUTH  JCTTIES 

FEB. 1949 NO. 4 
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NAVIGATION  AND   FLOOD CONTROL  CHANNEL JETTIES 
COMPLETION    OF   NORTH   JETTY 

NOV. 1950 NO. 5 

NAVIGATION AND FLOOD   CONTROL CHANNELS 
MIDDLE   JETTY   CLOSED,   CREATING    TWO   CHANNELS 

SEPT. 1951 NO. 6 
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rrr- 

DEVELOPMENT   OF   WEST    MISSION   BAY 
NOTE   CLOSURE  OF   FLOOD   CHANNEL 

JAN. 1953 NO. 7 

START OF DEVELOPMENT OF EAST MISSION BAY 
NOTE   COMPLETED    DREDGING  OF  ENTRANCE  CHANNEL 

JAN. 1958 NO.   8 
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COMPLETION OF MISSION BAY - SAN DIEGO RIVER PROJECT 

1963 NO. 9 

HYDRAULIC MODEL STUDY - MISSION BAY  ENTRANCE 

1969 NO. 10 
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CONSTRUCTION PROCEDURE 

In any project of this magnitude, construction problems during 
an extended construction period (1946 to 1963) can create problems 
and misunderstandings.  The time s quence for creation of the bay 
and the jettied entrance channel was as follows: 

1946:  Dredging and filling of interior portions of the bay were 
initiated by the City. (Photo 2, 1918). 
May 1918: The Corps of Engineers initiated construction of the 
south (flood control) jetty and the middle (combined flood control 
and navigation) jetty. (Photo 3, 1918); Photo 1, 1919). 
June 1949: The Corps of Engineers initiated construction of the 
north (navigation) jetty. 
November 1919: The south and middle jetties were completed. 
September 1950: The north jetty was completed (Photo 5, 1950). 
June 1950: A pilot channel (300 feet wide) was dredged to the -8 
foot MLLW depth to divert tidal flow of the bay to between the 
navigation jetties. (Photo 5, 1950). 
February 1951:  The flood control channel was completed and the 
final section of the middle jetty was closed, separating the Flood 
Control Channel from Mission Bay. (Photo 6, 1951). 
March 1951 to Nov. 1954:  The Corps of Engineers project was shut 
down because of the Korean War.  During this time period, the City 
essentially completed their dredge and fill program for the bay 
westerly of Ingraham Street (Photo 7, 1953). 
December 1954: Dredging of the outer entrance channel by the Corps 
of Engineers was resumed. 
May 1955:  An experimental attempt was made to seal the jetties 
to prevent littoral sand from entering the navigation channel 
through voids in the jetty cap rock. 
July 1955:  The outer entrance channel was completed to full width 
and depth. 
January 1957 to December 1957:  The Corps of Engineers dredged 
a portion of the main channel and Quivera Basin to a depth of 
-20 feet MLLW.  This relatively coarse sand was pumped to the 
eastern perimeter of the bay to stabilize the mud deposits along 
U. S.   101 Highway.  This dredging essentially permitted full and 
unimpeded tidal flow through the West Bay, the main channel and 
the entrance channel. (Photo 8, 1958). 
July 1958:  The Corps of Engineers dredged the main channel and 
the west anchorage basin (Mariner's Basin) to a depth of -15 feet, 
MLLW.  At the same time, the City initiated a 12 million cubic yard 
dredging contract to complete the development of the east bay.  This 
project, completed In 1963, essentially completed the City's dredge 
and fill program, and while the natural tidal prism was reduced by 
about 10/8, flow characteristics were greatly improved by elimination 
of the large marshy areas with flat slopes between high and low tide. 
(Photo 9, 1963). 
August 1959:   The middle and north jetties were sealed with 
concrete grout from mean lower low water to the +4 foot elevation 
through the littoral zone to prevent future shoaling of the navi- 
gation channel by intrusion of littoral sand through the large voids 
in the cap rock. 
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October 1966 to June 1969:  Field studies, resulting in a hydraulic 
model study were made by the Corps of Engineers to develop a solution 
for occasional undesirable wave action in the two deepwater 
anchorage basins (Photo 10, Hydraulic Model Study). 
l£72j_ Maintenance dredging is planned to remove about 300,000 cubic 
yards of sand from the entrance channel. 

DISCUSSION OP PROBLEMS ENCOUNTERED 
DURING CONSTRUCTION 

The shutdown of this project as a result of the Korean War had 
a most adverse effect.  While the flood channel was completed, only 
a minimum effort was made to open the bay to the sea by dredging a 
pilot channel through the barrier beach.  The pilot channel was to 
be 300 feet wide to the -8 foot depth (Pig. 2a).  In other words, 
looking at O'Brien's equilibrium equation the cross-sectional area 
of less than 1)000 feet was completely inadequate and the channel 
shoaled and spread the full width between jetties to form a very 
dangerous bar. (Figs.2c and 2d).  From an engineering point of view 
this was a very successful maneuver because in accord with the 
equilibrium relationship and because of the west coast tidal 
character of getting maximum tidal run from MHHW to MLLW, the minimal 
cross-sectional area of the entrance channel increased to about 
11,000 ft.2 by July 1954, and over 250,000 cubic yards of sand were 
scoured from the channel and apparently carried out to sea. 
However, the boatmen were not adequately informed as to the hazards 
of this partial channel, and before its closure by City Ordinance 
in 1953, several boats were capsized and 11 lives lost. 

Another major problem was the intrustion of littoral sand into 
the entrance channel.  However, until 1954, in Southern California, 
it was the practice to only bring core rock, or "C" rock up to MLLW 
for jetties and then to continue construction through the wave zone 
with large cap rock.  Thus both navigation jetties at Mission Bay 
consisted of 2 to 8 ton cap stone from MLLW to the +14.0 foot 
elevation.  It was realized during the initial dredging of the 
entrance channel in early 1955 that a very appreciable amount of 
littoral sand was being carried through the voids of the cap rock 
and shoaling the navigation channel.  In May 1955 a plan was conceived 
to introduce a concrete grout diaphram into the center of the cap 
rock section (7).  After considerable testing, this was accomplished 
by drilling holes along the centerline of the structure and forcing 
a mixture of concrete and bentonlte (driller's mud) through the holes 
and into the central voids of the cap rock.  The intent was to create 
a diaphram with a minimum elevation of +4 feet. Some 2200 feet of 
the middle jetty and 600 feet of the north jetty were sealed in this 
manner. 

During this same period of developing the entrance channel, it 
was observed that, all too frequently, waves were either breaking in 
the entrance channel or were so steep as to constitute a serious 
hazard to small boats.  As a final move, in June I960 the outer 1000 
feet were dredged to the -25 foot depth. This appears to have greatly 
improved the navigability of this outer portion. 
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The remaining inlet problem at Mission Bay is excessive wave 
action inside the bay.  It has been learned at Mission Bay, Alamitos 
Bay, Newport Harbor and Marina del Key that while they are excellent 
harbors, so far as navigability and low maintenance are concerned, 
these excessively wide entrances do admit a great deal of wave 
energy which must be disposed of.  Alamitos Bay is partially 
sheltered by the outer harbor breakwater and much of the interior 
perimeter is still in sand beaches which can absorb considerable 
wave energy.  Much the same is true at Newport; the jetties are 
skewed some 20° to the south,and the north jetty acts, in part, as 
a breakwater.  Newport Bay also consists mostly of sand beaches 
around its perimeter, and has had no interior wave problems.  A very 
bitter lesson was learned at Marina del Rey, where subsequent to 
construction of jettied entrance, the interior walls were changed 
from rock revetment to vertical concrete bulkheads which almost 
totally reflected wave energy.  An offshore breakwater had to be 
constructed across the entrance to keep this wave energy out of 
the boat basins.  At Mission Bay, a wave problem exists in the two 
deepwater anchorages:  Quivera Basin and Mariner's Basin.  Very 
soon after installation of boat slips in 1959 and I960 in Quivera 
Basin, there were complaints of waves as high as 2.5 feet at the 
berths with damage to both boats and floats.  Studies were made in 
the field (8) and by hydraulic model at the Corps of Engineers' 
Waterways Experiment Station (9) and it was concluded that the main 
problem was excessive wave energy reaching the inshore end of the 
entrance channel.  The inshore end of the entrance channel makes 
a 90° left into the main channel, and the shore is protected by a 
semi-circular rock revetted slope.  This revetment not only tends 
to reflect too much wave energy, it also tends to focus this 
reflected energy towards the entrance to Mariner,'s Basin.  Several 
corrective measures were tested and the most promising was to 
convert the revetted semi-eircular end of the channel to a series 
of straight revetted sections in echelon that would tend to reflect 
this energy back out the entrance channel to sea (Photo 10). 
Estimated cost of this modification is about $1,000,000, and until 
there is further development of the two basins and the need is 
strongly demonstrated, no action is planned. 

REVIEW OF DESIGN 1972 

The design of the inlet for Mission Bay, as developed In 1946- 
1949, has since proved to be fundamentally correct.  Dean O'Brien 
reviewed his work in 1969 (10) and arrived at the basic equation: 
A = 4.69 x 10"   P°-85) expressing P in cubic feet rather than his 
original expression of square-mile feet.  Thus the minimal cross- 
sectional area of the entrance channel for equilibrium flow would 
still be in the order of 9000 square feet.  Since completion of the 
entrance channel dredging in 1959, the cross-sectional area has 
varied from 16,400 sq-. ft. to the design area of 19,800 sq.ft. which 
is well above the minimal.  The first maintenance dredging of the 
entrance is scheduled for the latter part of 1972.  Making due 
allowance for sand entering the channel before completion of jetty 
sealing, the average maintenance dredging of the entrance between 
1954 and 1972 amounts to less than 20,000 cubic yards per year. 
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In Feb. ,1972, Professor J. W. Johnson published a paper 
comparing the various tidal inlets of California, Oregon and Wash- 
ington (11).  His work confirmed the equilibrium curve developed 
by O'Brien.  He realized, as did O'Brien, that factors other than 
tidal prism should have an influence on the equilibrium cross- 
sectional area of the inlet.  In an attempt to prove this point, 
he compared the characteristics which he believed should have 
certain modifying effects on the equilibrium ratio.  He gave 
identifying symbols to the plotting points for inlets with two,one 
or no jetties and with various degrees of exposure to wave action. 
He also made separate plots of his data adding such parameters as 
tide range and tide-cycle duration.  Surprisingly, these factors and 
parameters showed no sifnigicant modifying trends.  All inlets 
plotted within reasonable proximity of the equilibrium curve with 
the exception of Morro Bay, Marina del Rey, Alamitos Bay and Newport 
Bay, all of which showed entrance sections far larger than their 
tidal prisms should have allowed.  Prof. Johnson stated that these 
radical departures from the norm appeared to be "primarily a function 
of wave climate and the limited movement of littoral drift as 
affected by long jetties and the possible initial over-dredging of 
the entrance channels".  He concluded that since these inlets and a 
few others, including the Mission Bay Entrance,showed no evidence 
of shoaling, they were not in equilibrium in the usual sense for 
unimproved inlets because of the effects of limited wave action, low 
littoral drift or long jetties.  It is apparent from Figure 3 of this 
study that, at least in the case of San Diego Bay,  Mission Bay, 
Newport Bay, Marina del Rey and Alamitos Bay, the inlet has not been 
over-dredged by mistake, but the cross-section has been deliberately 
increased beyond "equilibrium" limits.  This was done to reduce the 
tidal currents and to prevent appreciable sand transport in the 
entrance channel. 

The various relationships between the tidal prism and the area 
of the inlet since start of construction in 19^6 are shown in 
Figure 3 and Table 1.  It is apparent that there has been a very 
major change in the relationship of tidal prism to inlet area with 
a resultant reduction in tidal velocities, yet no significant 
entrance shoaling has occurred as the equilibrium formula would 
have predicted. 

During the original design of Mission Bay and its inlet, It was 
only possible to make a rough approximation of tidal current 
velocities through the critical sections.  Since 1948, a great deal 
of study has been done on this subject and one of the most widely 
accepted methods for computing velocity of inlet currents was 
developed by Dr. G.H. Keulegan, as described in the U.S. Army Corps 
of Engineers' Committee on Tidal Hydraulics, Technical Bulletin" No. 14. 
His procedure takes into account the tidal oscillation in the ocean, 
the physical properties of the inlet channel, the physical properties 
of the basin and inflow from streams or rainfall, and it develops a 
mathematical relationship between the tidal range in the basin and the 
maximum velocity in the connecting channel. 
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TABLE 1 
MISSION BAY INLET STUDY 

RELATION TIDAL PRISM TO INLET 

Min.CrossSection- 
Date     Area of Inlet 

A(Sq.Ft) 
TWf 
July 1951 
Aug. 1955 
July 1958 
Jan. 1959 
June 1963 
May 1970 
June 1971 
Pall 1972 

"TT2jTo3- 
l.iixitr 
1.95x10? 
1 
1 
1 
1 
1 

Tidal Prism Spring 
Tide Range 
P (Cu.Ffi).  

Ratio 
P/AxlCH 

~TT 
4.0 
2.1 
2.8 
2.3 
2.3 
2.4 
2.0   (6) 
2.0   (6) 

55X10I1 

86x10? 
78X101* 
64xloi* 
72x10 

TIT 
(2) 
(3) 

1.98xl0i' (5) 

4, • 5 X 10R 108 4. .4 X 

4. .4 X 10° 
4. • 3 X 100 
4. .3 X 10?! 
4, .0 X 1.0° 
4, .0 X 108 

108 
108 

4, .0 X 
4. .0 X 

:4) 

1. 
2. 
3. 
4. 
5. 
6. 

Natural Channel, including San Diego River 
Adjusted pilot channel, dredged in June 1950 
Entrance channel dredged to full dimensions 
Tidal Prism completed to full dimension 
Proposed Maintenance dredging of entrance channel 
The O'Brien equilibrium equation for the relationship 
between the entrance channel with two jetties and the 
tidal prism for a tidal prism(P) of 4.0xlo8 cu.ft. gives 
an equilibrium cross-sectional area(A) of 1.OxlO^sq.ft. 
and P/A is 4.0x10^. This is twice the value of P/A for 
a "Non-Scouring" channel. 

Mr. John M. Nichol, Moffatt & Nichol, Engineers, had occasion to 
use Dr. Keulegan's method in a study of currents at Channel 
Islands Harbor (13) in 1970.  He developed the following maximum 
entrance current velocities for the "non-scouring" entrance 
channels of Southern California: 

San Diego 
Mission Bay 
Newport Bay 
Alamitos Bay 
Marina del Key 

2.1 ft/sec. 
1.9 
1.5 
1.1 
0.4 

Thus it is seen that "tidal scour" is a very minor or non-existant 
factor in design and maintenance of these particular harbors. 
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FIGURE    3 

FIGURE     4 
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CONCLUSIONS 

The principle of a "non-scouring-non-shoaling" channel, such 
as was developed for Mission Bay in 1946-49, is sound so long as 
the following criteria are satisfied:  1) there must be no exterior 
supply of shoaling material either from upland drainage or from 
littoral drift; 2) tidal velocities must be reduced to where there 
is no movement of bottom sediments within the bay or the entrance 
channel; 3) the entrance channel must be of sufficient depth to 
prevent appreciable movement of bottom sediments by wave induced 
currents. 

Problems created by this type channel are: 1) possibility of 
such low tidal velocities as to fail to create adequate flushing 
action and cause pollution problems; 2) a wide entrance channel may 
permit excessive wave energy to be delivered to the inner basins. 
Measures must be taken to properly dispose of this energy by either 
absorption or reflection. 

The most serious problem at Mission Bay resulted from the 
suspension of work on the project from 1951 to 1955 because of the 
Korean War, and the failure of the boating public to appreciate the 
hazards of using a partially dredged entrance channel.  Completion 
of the entrance channel to full dimension eliminated this hazard. 

A jetty-design deficiency had to be corrected because of the 
use of cap rock only in the tide and wave zone above mean lower 
low water level.  The large voids (35 to H0%)   inherent in caprock 
placement permitted an excessive amount of littoral sand to pass 
through the jetty into the channel.  Sealing of portions of the 
jetties to the + 4 foot elevation effectively reduced this shoaling 
factor. 

Since completion of the entrance channel to full design 
dimension in 1959, there has been no serious shoaling or navigation 
problems.  The first maintenance dredging scheduled for the latter 
part of 1972 indicates an average annual rate of shoaling of less 
than 20,000 cubic yards. 
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CHAPTER 44 

SEDIMENT TRANSPORT IN A TIDAL 

John R. Ritter 
Hydrologist 

U.S. Geological Survey 
Water Resources Division 
Menlo Park, California 

ABSTRACT 

Tidal flow and suspended-sediment discharge were measured in or near the 
inlet to Bolinas Lagoon through seven ebbtides and six floodtides.  The 
highest flows and suspended-sediment discharges occurred during the major daily 
ebbtide.  Most transported sediment was sand and most sediment deposited in the 
lagoon was sand.  Computations from a relation of suspended-sediment discharge 
and tidal range indicated that the annual suspended-sediment discharge of 
ebbtides exceeded that of floodtides by 9,000 tons.  The highest concentration 
of suspended sediment occurred near the east shore of the inlet, which is at 
the end of a sand spit. 

The measured volume of water moved by a tide ranged from 180 to 
2,740 acre-feet and the maximum flow measured was 7,900 cubic feet per second. 
The highest average velocity for a measurement was 4.9 feet per second.  The 
maximum average velocity in the inlet occurred within an hour after midtide 
during a floodtide and usually at about one-third tide during an ebbtide.  The 
relation of average tidal velocity (ut) to tidal range (R), was ut = 1.21R'50°; 
the average flow for a tide can be estimated by multiplying this calculated 
average velocity by the average cross section of the inlet. 

INTRODUCTION 

Five series of measurements of the quantity of sediment being transported 
by tides into and out of Bolinas Lagoon, Calif., were made as part of a study 
to determine the rate of sediment deposition in the lagoon and to define the 
sources and movement of the sediment (Ritter, 1970).  Three series of 
measurements were made at the inlet, and two series of measurements were made 
in two channels inside the lagoon not far from the inlet (fig. 1).  In all, 
the suspended-sediment discharge for seven ebbtides and six floodtides was 
determined.  The measurements were made during periods when inflow to the lagoon 
from upland sources was negligible; therefore, the values of sediment discharge 
represent those caused chiefly by tidal action. 

823 
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Bolinas Lagoon, the seaward end of a rift valley created by the San Andreas 
fault, is about 15 miles northwest of San Francisco.  The lagoon has a triangular 
shape with maximum dimensions of 1 by 3 miles and an area of about 1,100 acres. 
Most of the lagoon is under water at high water, whereas over 50 percent of the 
lagoon is usually exposed at low water.  The lagoon has been filling with 
sediment in historic time. 

The mineral content of the bottom sediment in the lagoon, studies of the 
littoral drift, and observations of the littoral current, suggest that a major 
source of the bottom sediment is the cliff west of the inlet.  This cliff is 
eroding at a rate of 2.5 feet per year (A. J. Galloway, oral commun., 1967). 

The inlet to Bolinas Lagoon cuts between the end of a spit and the cliffs 
of a headland (fig. 2). The eastern or spit side of the inlet is composed of 
sand; the bottom of the middle of the inlet is bedrock or sediment larger than 
sand; the west side is bedrock but usually is covered by a narrow sandy beach 
abutting a high cliff. Tidal deltas have formed on both the lagoon and ocean 
sides of the inlet. 

The inlet is 250 to 350 feet wide at mean sea level; the thalweg of the 
inlet is about 11 feet below mean sea level.  The sides of the inlet have a 
slope as much as 16 percent.  The thalweg remained about the same during the 
study; however, the width of the inlet changed greatly, especially between 
elevations of 2 and 8 feet above mean sea level (fig. 3). 

During the first year of the study no large-scale changes in the width 
of the inlet were observed, but in the summer of 1968 the inlet was observed 
to widen considerably.  Between August 1967 and December 1968, the inlet was 
eroded as much as 300 feet laterally and often more than 4 feet vertically. 
Most of the erosion occurred along the spit side of the inlet during the 
summer of 1968.  By July 1969 deposition had replaced much of the sediment 
that had been removed by erosion, and the cross section of the inlet was 
becoming similar to that of August 1967 (fig. 3).  Erosion of the end of the 
spit similar to that observed in 1968 probably recurs at intervals of several 
years but has not occurred recently (probably not within the last decade) 
judging from the quantity of vegetation on the dunes prior to erosion.  The 
cause of the widening of the inlet in 1968 is not known; no correlation with 
wave conditions or littoral drift was observed. 

Time-lapse photography by Beck (1971) from a cliff overlooking the inlet 
pictorially recorded changes in the configuration of the inlet during 
daylight hours for the period January 1968 to July 1969.  That photography 
shows that erosion first began on the ocean side of the spit and that erosion 
moved progressively northward into the lagoon.  Thus, forces responsible for 
the erosion must have originated in the ocean or from nearshore processes. 
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FIGURE 2.--Inlet to Bolinas Lagoon at low water. Pacific 
Ocean in background, Kent Island in right foreground, 
and spit midleft. Town of Bolinas at base of headland 
cliff and atop headland. 
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DESCRIPTION OF SEDIMENT-TRANSPORT MEASUREMENTS 

Suspended-sediment transport in the inlet was measured on June 22, 1967, 
October 24-25, 1967, and May 16-17, 1968. Measurements spanning a 25-hour 
period were attempted during each series of measurements so that data for an 
entire tidal day would be obtained; however, only on October 24-25, 1967, was 
that successfully accomplished. 

A moving-boat technique, in which the boat moved at a rate of about 
10 fpm (feet per minute) along a cable stretched across the inlet, was used 
to measure the flow of water at the inlet. Two current meters, which were 
suspended from the boat and adjusted for changes in depth, measured the 
velocity of the current continuously at 0.2 and 0.8 of the depth.  The 
direction of flow, sensed by a current-orienting compass, depth of water, 
station, meter revolutions, and time were continuously registered on a panel 
of counters aboard the boat.  The panel was photographed about every 30 seconds 
by an automatically triggered 35-mm camera. The difference in the total count 
of meter revolutions per 30 seconds was used to determine the average velocity 
for the increment of width traversed. Then by multiplying the average depth 
of the increment by its width, the area of the increment was obtained. The 
area multiplied by the velocity corrected for the angle of the current to the 
measuring section was the flow for the increment.  The total flow was the sum 
of the flows of the increments.  The above calculations were made by computer 
from data tabulated from the film.  Measurements of flow took from 9 to 
25 minutes.  The measured flow was assumed to equal the flow at the midpoint 
of the time interval of the measurement. 

Suspended-sediment samples were collected from the same boat while flow 
was being measured. Depth-Integrated samples were collected at five to seven 
stations during each measurement.  On another boat, also in the inlet, point 
samples of suspended sediment were collected from various depths, and samples 
of sediment moving along the bottom of the inlet were collected with an 
Arnhem sampler so that bedload could be calculated. 

An example of the temporal variations of tidal stage, average velocity, 
water flow, suspended-sediment discharge, and average concentration of 
suspended sediment for the three series of measurements is shown in figure 4. 
Tidal ranges during the three measuring periods varied from 0.2 to 5.7 feet 
(table 1); both extreme ranges were during ebbtides. 

The maximum average velocity of a flow measurement, 4.9 fps (feet per 
second), occurred during the ebbtide having the maximum tidal range; the 
maximum instantaneous velocity at a vertical, 6.7 fps, also occurred then. 
The flow velocity in the inlet was consistently higher near the middle of the 
channel except sometimes when the tide was beginning to reverse. The inlet 
would be considered a neutral channel as there was no difference in the zones 
of maximum velocity for floodtide and ebbtide.  Therefore, presence of flood 
and ebb channels could not be detected.  The average velocity of the flow of 
each tide measured ranged from 0.4 to 2.8 fps (table 1). 
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The maximum flow measured during an ebbtide was 7,900 cfs; that during 
a floodtide was 5,810 cfs.  Maximum flow usually coincided with the 
occurrence of maximum average velocity; however, maximum flow during the 
floodtide of June 22, 1967, followed the occurrence of maximum velocity when 
the increase in area of the channel offset the decrease in velocity. 
Conversely during some ebbtides maximum flow in an inlet may precede maximum 
velocity when the decrease in channel area offsets the increase in velocity. 
The total volume of water transported during an ebbtide ranged from 180 to 
2,740 acre-feet during the measurement period (table 1). The volume of water 
for the measured floodtides ranged from 1,330 to 2,000 acre-feet. 

Average concentration of suspended sediment for a flow measurement 
ranged from 5 to 862 mg/1 (milligrams per liter).  The lowest average 
concentration occurred during the ebbtide having the minimum tidal range 
(0.2 foot) and the minimum average velocity (0.4 fps) of the tides studied; 
the highest concentration occurred during the ebbtide having the maximum 
range (5.7 feet) and the maximum average tidal velocity (2,8 fps).  Average 
concentrations during floodtides ranged from 9 to 125 mg/1. Thus, the 
maximum average concentration measured during an ebbtide was about 7 times 
greater than the maximum measured during a floodtide. 

The highest concentrations of suspended sediment usually occurred near 
the end of the spit and probably were caused by the local erosion of sand 
from the spit.  Concentrations also increased with depth.  Most of the 
temporal, lateral, and depth fluctuations of suspended-sediment concentration 
were caused by changes in the concentration of suspended sand.  The 
concentration of suspended sediment finer than sand remained relatively 
constant. 

The measured instantaneous suspended-sediment discharge was as much as 
11,600 tons per day, 98 percent of which was suspended sand.  The total 
discharge of suspended sediment for the floodtides ranged from 85 to 152 tons, 
and the total discharge for ebbtides ranged from 3 to 1,150 tons (table 1). 

Nineteen bedload measurements were made in the inlet during the series 
of suspended-sediment measurements.  The maximum instantaneous bedload 
measured was 370 tons per day, but the high velocity in the inlet prevented 
sampling at the higher flows when probably much more bedload was transported. 
If the total load is assumed to be the sum of bedload and suspended-sediment 
discharge, then as much as 48 percent of the total load was bedload and the 
average was 16 percent.  Most of the sediment transported as bedload moved 
along the bottom of the eastern or spit side of the inlet, the area of the 
highest suspended-sediment concentration.  The size of the sediment moved as 
bedload generally increased from the end of the spit toward the center of the 
inlet, and the median size of the bedload material ranged from 0.2 to 8.9 mm. 
Dune movement of at least part of the bedload is suggested as dunes with 
amplitudes of as much as 2 feet were observed along the end of the spit at 
low water. 
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Between May 17 and November 14, 1968, the inlet to Bolinas Lagoon widened 
to such an extent that the wave action in the inlet precluded measuring 
sediment discharge in the inlet for the last two series of measurements. 
Instead, the measurements were made simultaneously at two cross sections inside 
the lagoon, one in Seadrift channel and the other in Bolinas channel (fig. 1). 
Discharges were measured only during one ebbtide and one floodtide each time. 

The measurements of flow and suspended-sediment discharge in the Bolinas 
and Seadrift channels were made by a combination of wading measurements and 
boat measurements, using standard Geological Survey techniques (Buchanan and 
Somers, 1969).  The tidal range during the measurements was as much as 4.7 feet 
and as small as 2.0 feet (table 2). Both extreme ranges occurred during 
ebbtides. 

The maximum average velocities for flow measurements in Seadrift channel 
and in Bolinas channel (2.2 and 1.4 fps) , were much lower than those measured 
in the inlet.  The highest velocity for each flow measurement in Seadrift 
channel occurred in the south part of the channel during ebbtide and the north 
part of the channel during floodtide.  Thus, ebb and flood channels seem to 
have developed with the main current of the ebbtide flowing close to the spit 
and that of the floodtide near Kent Island. No consistent difference in the 
zones of maximum velocity for ebbtide and floodtide were observed in the 
Bolinas channel, which seemed to be a neutral channel. 

The instantaneous suspended-sediment discharge measured in Seadrift 
channel was as much as 1,830 tons per day for an ebbtide and as much as 
1,080 tons per day for a floodtide; and in Bolinas channel it was as much as 
78 tons per day for an ebbtide and as much as 57 tons per day for a floodtide. 
The total suspended-sediment discharge measured in Bolinas channel averaged 
about 5 percent of the total suspended sediment measured in both channels. 

Bedload was measured intermittently in the Seadrift and Bolinas channels 
on November 14, 1968.  Bedload was collected only in three of the seven 
attempts and the maximum bedload was only 10 tons per day which represents 
about 1 percent of the total load.  In contrast, two bedload measurements, 
136 and 28 tons per day were made at the inlet during the measurements of 
suspended-sediment discharge in the Seadrift and Bolinas channels in May 1969. 
These bedloads represent about 24 and 29 percent of the total load.  These 
observations suggest that most of the bedload transported in the inlet 
probably moved only in the area in and near the inlet.  It is interesting, 
however, that some fluorescent sand placed in the inlet on November 14, 1968, 
at slack tide was collected as bedload at the measuring cross section in 
Seadrift channel 2 hours later. 
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DISCUSSION 

Although data collected through only seven ebbtides and six floodtides 
are hardly adequate for a thorough analysis of tidal parameters, certain trends 
are discernible by studying the interrelations between the various parameters 
and comparing the data with data and observations by others. 

The figures given previously show that the maximum velocity, flow, 
suspended-sediment concentration, and suspended-sediment discharge of the 
measured tides all occurred during ebbtide.  This was expected because, 
generally, lower low water follows higher high water, and the major daily 
ebbtide at Bolinas Lagoon occurs then; therefore, under normal conditions a 
larger volume of water and sediment would be moved during that ebbtide than 
during a floodtide.  However, no measurements were made during a storm, which 
may cause floodtides to transport more sediment into the lagoon than they 
normally would. 

Velocity of Flow 

The equation that relates the average velocity of a tide to tidal range 
at Bolinas inlet is: 

ut = 1.21R-
508 (1) 

where    ut = the average tidal velocity and 
R = the tidal range. 

This indicates that average tidal velocity is approximately proportional to 
the square root of the range. The average difference between the nine measured 
velocities and velocities calculated from corresponding tidal ranges using 
equation 1 is about 12 percent; the maximum difference is 19 percent. 

The equation for the curve of relation of the average velocity for each 
flow measurement made at the inlet to the maximum velocity observed during 
that measurement is: 

umax = 1.64u-
825 (2) 

where   umax = the maximum velocity and 

u = the average velocity for a flow measurement. 

It is interesting to note that, in the inlet, the maximum velocity measured 
in a vertical for each floodtide ranged only from 3.9 to 4.3 fps, but the 
tidal ranges for these floodtides ranged from 1.3 to 4.3 feet.  In contrast, 
the maximum velocity in a vertical for each ebbtide that had similar tidal 
ranges (1.3 to 4.5 feet) ranged from 3.0 to 5.5 fps. 
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The two highest mean inlet velocities for a measurement were 4.90 and 
4.71 fps. The Froude numbers for those two velocities were 0.31 and 0.33, about 
50 percent greater than 0.2, which was given by Bruun (1967, p. 173) as the 
Froude number for tidal inlets at the maximum current velocity. However, Bruun 
(1966, 1967) also reported that the maximum mean velocity in tidal inlets 
should be about 1 meter per second (3.28 fps), a velocity well below the maximum 
mean instantaneous velocity observed in the Bolinas inlet.  The Froude number 
computed for the Bolinas inlet for velocities nearest 3.28 fps for each of the 
three periods of measurement ranged from 0.19 to 0.24, which are comparable to 
the Froude number of 0.2 given by Bruun. 

The maximum velocity of floodtide at the Bolinas inlet generally occurred 
within an hour after midtide, but the maximum velocity of three of the five 
ebbtides that were measured occurred near one-third tide and preceded half tide 
by as much as 90 minutes. The maximum velocity of the May 16 ebbtide (table 1) 
occurred at about three-quarters tide, but some erratic velocities measured 
during that tide probably were related to the tsunami that struck the coast 
that ,day.  The maximum velocity of the ebbtide of October 25 (table 1), 
occurred about half tide, but the tidal range was only 0.2 foot and the flow 
was very small.  Therefore, at Bolinas inlet the maximum velocity of floodtide 
probably occurs slightly after half tide and the maximum velocity of ebbtide 
probably occurs at about one-third tide. 

Because the maximum velocity often is reached early in an ebbtide, the 
ebbtide velocity often increases more rapidly to its maximum than it decreases 
to its minimum as slack water approaches.  In other words, a plot of velocity 
and time during an ebbtide is skewed toward the later part of the tide.  The 
temporal relation for the floodtide velocity is more symmetrical with perhaps 
a slightly more rapid decrease than increase. 

Flow 

The average flow through the inlet for a tide can be estimated by 
multiplying the average velocity, as computed from equation 1, by the average 
area of the cross section for that tide as determined from a hydrographic 
survey.  The average difference between the calculated flow and the measured 
flow was 13 percent, and the differences ranged from 0 to 50 percent (table 3). 

The ebbtide flow in the inlet and in Seadrift and Bolinas channels 
generally increased more rapidly than it decreased.  A combination of higher 
velocities and a larger channel cross section before the middle of ebbtide 
produced the more rapid increase.  Conversely during floodtide, because the 
cross section increased throughout the tide and higher velocities occurred 
at or after half tide, maximum flow occurred after midtide and thus the rate 
of flow decreased more rapidly than it increased. 
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TABLE .aauii 3-—A comparison of average tidal flow calculated from computations of average 
velocity and average channel area with average flow determined by tidal measurement 

Tidal 
range 
(ft) 

Average 
velocity1 

(fps) 

Average 
channel 
area2 

_(sq ft) 

Average 
flow 
(cfs) 

Measured 
average 
flow 
(cfs) 

Difference 
in flow 
(cfs) 

Percent 
difference 

June 22, 1967 Flood 4.3 2.5 1,440 3,600 4,000 -400 10 
Ebb 1.2 1.3 1,790 2,300 2,300 0 0 

Oct. 24-25, Flood 1.3 1.4 1,840 2,600 2,700 100 4 
1967 Ebb 4.5 2.6 1,460 3,800 3,100 +700 23 

Flood 3.2 2.2 1,250 2,800 2,300 +500 22 
Ebb .2 .5 1,600 800 700 +100 14 

May 16-17, Ebb 1.1 1.3 1,620 2,100 2,300 -200 9 
1968 Flood 2.4 1.9 1,860 3,500 3,100 +400 13 

Ebb 5.7 2.9 1,500 4,400 3,900 +500 13 

Nvo. 14, 1968 Ebb 2.0 1.7 1,680 2,900 3,100 -200 6 
Flood 2.3 1.8 1,740 3,100 3,800 -700 18 

May 20, 1969 Ebb 4.7 2.6 1,520 4,000 3,700 +300 8 
Flood 3.5 2.3 1,300 3,000 2,000 +1,000 50 

Calculated from equation 1. 
Calculated from average channel area determined from survey of August 1967. 
^Product of average velocity and average channel area. 
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The volume of water that flowed into and out of the lagoon by tides as 
determined from the tidal measurements was from 0.47 to 0.98 of the volume 
of water computed from the tidal prism of the lagoon. The average rate of 
change in tidal stage during an ebbtide or floodtide may be related to these 
ratios.  If the stage for an entire tide rose or fell at an average rate of 
more than 0.3 foot per hour, the average ratio was about 0.65; if the average 
rate was less, the average ratio was about 0.95.  These ratios were 
particularly consistent for the measurements made at the inlet.  The 
measurements did not equal the volume of the prism because the water level 
in the lagoon is not horizontal.  Tide records showed that the elevations of 
the tidal stage at various points in the lagoon differed as much as 2 feet 
at a given time. 

Sediment Discharge 

The maximum concentration of suspended sediment during a tide usually 
was observed within about a half hour of the time of the highest measured 
velocity for that tide. Postma (1967, p. 163), observed that usually there 
was a lag between the time of slack tide, when the average velocity is zero, 
and the time of the lowest concentration of suspended sediment. The lag 
was explained by the fact that, during a period of decreasing velocity, 
time is needed for sediment to settle and that during the succeeding period 
of increasing velocity, it takes time to reach a velocity that will 
resuspend sediment.  At Bolinas Lagoon the concentration of suspended 
sediment sometimes decreased slightly during the first two measurements 
made after slack tide, an indication of the lag noted by Postma.  The lowest 
overall concentrations for a tide occurred during an ebbtide with a tidal 
range of about 0.2 foot and a maximum average velocity of only about 1 fps. 
The ebbtide lasted only 3 hours, and the concentration of suspended sediment 
decreased progressively from 26 to 5 mg/l during that time. 

Maximum average concentration of suspended sediment and tidal range 
for the five ebbtides measured at the inlet seemed to be directly correlated. 
No such correlation was perceived for the floodtides. 

Suspended-sediment discharge is related to availability of erodible 
sediment, velocity, tidal range, and water flow.  Colby (1964) showed that 
in sand-bed streams a relation existed between stream velocity and the 
discharge of sand.  Data from measurements made at the inlet and at Seadrift 
and Bolinas channels were used to relate the discharge of suspended sediment 
in the inlet to average velocity (fig. 5).  Discharge of suspended sand 
was similarly related and a comparison of the two curves is shown in 
figure 5. The sand discharge became almost the total suspended discharge 
when an average velocity of about 3 fps was reached. 
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The relation of flow to suspended-sediment discharge for each of the 
periods of measurement was fairly consistent. This relation, however, 
changed during the tide. The suspended-sediment discharge for a given flow 
and the suspended-sediment concentration for a given velocity were larger 
in the later part of the ebbtide than they were in the earlier part.  Except 
for the maximum flow, a given flow occurs twice during a tide; therefore, a 
plot of flow and suspended-sediment discharge and that for velocity and 
suspended-sediment concentration form loops which are counterclockwise with 
respect to time (fig. 6).  The variation in suspended-sediment discharge at 
a given flow at the inlet was less than the variation at Seadrift channel.  Part 
of the reason for this loop relation is the fact that an eroding velocity 
greater than a transporting velocity must be reached before sediment will move. 
In other words, once sediment is suspended by a moving current, less velocity is 
required to keep it moving. 

The curve representing the floodtide relation of flow velocity to 
suspended-sediment discharge tends to loop in a clockwise direction (fig. 7). 
In this case, the rate of sediment transport was greater when a given flow 
first occurred than when it occurred again.  The difference in the direction 
of the loop at floodtide and at ebbtide can be explained by differences in 
the relation of velocity and area of the channel during floodtide and 
ebbtide.  The area of the channel is greater and the tidal velocity is less 
when the given flow first occurs than when it occurs later.  During a 
floodtide, the process is reversed; the area increases and velocity 
decreases between the first and second time that a given flow occurs. 
Because suspended-sediment concentration is related to velocity, the 
concentration at a given flow is less early in an ebbtide than it is later 
in the ebbtide, and the concentration is higher early in a floodtide than 
it is later when the given flow again occurs. 

Maximum suspended-sediment discharge and maximum flow seldom occurred 
at the same time. Usually maximum flow occurred before maximum 
suspended-sediment discharge although maximum flow occurred later during 
three of the tides measured. 

Several methods o£ computing the suspended-sediment discharge were tried. 
The method that provided the best estimate was the simple relation of the 
suspended-sediment discharge per tide (Qs) to the tidal range (R).  The 
equation of the line of relation is: 

Qs = 31.3R
1*433. (3) 

However, the difference between the suspended-sediment discharge calculated 
from the above equation and that determined from tidal measurements was as 
much as 201 percent; and averaged 49 percent. 
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Although the accuracy of suspended-sediment discharges calculated from 
equation 3 may seem questionable, annual suspended-sediment discharges for 
2 years were computed using the equation.  Floodtides carried an average of 
115,000 tons per year of suspended sediment into the lagoon and ebbtides 
carried an average of 124,000 tons per year of material out of the lagoon. 
Thus, suspended sediment transported out of the lagoon exceeded that 
transported into the lagoon by about 9,000 tons per year.  Bedload transported 
by ebbtides was 2,000 tons more than bedload transported by floodtides.  Other 
calculations of sediment transport showed that about 46,000 tons per year were 
added to the lagoon by streams, wind, and bank erosion.  The average net 
quantity of sediment added to the lagoon each year, therefore, is 35,000 tons. 
That weight of sediment, assuming 19  Ibs/cu ft, represents a depositional rate 
of 21 acre-feet per year which is comparable to the rate of 16 acre-feet per 
year determined from surveys of the lagoon made in 1939 and 1968.  Thus, 
calculations made from equation 3 seem to be adequate. 
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ABSTRACT 

Extensive coastline changes around the Ponce de Leon Tidal 
Inlet, Florida, are described, discussed and explained. These 
changes started developing immediately after the beginning of the 
construction of two jetties on both sides of the inlet forming part 
of a plan to stabilize the inlet, improve navigation conditions and 
bypass sand effectively. The mean annual littoral transport of sand 
was considered to be from north to south. 

Rapid sand accretion south of the south jetty started 
immediately after the beginning of its construction in 1969, reaching 
by November, 1971, a volume of approximately 1,400,000 cu. yds. 
Aerial photographs suggest that the sand was transported there from 
the south during the summer periods of northerly drift and from the 
offshore bar by refracted waves from the north. The accumulated sand 
is well protected by the south jetty during the winter storms from 
the northeast. Coastline and duneline recession occurred north of 
the inlet due, at least partially, to the described sand retention. 

It is concluded that for inlets where the littoral drift 
reverses its direction, the net annual rate of littoral transport is 
not a unique design criterion. Instead the total sand volumes 
transported annually in either direction should be considered. 

INTRODUCTION 

The importance of estuaries and bays as centers of population 
growth and industrial development is well-known, and man's historical 
development has been closely linked with these two geomorphological 
features. It is sufficient to only mention that about one-third of 
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the population of the United States lives and works near estuaries and 
that most of the world's large metropolitan areas, such as London, 
New York, Tokyo, Shanghai,- Buenos Aires, San Francisco, Osaka, Montreal 
and New Orleans, border estuarine and bay areas. 

Estuaries and bays are semienclosed water bodies with one 
or more free connections with the open sea through which the tidal 
energy and the sea salts are transmitted. When the discharge of 
fresh water derived from upland sources is sufficient to measurably 
dilute the sea water within the semienclosed body then the latter is 
called an estuary, (1),* otherwise it is referred to as a bay. 

Geomorphologically bays and estuaries can be classified into 
the following four subdivisions (1): (a) drowned river valleys; 
(b) fjords; (c) bar-built and (d) generated by tectonic processes. 
The first, and most common, type has been formed by the inundation 
of an alluvial plain by sea water during the postglacial period. It 
is normally characterized by an abundance of fresh water supply and 
river born sediment, flat slopes and relatively low depths. The 
second, encountered predominantly in zones subjected to heavy 
glaciation, are inundated U-shaped valleys gouged out by glaciers. 
They have narrow long shapes, high depths, a shallow entrance sill in 
certain cases and steep ground slopes. Fresh water supply may or 
may not be significant. The third type is formed where offshore 
barriers, sand islands and spits build above sea level forming a 
chain between headlands broken by one or more inlets. The enclosed 
water body has generally an elongated shape parallel to the main 
coastline. Similar sand barriers can be formed across the mouth of 
drowned river valleys in the presence of intense littoral sand 
transport. The fourth subdivision is very  general and it encompasses 
all these coastal indentures formed by faulting and local ground 
subsidence. 

Navigation is particularly critical through tidal inlets 
between sand barriers due to: (a) gradual shifting of the inlet in 
the dominant direction of sand transport; (b) shoaling and shifting 
of the natural channels; (c) existence of an offshore bar, 
completely or partially submerged with relatively shallow depths 
and intense wave breaking and (d) intense currents due to tides and 
to wave action. 

Stabilization of such tidal inlets and improvement of 
navigation conditions has been one of the major problems confronting 
coastal engineers. The normal method of inlet improvement has been 
to provide jetties flanking the inlet channels. Such jetties, 
however, obstruct the littoral transport of sand, so that sand 
accretion at the updrift side of the inlet and erosion at the 

*Numbers in parenthesis indicate references at the end of the paper. 
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downdrift side may develop. Eventually at the updrift side the 
accumulated sand may reach the offshore tip of the jetty and enter 
into the channel, whereas at the downdrift side the erosion may 
reach objectionable proportions. The reestablishment of the sand 
balance can be accomplished by bypassing the sand artificially 
from the updrift accretion zone to the downdrift depleted beaches 
(2,3). 

An optimum inlet stabilization system should provide maximum 
safety to navigation at the lowest possible construction and 
maintenance cost. A relatively new design consists of two jetties, 
a submerged weir, forming the near-coast portion of the updrift 
jetty, and an impoundment basin close to the weir, between the 
updrift jetty and the entrance channel. The main objectives of the 
design are: (a) to control the sand accretion at the updrift side 
of the inlet, by allowing sand to pass over the submerged weir 
portion of the jetty and (b) to collect any sand passing over the 
weir into the protected impoundment basin from where it can be 
conveniently dredged and placed on the downdrift side. 

Such a system has recently been completed at the Ponce de 
Leon Inlet in Florida, U.S.A. A project supported by the Coastal 
Engineering Research Center of the U.S. Army Corps of Engineers 
was initiated in the summer of 1970 at the University of Florida in 
order to determine the effect of the jetties on the adjacent coastline 
and to estimate the percentage of littoral transport passing over 
the weir and entrapped into the impoundment basin. The coastline 
changes to February, 1972, north and south of the inlet are herein 
presented and discussed. These changes already provide valuable 
information regarding the function of a jetty-weir-impoundment basin 
system at inlets where the littoral transport periodically reverses 
its direction although the net drift is always unidirectionally 
the same on an annual basis. 

BACKGROUND INFORMATION 

Location and Physical Characteristics 

The Ponce de Leon Inlet is located in Volusia County on the 
east coast of Florida, about 65 miles south of St. Augustine Harbor 
and about 57 miles north of Canaveral Harbor. Figure 1 shows an 
aerial photograph of the inlet and of the immediately adjacent area. 
The inlet connects the Atlantic Ocean with the Halifax River and the 
Indian River North. The former extends from the inlet northward 
about 24 miles whereas the latter extends southward from the inlet 
to the Mosquito Lagoon (4). Both rivers, however, are essentially 
bar-built tidal estuaries. 



846 COASTAL ENGINEERING 

Fig. 1. Ponce de Leon Inlet on April 4, 1967. 

The mean tidal range is 4.1 ft. in the ocean and 2.3 ft. 
just inside the inlet. Spring ranges are 4.9 ft. and 2.7 ft., 
respectively. The estimated mean and spring tidal prisms are 8000 
acre-feet and 9000 acre-feet, respectively. The beach is low and 
flat and, prior to the construction of the jetties, it was 400 to 500 
ft. wide just south of the Ponce de Leon Inlet (4). 

The beach sand is, like for the most part of the Volusia 
County, clean, fine, relatively uniform with a mean grain size 
around 0.2 mm and hard packed. The shell content is very  small 
but it begins to increase about 8 miles south of the inlet resulting 
in a steeper profile and a softer beach. Past records (4) indicate 
an average annual recession in the 2-mile reach immediately north of 
the inlet of about 7 ft. per year. For the 4-mile reach immediately 
below the inlet shoreline recession is accompanied by accretion of 
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the offshore part of the profile. This phenomenon could be caused 
by displacement of material from the upper part of the profile 
offshore into the lower or seaward part of the profile and by 
similar displacement of drifting material by the "jet effect" of the 
ebb tide. Moreover, there are indications that the shores in the 
neighborhood of the inlet underwent periodic revulsions whereby 
material accumulated on the north beach over a period of some 
years disassociated itself from the mainland and was transported 
across the inlet to the south beach, thereby creating an apparent 
eroding condition north and an accreting condition south of the 
inlet. 

The movement of sand along the ocean shoreline of the South 
Atlantic coast of the United States varies seasonally. During the 
summer months gentle wiads from the south create waves and swells 
which move the sand in a south to north direction. However, the 
more violent northeast waves and storms generate a higher littoral 
transport rate from north to south so that the predominant annual 
drift is to the south. The estimated average annual littoral 
transport rates (4) for the zone between Oregon Inlet, North 
Carolina,to Key West, Florida vary widely from negligible to a 
maximum of 500,000 cu. yds.; however, the volume of material being 
transported past a fixed point onshore in one direction can amount 
to well over 1,000,000 cu. yds. annually. According to the same 
estimates the net annual littoral transport in the neighborhood of 
the Ponce de Leon Inlet is 500,000 cu. yds., i.e., one of the 
highest. Gross annual drift rates are estimated to be about 
600,000 cu. yds. southerly and 100,000 cu. yds. northerly. 

Navigation 

Navigation through the original natural inlet had always 
been difficult and hazardous; nevertheless,according to historical 
accounts, the inlet has been used for navigation for more than two 
hundred years. A typical fan shaped sandbar lies across the ocean 
entrance over which intense wave breaking takes place. Inadequate 
depths across the bar and continuous shifting of the channel crossing 
that bar cause the principal difficulties and hazards to navigation. 
In fact prior to the jetty construction the bar-channel shifted so 
rapidly and so often that it was difficult for the Coast Guard to 
maintain channel markers in proper positions (5). Substantial 
shifts have been reported by boatmen occurring between their outbound 
and inbound passages on the same day. The situation becomes par- 
ticularly hazardous during periods of low tides and high seas or 
swells. At least six lives have been reported lost between 1957 and 
1963 as a result of boat capsizing in the inlet. 

Prior to the present improvement plan, engineering operations 
to improve navigation conditions in the Ponce de Leon Inlet have 
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been minimal. The earliest engineering structure is a lighthouse 
provided by Congress in 1882 and constructed shortly after on the 
north shore of the inlet. From 1936 to 1949 occasional dredging 
operations were attempted; however, any newly dredged channel 
filled very rapidly. In September, 1962, the inlet channel extended 
in an easterly direction with depths ranging from less than 6 ft. 
across the bar to 35 ft. in the gorge (5). 

The Present Inlet Stabilization Plan 

In general the project plan, outlined in Fig. 2, consists of 
an entrance channel, a pair of jetties and an impoundment basin 
south of the north jetty. The north jetty contains a submerged weir 
section to allow the southward moving sand to pass over it and 
deposit in the impoundment basin. This basin would then be dredged 
periodically with the material being placed on the beach south of 
the inlet. This design was based on the previously mentioned mean 
annual rate of littoral southerly drift, an expected rapid accretion 
north of the north jetty, negligible accretion immediately south of 
the south jetty and beach erosion further south of the inlet. The 
design details are given in (6). 

The north jetty is composed of 500 ft. of prestressed 
concrete sheet piling, 1800 ft. of weir and 1750 ft. of rubble mound 
section. The first 250 ft. section of sheet piling has a crest 
elvation of +10.00 ft. with the crest of the remaining 250 ft. sloping 
linearly to an elevation of +4.00 ft.  The weir section is 
composed of a series of prestressed concrete king piles 3 ft. deep 
and 2 ft. wide with slots for the fitting of the beams. The latter, 
also of prestressed concrete, are properly keyed to each other. It 
was intended initially to have an adjustable crest weir; however, 
because of construction difficulties, the design was changed into a 
fixed crest weir. The first 300 ft. of the weir crest are at an 
elevation of +4.00 ft. whereas the crest elevation of the remaining 
1500 ft. of the weir is 0.00, which is taken at mean low water level. 
The crest elevation of the 1750 ft. of the rubble mound offshore 
section of the jetty is +7.00 ft. 

The south jetty has a total length of about 3800 ft. It is 
entirely rubble mound construction of variable composition (6). 

The impoundment basin, shown in Fig. 2, is located between 
the weir and the channel. Its horizontal area is about 600,000 ft.2 

and it is to be dredged to an elevation of -20.00 ft. The average 
natural bottom elevation at the location of the impoundment basin 
was about -2.00 ft. Thus an 18 ft. initial dredging depth is 
anticipated corresponding to about 400,000 cu. yds. of dredged 
material. The outlined design was based on an amount of littoral 
drift of 310,000 cu. yds. expected to pass over the weir annually. 
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A 7,200 ft. long entrance channel leads from the ocean to 
the Halifax and Indian River north, where it divides into two inner 
channels following these two rivers. The entrance channel has been 
designed with a width of 200 ft., a depth 12 and 15 ft., an over- 
depth of 2 ft. and a side slope (vertical on horizontal) 1 on 5. 
Its excavation quantity including the overdepth is 178,000 cu. yds. 
The inner channels have been designed with a width of 100 ft., 
depths of 7 and 12 ft., overdepth of 1 ft. and side slopes of 
1 to 3. The excavation quantity including the overdepth is 
74,000 cu. yds. The initial cost estimate for the entire project 
was approximately $3,000,000 (6). 

The original plans provided distinct dredge disposal sites. 
Of interest to the present work is that material excavated from the 
entrance channel and the impoundment basin was to be disposed 
immediately south of the south jetty in order to assure a strong 
land connection between the west end of the south jetty and the 
existing barrier beach. Figure 2 shows an outline of the present 
shoreline at M.L.W. and of the expected new shoreline after the 
dredge disposal. 

The following have been the various stages of construction 
in chronological order: 

1. The construction of the south jetty started in July, 1968, 
and was completed in October, 1969. 

2. The driving of the sheet piling section of the north 
jetty started in September, 1968, and was completed in 
October, 1968. 

3. The driving of the king piles of the weir section started 
in October, 1968, and was completed in March, 1969. 

4. The 1800 ft. rubble mound section of the north jetty began 
in January, 1970, and was completed in July, 1971. 

5. The horizontal weir beams were placed between March 
and July, 1971. 

6. The dredging of the impoundment basin began in August, 
1971, and was continued to February, 1972, at which time 
it was interrupted due to bad weather conditions. It was 
resumed in May, 1972, and it was completed in August, 
1972. 

7. The dredging of the interior channel on the Indian River 
began in September, 1971, and was completed in February, 
1972. 
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The dredging of the entrance channel started in July, 
1971, but it was interrupted in February, 1972, also 
because of bad weather conditions. That dredging has 
not been resumed as of July 1, 1972. 

THE COASTLINE CHANGES 

Dramatic changes in the coastline south of the inlet started 
occurring immediately after construction of the south jetty. These 
changes can most readily be observed in a sequence of aerial 
photographs taken apart at low tides between April, 1967, and 
February, 1972, at an original scale of 1:9600. Some of these 
aerials are reproduced in this paper at a scale of approximately 
1:21600. 

Figure 1 shows the inlet on April 4, 1967, more than a year 
before the beginning of any engineering operations. The interior 
and exterior shoals and the main channel can be observed. The 
large number of breakers is, moreover, indicative of the low off- 
shore bottom slope. The angle of the wave crests with the north 
coastline suggests a southerly wind direction; however, there is an 
obvious refraction pattern around the inlet modifying the direction 
of the wave crests and causing them to converge towards the inlet 
from both directions. 

Figure 3 shows the beach developments at the inlet in 
August 1969, about a year after the beginning of the construction 
of the south jetty. The north jetty did not provide until that date 
any obstruction to littoral transport since only the king piles were 
driven and the construction platform placed, as shown. Thus, 
insignificant coastline changes occurred in the north coastline; 
however, the changes in the coastline south of the south jetty were 
enormous and spectacular. The coastline at low water level 
advanced by about 1500 ft. right next to the jetty, about 600 ft. 
at a distance of 1500 ft. south of the tip of the jetty and about 
200 ft. south of the point where the original coastline bends to 
its north-south direction. The entrapment of water indicates that 
sand advanced from the south to the jetty bent over the originally 
shallow offshore zone with part of it passing through the jetty 
into the inlet. The refraction pattern with wave crests converging 
to the inlet from both directions is again obvious; so are the 
offshore shoals as demonstrated by the breakers. A patch of 
shoal just offshore of the new M.L.W. line and the refraction pattern 
suggests that sediment is being transported from the offshore 
shoals towards the beach. Likewise the near coast shoaling patterns 
immediately south of the north jetty and the direction of the wave 
crests suggest sand transport inside the inlet. 
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Fig. 3 Ponce de Leon Inlet - August, 1969 

Fig. 4 Ponce de Leon Inlet - December 12, 1969 
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Figure 4 shows the situation around the Inlet on December 12, 
1969, i.e., shortly after the completion of the south jetty. The 
M.L.W. line at the jetty has advanced since August, 1969, by 
approximately 600 ft. The refraction pattern and the related direc- 
tion of sand movement to the south coast are about the same as in 
Fig. 3. 

Figure 5 shows the inlet on the 7th of April, 1970. The 
coastline at the jetty, during these last 4 months advanced only 
150 feet seaward in contrast to the 600 ft. advancement during the 
previous 4 month interval. It appears, therefore, that the sand 
entrapped south of the south jetty is well protected against the 
storms from the north, which are dominant from late fall to late 
spring; in fact the refraction pattern indicates that these storms 
may even contribute to the building of the south beach by 
transporting sediment from the offshore bar, which, in turn, is 
supplied by sediment transported to the inlet from the north. In 
the same figure, a shoal can be observed creeping to the north, 
as suggested by its shape and by the pattern of the refracted wave 
crests. Other significant observations are the increased volume of 
sand deposited at the inlet west of the north-south section of the 
south jetty, the beginning of a sand build-up north of the sheet 
piling section of the north jetty and an initiation of beach erosion 
south of that sheet piling. Between August, 1969, and April, 1970, 
the beach immediately north of the sheet piling has advanced by 
200 ft. whereas the average recession south of the sheet piling is 
about 100 ft. 

The aerial survey of June 8, 1970, shown in Fig. 6, disclosed 
little change in the entire situation except some recession north 
and south of the sheet piling section of the north jetty, which is 
believed to be a short term phenomenon. However, as Fig. 7 
indicates, during the summer of 1970 the beach at the south jetty 
advanced eastward by approximately another 500 ft. This was the 
result of a northward advancement of the previously mentioned shoal 
2000 ft. south of the jetty first observed in April of 1970. When 
this shoal reached the jetty it entrapped water thus creating an 
internal lagoon. Waves and tidal currents initiated subsequently 
an erosion process with the eroded sand being washed through the 
breakwater into the inlet. The first 800 feet right south of the 
jetty from the bend point, which in July, 1970, were covered with 
dense sand, were submerged by December of the same year even at 
low tides. The only sand supply to the internal lagoon is wind 
blown. No significant changes are observed in Fig. 7 in the 
neighborhood of the sheet piling of the north jetty. The crest of 
the apparently light waves seem to push sand towards the beach right 
next to the north jetty platform, whereas the refracted waves further 
onshore seem to erode the beach south of the sheet piling transporting 
sand towards the entrance channel. 
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Fig. 5 Ponce de Leon Inlet - April 7, 1970 

Fig. 6 Ponce de Leon Inlet - June 8, 1970 
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Fig. 7 Ponce de Leon Inlet - December 22, 1970 

Fig. 8 Ponce de Leon Inlet - April 9, 1971 
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By April 9, 1971, the south coastline advanced by only 
100 ft. (Fig. 8). This is just about equal to that which occurred 
between December, 1969, and April, 1970 (Figures 4 and 5). However, 
right north of the sheet piling the shoreline advanced by about 
200 ft. whereas the beach south of the sheet piling remained 
practically unchanged. The area of the internal lagoon had been 
somewhat reduced apparently due to wind blown sand. 

By July 18, 1971, the south beach advanced by another 50 ft. 
towards the tip of the jetty (Fig. 9) with negligible change in 
the internal lagoon. By the same date the beach north of the sheet 
piling advanced by another 100 ft. However, the erosion immediately 
south of the sheet piling started becoming obvious with an average 
recession of about 200 ft. in 3 months. Again the advancement of 
sand from the offshore bar to the inlet becomes obvious. 

By November, 1971, the coastline reached the eastern tip 
of the south jetty. By that time the dredging of the entrance 
channel had begun by a pipeline dredge disposing the dredged material 
south of the south jetty and filling the internal lagoon. 

The aerial of December 13, 1971, shows a similar situation 
to that of November, 1971 (Fig. 10) with an advancement of the 
coastline to the tip of the south breakwater. Little future 
advancement of the coastline may be expected at this location and 
the south beach appears to be near its new quasi equilibrium 
profile with seasonal localized erosions and accretions. This 
conclusion is confirmed by Figures 11 and 12 showing aerials taken 
on January 28, 1972, and February 22, 1972, respectively. 

The approximate final coastline is outlined in Fig. 2 
together with the original one and the coastline which was 
initially expected by the designers to develop after the disposal 
of sand from the dredged entrance channel and the impoundment 
basin (6). The comparison of these three coastlines is indicative 
of the difference between the expected and the actual behavior of 
nature in certain cases. 

Figures 13 and 14 show the approximate location of the 
M.L.W. lines at the indicated dates north and south of the inlet as 
obtained by field surveys. Some data on dune recession north of 
the inlet are included in Fig. 13. Thus a net coastline recession, 
ranging approximately from 100 to 200 feet, has occurred up to 
January, 1972, between stations 28N and 50N. The accretion right 
north of the sheet piling section of the north jetty and the erosion 
southwest of the same section can also be observed. 

The total volume of sand accumulated south of the south 
jetty between September, 1967, and November, 1971, has been estimated 
to about 1,400,000 cu. yds., of which only about 100,000 cu. yds. of 
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Fig.  9    Ponce de Leon Inlet - July 18, 1971 

Fig.  10    Ponce de Leon Inlet - December 13, 197 
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Fig. 11 Ponce de Leon Inlet - January 28, 1972 

Fig. 12 Ponce de Leon Inlet - February 22, 1972 
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Fig. 13 Coastline Changes North of the Ponce de Leon Inlet 
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Fig. 14 Coastline Changes South of the Ponce de Leon Inlet 
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sand have been accumulated between June, 1971, and November, 1971. 
A minor portion of these volumes comes from  the dredged material 
since little dredging had teen done to that date. It should be 
pointed out, however, that these figures have been based on limited 
ground-elevation data before the jetty construction and limited 
field surveys and should be considered only as approximate estimates 
representative of the order of magnitude of the total accretion and 
indicative of the littoral process in the neighborhood of the 
inlet. 

It is of interest that recent estimates of the littoral 
transport rates along the coast of Florida by Walton (7) based on 
ship wave observations have indicated a net northerly annual drift 
rate of 309.000 cu. yds. and a net southerly drift rate of 
386,000 cu. yds. in the neighborhood of Ponce de Leon Inlet. These 
volumes are drastically different from those assumed in the design 
of the stabilization system. According to them if all the northerly 
moving sand is assumed to be entrapped south of the south jetty then 
the total accretion volumes from the beginning of construction to 
date (occurred predominantly during 4 summers) would have been close 
to 1,2000,000 cu. yds., a figure much closer to the one obtained 
from the field surveys. 

Much additional work is needed for a reasonably accurate 
and dependable prediction of littoral transport rates. Our stage 
of knowledge on littoral processes is still incomplete and direct 
estimates of sand drift by field measurements and tracings are 
very time consuming and expensive. All that can be said at this 
point is that the unexpected high sand accretion south of the south 
jetty is most likely due to both underestimates of the northerly 
sand drift and to a change of the refraction pattern, which causes 
southerly moving sand to be deflected in a westerly direction 
towards the area protected by the south jetty. 

SUMMARY AND CONCLUSIONS 

Rapid and unexpected changes of the coastline near the 
Ponce de Leon Inlet during and after the construction of two 
jetties have been presented and discussed. The most important and 
spectacular change has been the rapid sand accretion south of the 
south jetty in spite of the estimate of a net annual littoral 
transport of 500,000 cu. yds. of sand from north to south. The 
total accretion volume from the summer of 1968 to the late fall of 
1971 amounts to approximately 1,400,000 cu. yds. Evidence from a 
series of aerial photographs suggests that the sand was transported 
predominantly in a northerly direction during the summer months and 
from the offshore bar by the action of refracted waves. 
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It appears that the sand entrapment south of the inlet 
reduced the sediment supply to the beach north of the inlet during 
the periods of northerly drift thus upsetting the preexisting 
balance between sediment supply and erosion. As a result the 
recession of the coastline and duneline north of the jetty after 
its construction have been considerably higher than the mean annual 
recession before the jetty construction. Sand accretion, however, 
immediately north of the weir has already started. 

The described changes lead to a number of fundamental 
conclusions regarding the design of inlet stabilization systems, 
the most important of which are the following: 

1. The net annual rate of littoral transport cannot be used 
as a unique criterion in designing stabilization and sand 
bypassing systems in inlets where the littoral drift 
reverses its direction. Instead the total sand volumes 
transported annually in either direction should be 
considered. 

2. The refraction pattern of waves in the immediate 
neighborhood of the inlet as well as the effect of jetties 
on that pattern should carefully be studied. Refracted 
waves may transport sand locally in a direction opposite 
to that of littoral transport along a nearby straight 
beach. This may be particularly important in bar-built 
estuaries and bays with extensive offshore bars. 

3. There is a need for more precise techniques for the 
estimate of littoral transport of sand and for the correla- 
tion of the latter with the wave climate. 

4. In cases where development of new beaches and/or extension 
of existing ones is anticipated as a byproduct of an 
inlet stabilization by jetties, appropriate filters should 
be designed to prevent washing of sand through the 
jetties and avoid erosion of the beach internally by 
waves and tidal currents. 
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CHAPTER 46 

SAND TRANSPORT DURING CLOSURE OP TIDAL CHANNELS 

J.N. Svasek1, J.H.J. Terwindt2 

and A.W. Walther2 

Abstract 

A method is presented for estimating the dredger capacity 

required for closing tidal gaps with sand as the only building 

material. 

The method is based essentially on a relation between pa- 

rameters describing the flow of the water and the resulting 

sand transport. 

Empirically determined coefficients are used to approximate 

the effects of the non-stationary flow in the gap and the supply 

of suspended material at the dumping site. 

The experiences gained at a number of closure operations 

are discussed and compared with the computations. 

Introduction 

The choice of the construction to be applied during the last 

phase of a closure operation of dams in tidal waters depends 

largely on the current velocities occurring in the remaining gap. 

The material to be used should have either sufficient 

weight to resist erosion or be supplied in such large quanti- 

ties so that the main portion is not carried away by the cur- 

rents. In the latter case sand or gravel are possible materials. 

If currents velocities in the closing gap reach high values 

(order 3 m/secormore) large scale methods are necessary (cais- 

sons, concrete blocks, etc.). Due to the high velocities costly 

bottom protection works are required. 

If the currents are of moderate magnitude (order 2.5 m/sec 

or less) local sand may be used. A part of this material will be 

1. Consulting Engineer, Rotterdam Airport, The Netherlands. 

2. Coastal Research Section, Delta Service, The Hague, 
The Netherlands. 
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lost in the closing operation. However, the costs of the expen- 

sive bottom protection are saved. Therefore, the losses of sand 

may well be accepted in the overall economics of the works. 

Recently a number of tidal channels both in The Netherlands 

and in Germany were closed successfully by pumping sand into the 

gap. This was mainly possible because of the increased capaci ty 

of the modern suction dredgers. 

This paper describes a method with which the required capa- 

city of the dredgers can be estimated for a given closure opera- 

tion. The method can be used to determine the most economical 

scheme of an operation. The effect of a temporary decrease or 

interruption of the sand supply can also be evaluated. 

Method of calculation 

The method is essentially based on the computation of the 

suspended sediment load. The suspension transport is considered 

only because relatively fine sands (diameter 0.120 to 0.250 mm) 

were used in the closure operations realised until now. Then 

the bed load may be neglected compared with the suspension load. 

When coarser sands are used, however, the bed load should also 

be considered. 

The suspended sediment load can be calculated using the re- 

lations presented by LANE AND KALINSKE, further elaborated by 

MORRA and summarized by DRONKERS (1970). 

The equations describing the suspended sediment load apply 

to steady flow in a condition of equilibrium between erosion and 

sedimentation. 

The first condition is not satisfied in a tidal area. MORRA, 

however, proved that acceptable results can be obtained if the 

current velocity curve during the tide is schematized by a num- 

ber of time intervals with constant current velocities. 

The second condition, equilibrium of erosion and sedimen- 

tation is also not satisfied, because of the acceleration and 

deceleration of the water flow in the area of the closure gap. 

The closure gap may be divided into two areas: the sloping 
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head of the sandfill where the sand is supplied and the area 

outside this head which is only affected by the accelerated wa- 

ter flow. In both areas there is an increase in sand transport 

capacity (q>   ) which is the quantity of transported sand under 
^ ''        cap 

equilibrium conditions, calculated with the above mentioned for- 

mulae . 

The increase in sand transport capacity (q   ) along the * ^        cap      to 

streamlines of the gap will result in a certain amount of ero- 

sion. However, a certain distance is necessary for the erosion 

of an additional amount of sand from the bed to distribute it 

over the vertical and so create a new equilibrium. Usually this 

distance is larger than the zone of accelerated flow. 

Therefore the transport of eroded sediment (q.Tp) 
in the 

closure gap outside the head of the fill is smaller than the 

sand transport capacity q * r   J   Hcap 
The proportionality factor (A) between qr„ and q    may be 

^  ^ J ^LE     ^cap   J 

estimated afterwards from the comparison of the observed quan- 

tities of erosion and calculated q    in closure gaps. This fac- 

tor cannot be determined precisely enough. The amount of erosion 

which cannot be computed very accurately from soundings is rela- 

ted to the period between the soundings. In practice, however, 

the current measurements are limited to one tidal cycle only 

within such a period. It is doubtful whether the results of 

these measurements are representative for the whole period, 

because the closure operations proceed further. 

It was found that the factor A varies between 0.05 and 0.6 

while its mean value is about 0.1. In the computations realised 

until now the factor A was estimated to be 0.25. 

At the head of the fill in front of the discharge pipes all 

sand is supplied in suspension flowing down along the submerged 

slope of the head. The quantity of sand in the water far exceeds 

the sand transport capacity (q   ) in this area. Some time is 
cap 

required for the settling of this sand. As a result a certain 

part of it is transported by the currents and settles outside 

the base of the closure dam. 

The loss of sand in this part of the gap (q  ) was assumed 
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to be qT1, = B.q   , with B = 2 for sand with a mean diameter of 
^LD      cap 

0.120 to 0.250 mm. The total loss of sand per unit of time is 

qT]} + qfpl both being computed from q    using above mentioned 

factors A and B. 

The variables necessary for the calculation of q    (see J ^cap 
Dronkers, op.cit.) are the average current veloci ty over the ver- 

tical, the waterdepth, the Chezy coefficient, the mean diameter 

of both the sand that will be supplied and that of the bed mate- 

rial in the gap. 

The current veloci ties during the successive phases of the 

closure  operation can be derived from model tests or from tidal 

computations. 

The Chezy coefficient is determined from prototype measure- 

ments; q is  expressed  by m /m'/imit   of  time. 

In order to calculate q    over the entire longitudinal 
^cap to 

section of the gap during one tide the following procedure may 

be applied. 

The longitudinal section of the gap should be schematized 

into parts. In each of these parts, both the depth and the cur- 

rent conditions are supposed to be constant within a time inter- 

val At (figure l). 

When a. is the length of part i in meters, then the sand 

transport capacity per unit of time in part i is: a. .q    . , 

varying during the tidal cycle. 

The time intervals are usually chosen either ^ or 1 hour. 

(There is a diurnal tide along the Dutch coast). 

The total sand transport capacity q. for part i over the 

total tidal cycle is computed by summation. 

The sand loss per tide over the longitudinal section (q  ) 

can now be evaluated taking into account that the sand loss over 

the dumping site is 2 q. and in the rest of the section 0,25 q.. 

The same procedure should be repeated for the successive 

stages of narrowing the closure gap. 
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Experiences 

With the procedure outlined above an optimalization of the 

closure operations can be set up. If the time of the entire clo- 

sure operation has been fixed the necessary dredger capacity can 

be estimated. 

On the other hand if the dredger capacity has been fixed the 

time of the closure operation can be determined. 

The method was applied to the closure of the following tidal 

channels in The Netherlands (figure 2), Brielse Gat (1966), Zuid- 

wal, Lauwerszee (1968), Noord Pampus, Haringvliet (1968), Sprin- 

gersdiep, Brouwershavense Gat (1969) and Geul, Oosterschelde 

(1972, in execution), figure 3. Some data of these channels are 

presented in table 1. 

The following experiences were   obtained. Obviously the act- 

ual closure of the channels was realised with a minimum width of 

the primary dam in order to finish the enclosure in a short time 

and to reduce the loss of sand. In practice a crest width is de- 

termined by the number of discharge pipelines and was chosen at 

50 to 100 m. The height of these dams is determined by accepted 

risks for destruction of the pipelines and was chosen between 2 

and 3 m above M.S.L. 

The final dam of larger dimensions was realised after the 

closure operation of the primary dam. It appears that a large 

part of the quantity of sand transported from the closure gap 

settles within the cross-section of the final dam. The computed 

loss of sand during the closure operation should consequently 

not be considered to be the loss in the overall work. It deter- 

mines the duration of the operation and is the base for the 

choice of the total capacity of the dredgers. 

The total economy of a project, however, is determined by 

the losses of sand outside the base of the final dam. 

In order to evaluate the accuracy of the computations, pb- 

served losses were compared with both the predicted and the cal- 

culated losses. 

The observed sand loss is the difference between the dred- 

ger production and the sedimentation within the designed cross- 
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section of the final dam. It may be noted that the actual side 

slopes of the sand dam may deviate from the designed ones. If 

there is any wave action, almost an equilibrium beach profile is 

developing during the operation. The material eventually deposi- 

ted outside the design cross-section contributes to this equili- 

brium profile and therefore should not be considered as lost to 

the volume of the dam, Moreover, the dredger production is mea- 

sured as volume of spoil, consisting of sand and mud. The mud, 

however, is hardly found in the sand dam. So a part of the ob- 

served sand loss consists of the mud suspended in the spoi1. 

The predicted sand loss is that which has been calculated 

before the works started. The data are estimates, derived from 

tidal computations or model experiments. These data may deviate 

from the actual ones, operating during the closure procedure. 

Furthermore the outline of the closure procedure may deviate 

from the planning and the data introduced in the calculation of 

the predicted sand loss are no longer reliable. Moreover, varia- 

tions in weather conditions cannot be included in the computation. 

Therefore, the calculated sand loss was introduced. This is 

the sand loss computed from data derived from actual measurements 

made during the closure operation (hindcast). 

The discrepancies between calculated and observed sand los- 

ses are then mainly due to the inaccuracy of the method or that 

of the current measurements. 

From some closure operations there were enough acceptable 

data to compare the predicted, the calculated and the observed 

sand losses. Table 2 gives the results. In figure 4 the dredger 

production and losses are illustrated. 

It may be concluded that in most cases the calculated and 

observed sand losses are of the same order of magnitude. The 

predicted sand losses deviate in most cases considerably from 

the observed losses. This indicates that much care should be 

given to the data on which the prediction is based. 

From table 1 it can be learned that successful operations 

were executed when the maximum dredger production per tide was 

at least four times the predicted maximum losses of sand per tide. 
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Some illustrations of the optimalization of the closure 

operations can be presented here. 

It appeared that in most cases an increase in dredger ca- 

pacity results in a reduction of the sand losses during closing. 

This is indicated in table 3. 

Assumed dredger 
productions 

m /week 

T ime of closure 
operation 

weeks 

Calculated 
loss of sand 

^6  3 
10 m 

230,000 5 0.50 

300,000 31 0.35 

350,000 2i 0.25 

Table 3.  Calculated loss of sand. Dam through 
Springersdiep for several dredger productions. 

Furthermore the computations may show at which stages of 

the closing the largest sand losses are to be expected (figure 5). 

It may be wise to reach this stage during neap tide conditions. 

This determines the beginning time of the operation. The 

difference in sand loss during spring and neap tide is illus- 

trated in figure 6 for the closure of a gap from one side. It 

can be seen that during the ten weeks closure operation the ac- 

tual losses vary with the tidal range. 

Also the computations may indicate the most feasible way 

of operations viz. closing from one side to the other, or the 

reverse or from both sides together. There can be a great dif- 

ference in current pattern and velocities in the closing gap 

for different ways of operations. 

Table 4 shows for example that in the North Pampus channel 

the calculated sand losses are much higher when proceeding the 

dam from N to S than from S to N. 

Loss of sand in 10  m 

Operation from S to N 0.10 

Operation from N to S 0.19 

Table 4.  Calculated loss of sand, 
Dam through Noord Pampus. 
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The representative grain size, which may be introduced into 

the computations may be established as follows. From samples of 

borings of the winning pit the variation of grain size with depth 

can be found (figure 7) and schematized. The schematized data of 

several borings can be put together in order to obtain an over- 

all indication of the variation of the grain sizes with depth. 

Then an overall grain size distribution of all the material can 

be determined. 

For each grain size fraction the sand transport capacity 

per unit of time can be calculated taking into account the per- 

centage material present in that particular fraction. The cumu- 

lative distribution of the transport capacities of all fractions 

gives the total sand transport for that grain size distribution 

(q    J (figure 8). 
^cap f 

Furthermore the sand transport capacity can also be calcu- 

lated for each fraction assuming a uniform grain diameter q to cap u 
(So in every fraction there is 100% of material). The represen- 

tative diameter is that one for which q      - q    . (figure 8). 
cap u    cap f 

Finally it was observed that the submerged slopes of the 

dumping site were 1 : 15 to 1 : 20 for grain sizes of .15 to 

.20 mm, whereas the emerged slopes were about 1 : 30. 

From experience and calculations it appeared that usually 

the most favourable location of the final gap of the sand dam 

is a shallow part of the cross-section. This is due to the fact 

that the current velocities in the final gap situated in a 

shallow area are lower compared with those in a deep final gap. 

Moreover, the length of the sloping fill head  is less  and con- 

sequently also the losses of sand. 

Furthermore the sand volume needed for the final stage of 

the closure operation is lower. Altogether, shorter time is 

needed with the final stage in a shallow area. Then both the 

amount of erosion in the gap and the losses out of the base of 

the dam are reduced while the current veloci ties reach their 

maximum values. 

Success of the operation also depends on the working method, 

the layout of the pipelines, the sand-water ratio of the spoil 
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and the working time of the dredgers. 

In the final gap, bulldozers and draglines should operate 

on the fill to control the sand deposition above the water 

level, (see photo l). 

A special problem is to control the supplied water ero- 

ding channels while running down the fill, especially when 

dredgers with large discharge capacities are used. Normally 

these channels are rapidly filled when the tide is rising. 

The method of computation presented above can be of great 

help to determine the feasibility of the closing of a tidal 

channel by means of a sand dam. Further it gives reliable data 

on the optimum dredger capacity and the time involved in the 

closure operation. Finally it fcan contribute to the choice of 

the best operational scheme. 

Reference: 

Dronkers, J.J., 1970. Research for the coastal area of the 

Delta region of the Netherlands. 

Xllth Conf. on Coastal Engineering, Washington D.C. 
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Photo 1.  Final gap. Bulldozers and draglines operating on the fill 



CHAPTER 47 

MODELING SEDIMENTATION AT INLET AND COASTAL REGION 

Pang-Mou Lin,1' A.M., ASCE 
Civil Engineer Assistant 

Dept. of County Engineer, County of Los Angeles 
California, U.S.A. 

ABSTRACT 

Sediment transport In the vicinity of inlets and coastal 
regions depends on the combined bottom shear stresses due to 
both currents and waves. The modeling of the movement of 
bedload is controlled by the Proude law, bottom shear stress, 
wave steepness, and friction factor. Assuming Einstein's 
theory of bedload function can be applied to this study, an 
analysis was performed after conducting experiments in the 
flume and model basin. A series of results obtained from the 
flume tests is to Insure the relationship between the fluid 
characteristic and the movement of bedload. The final results 
concerning the longshore sediment transport appeared satis- 
factory with the estimated curves. The bottom configurations 
in the Inlet after each test were also shown satisfactorily 
similar. The sedimentologlcal time scale for the three bed 
materials were not In satisfactory agreement, however, more 
discussion of the results was presented in this paper. 

INTRODUCTION 

Problems dealing with sediment transport In the vicinity 
of inlet and coastal region are very comlex and difficult. 
Very often, analytical solution fall short because of insuffi- 
cient knowledge of phenomena, or because of complex geometry. 
In such cases, a model study with a movable bed Is desirable 
and Is a valuable qulde to the engineer In the design of 
coastal structures and navigational channels. 

1) Former graduate assistant, Dept. of Coastal and 
Ocaanographic Engineering, University of Florida. 
Gainesville, Florida, U.S.A. 
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It is desirable to use lighter movable bed material to 
reduce the operation time of the model. In this research, the 
similarity of movable beds was studied by using sand, walnut 
shell, and coal. The characteristics of bed materials is 
shown below 

Material     Spec. Gravity   Dgo  D50  D20 ('9m' 

Sand 2.67       0.23 0.16 0,14 
Walnut shell      1.35       1.60 1..60 1.25 
Coal 1.25       0.84 0.76 O.53 

The movement of sand along the coast and in the inlet is 
Induced by both currents and waves action. Many investigators 
have arrived at a relationship between currents and sediment 
transport (1), and to a lesser extent, between waves and 
sediment transport (2). The combined action of waves and 
currents in sediment transport is not completely understood 
yet. in  order to have a better understanding of this problem, 
a series of tests was conducted in which different materials 
were used to verify the similarity laws. The test program 
consisted of (I) a basic investigation of grain movement of 
different materials In a one-dimensional flume, and (II) a 
model study of waves and currents in a inlet and a coastal 
region under consideration similar to the ones found in nature. 
Separate tests were conducted for inlet currents, waves 
approaching the coastal line at an angle, and a combination of 
waves and currents. The acquired measurements consisted of 
currents in the inlet, wave heights, and longshore sediment 
transports. After each run, the bottom configuration was 
contoured and recorded photographically. 

THEORETICAL REVIEW 

The consideration of modeling velocity parameters in the 
model basin is shown in Figure la and the respective flow 
equations are expressed below 

EBB FLOW 

vm 
X  2C2 

» - exp f-  *— 
L  2C2

2 

y2 

X 2 
X 

(1) 
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v       Bi* y 2 

2C2 

FLOOD FLOW 

Q        /  Q     2 
cosh^log  =>ij(e   +i)+ !(e   + 1) 

.4.' sin* <^-)]*} (3) 

2 + TT 
where V = ——— Vm 

LONGSHORE! CURRENT 
2 

2   3  gHb • nb    slno*.-slneiD.sin29-b 
L    8    db f 

(                   ab       1 
where f = I 2 log10 ( ) + 1.7^1 

-2 

HORIZONTAL ORBITAL VELOCITY 

H  cosh ky , , 
« =» -= • ••; :• sin (kx - crt) (5) 2  slnh kd 

The basic analytical treatment of channel expansion of ebb 
flow is assumed to be the same as that for a half circular jet 
expansion. The theory of circular jet expansion was first 
described In detail by Tollmlen (3) and later Investigators, 
for example, Albertson, Dai, Jensen and Rouse (4) and Balnes (5). 
It is resonable to apply this theory in the course of the 
analysis of ebb flow pattern. Concerning the flood flow pattern, 
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the basic analytical treatment was presented by French (6) in his 
research. It is resonable to apply potential flow phenomenon to 
the flood flow condition. The longshore current is based on 
Eagleson's experimental result (7). No direct measurement of 
longshore current velocity was conducted in this study, however, 
the friction coefficient f was obtained by using the Karman- 
Prandtl resistance equation for steady uniform flow. The values 
of absolute roughness height ke in thepresent study were assumed 
according to both Eagleson's report and the velocity profiles 
measured in the flume tests. The average values of roughness 
height ke are shown below 

Material 

Sand 
Walnut shell 
Coal 

(ft.) 

0.0058 
0.00092 
0.00054 

It is assumed that the bedload transport, due to the combined 
action of waves and currents, is a function of bottom shear 
stress. Apply Prandtl's turbulent shear stress equation 

2  av(y)   2 
(6) 

and make the assumption that the velocity profile 

V(y) ~K~ 
log (?) 

from the edge of the vicous sublayer to the granular surface, 
is linear. The combined shear stresses are expressed as follows. 

Ebb flow inside channel 

~_ 7 I Plun I PiU„ 
T(t)  =fVmf    1 -   fc   ,„,.-cos9 sln<rt      (1  -$••,• ° cose sin<rt) 

I '   vm I vm 
(8) 

Ebb flow parallel to the shoreline 

T(t) =fv^ 
VT   - V_ PtU„ 
-k Z— +c_i_£_eine sin<rt 

?L VL 
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+ 6.-=T-2—sine sincrt) 1  vt 
(9) 

Flood flow Inside channel 

T(t)   »fq# 
x Pl"o — + £• r: ,° oos& slntrt 

q 
<_iL 

q 

+ 6, cos« sincrt) (10) 

Flood flow parallel to the shoreline 

r<t> -fv^ 
VL - qv     P,u 
— — + & -^sine slna-t 

VL 

& ~ 
Pluo -sln9 sirert) 

,v..v 
(11) 

where ^ = 
CZ.K 

p. Is the coefficient of horizontal orbital velocity above the 
viscous sublayer and was determined experimentally in this study. 
After integration for a wave period (see appendix I) the shear 
stress can be expressed in terns of the shear velocity and a 
dlinenslonless coefficient »£ as axpressed below 

1 f where r^« ___J 
T 

(12) 

T(t) 
dt 

Bagnold (8) found that the bed shear stress 7", required to 



COASTAL ENGINEERING 

maintain the motion of bedload Is shown in the equation 

T- (fs -ft  ) g.de.e' (13) 

where 6 = C0tano(j a dimenslonless shear stress 
parameter 

where C0 is static volume concentration of bed material,<*.^  is 
the Internal friction angle of bed material. The magnitude of 
9'does affect the Intensity of thy movement of bed material. 
Considering the similarity law, 9 Is one of the essential 
parameters to simulate the bed shear stresses between two 
different bed materials. The dimenslonless critical shear 
stress parameter 9C for each bed material was obtained from 
the results of flume tests. 

Applying an empirical relationship between shear stress 
and sediment transport rate by the Einstein's result as shown 
below 

Is 

,. [g(Ss - l)d.
3J 

kQ( 
t 

where F„ « 
36/ 

fg(Ss 

i 

) 

TTT: 

—3  
g«e <ss 

(1*) 

i 

i) L 3        gd« (S8 - 1) 

and the equation of conservation of sediment mass transport 

1        dqw fly 
dt fwg(S s 1)(1 - p)  dx (15) 

The time scale of sediment transport is obtained and shown as 
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MS, 
A, •  r-'X,,     • s—  (^) 

'V N. •**« 
From the above analysis, it is possible to summarize the movable 
bed parameters by a functional relationship of the form 

(17) fx  fde(Ss - X)«c, d, V, g, V*. H, tj  - 0 

The choice of parameters implies that the particle shape and 
its size distribution, fluid characteristics, wave characteris- 
tics, and movement of bedload are significant. Using the 
Buckingham TT - theorm, a functional relationship among four 
dlmensionless parameters is expressed below 

f  7         v2        V   H ^ 
f   ,  ,  , —. « 0 (18) 2 I lei      s(ss - i)d..»e  v. i. J 

It Is to tee noted that velocity scale is determined first from 
the experimental result of the value of 8C and Cz,  then the 
depth scale and time scale of wave period are calculated from 
the undlstorted model law. 

TEST PROCEDURE AND RESULTS 

A schematic diagram of the flume is shown in Figure lb. 
The flume is 60 feet long, 3 feet deep, and 2 feet wide and 
has maxlum slope of 2 per cent and a maximum discharge of 
5.8 cfs. The tests in the flume were conducted for three 
types of granular beds. These were made of sand, ground 
walnut shell, and bituminous coal. Water was allowed to flow 
until the flow was statistically steady and uniform In the test 
section. For each bed material, a series of tests was carried 
out with various combinations of mean depth and flow velocity. 
Velocity measurements were obtained at different elevations in 
the test section, A propeller-type velocity meter, manufact- 
ured by A. Ott Kempten (Germany), was used for this purpose. 



890 COASTAL ENGINEERING 

The bed materials were arranged In the middle portion of the 
flume at a thickness of 2 inches along a 30 foot test section. 
In order to obtain the velocity profile which produces the 
critical shear stress, the water discharge was increased slowly 
in small increments spaced by ten-minute Intervals. When the 
bed material underwent intermittent motion, the velocity 
profiles were measured at that stage. The values of 9e 
obtained from velocity profiles at critical stage are shown 
below 

Material  9e  

Sand 0.09X4 
Walnut shell        0.0378 
Coal 0.0436 

The relationship between the mean velocity V and the shear 
velocity V* for the three bed materials are shown in Figure 2, 
The bedload transport rate in the flume tests were measured by 
taking samples from a pan trap. The quantity by weight of the 
sediment was determined after drying. On the average, three 
samples per run were taken. The mean sediment transport rates 
were considered to be the average of the three samples. The 
latter was assumed to represent the long-time average bedload 
transport prevailing in the flume. The r*s»l*s of sediment 
transport tested in the flume are shown in Figure 3. 

A schematic plan view of the model basin is shown in 
Figure 4. The maximum still water depth in the constant depth 
portion was approximately XX inches. The channel connecting 
the two basin was 10,75 feet long and 2.75 feet wide. The 
beach was arranged to have a 1:20 slope (i.e., tanot* 0.05). 
The velocity profile in the channel was measured by the 
propeller-type velocity meter at different depths. The mean 
velocity was then taken by averaging the velocities over the 
full water depth. The three types of sediment materials used 
in the flume were also used in the model basin study. The 
water depth for each material was selected to satisfy the 
similarity laws. Waves were generated by a flap-type wave 
generator with variable periods and wave heights. The waves 
were made to approach the shore at an angle of ten degrees 
with respect to the normal of the shoreline. The flood and 
ebb flows were controlled by weir boxes and gates. The bedload 
transport rates in the model on the ocean side were measured by 
taking samples from a pan trap located under the sand weir. 
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TABLE 1 

Test conditions In the model basin 

Conditions Sand     Walnut Shell Coal 

Depth In the channel (In,) 5,25 

Depth in the oeean (In.) 8.125 

Velocity in the channel (ft/sec.) 

Flood 0.646 

Ebb 0.6?5 

Wave period (sec.) 0.859 

Wave height (ft.) 0.093 

Teat duration* (min.) 180 

•The test duration was determined experimentally as the 
duration for accumulating equal volumes of bed material In the 
weir trap. 

5.62 4.06 

8.57 7.72 

0.665 0.568 

0.?24 0.598 

0.875 0.729 

0.102 0.073 

29 85 
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The results of longshore bedload transport is shown in Figure 5. 
After the completion of each test, the bottom configurations 
were contoured and recorded photographically. Three bottom 
section profiles, based on photographic records, are shown in 
Plgure 6 through Figure 8 for the analysis. 

DISCUSSION 

The results of the velocity profiles measured in the flume 
tests were used to determine the dlmensionless shear stress 
coefficients »e« The value of ©c for sand in this study is 
approximate the same as that shown by Bagnold In his study (9). 
The grain size used in his study was 0,31 mm, and the 9c was 
found at the range of values from 0.05 to O.l't. According to 
Bagnold, 0c Is a function of static volume concentration and 
the internal friction angle of bed material. The magnitude of 
9a  does affect the intensity of the movement of bed material. 

The linear relationship between the mean velocities and 
shear velocities are shown for the purpose of selecting the 
constant friction coefficients. The results of the velocity 
measurements were taken both in plane and dune beds. The 
reason for selecting the friction coefficient as constant is 
that the test velocity was scaled to a little higher than the 
velocity for bedload movement in the critical condition. The 
error introduced cannot be very significant as a linear velo- 
city distribution in the boundary layer was assumed. 

Figure 3 is a graphical comparison of the results by 
using Einstein's bedload function theory. The data for coarse 
bed materials fit Einstein's bedload function very well. The 
experimental results by Bishop, Simons and Richardson (10) 
showed that A* and B* are not universal constants but are 
related to the median diameter of the bed material. The results 
of the present study showed that the values of A* Increase with 
increasing grain size, and the values of B# decrease with 
Increasing grain size and that A* and B* are Independent of the 
types of bed material. These characteristics of A* and B# are 
similar to the results shown by Bishop et aj. 

For the tests in the model basin, it is assumed that the 
bedload transport due to combined action of waves and currents 
is a function of bottom shear stress. Since the movement of 
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bedload due to wave action is related to the probability 
characteristics, the theory of Einstein's bedload function 
can be assumed to be valid In this study provided the depen- 
dence of the bottom shear stress on the oscillatory mean flows 
Is taken into account. The equations of combined shear stresses 
were derived for this purpose. However, these derivations were 
based on the assumption that the velocity profile, from the 
edge of the viscous sublayer to the granular surface, is linear. 
Some discrepancy may occur for low water velocity. The error 
Introduced by this can be reduced due to the effect of oscilla- 
ting bottom water particle velocity, and the error is usually 
insignificant (11). 

The velocity of longshore current was Introduced aocording 
to Eagleson's formula. The derivation of Eagleson's formula 
was based on the conservation of momentum transported parallel 
to the shoreline. In the vicinity of an Inlet, a similar 
analysis of momentum normal to the shoreline may be made and is 
s«en to give a net flux of momentum into the Inlet. The latter 
may be Interpreted In terms of net velocity Into the Inlet In 
analogy to the longshore current in Eagleson's analysis. 
Consequently, the value of bottom shear stress should be higher 
than the one calculated by equation of flood flow inside Inlet 
channel. 

The coefficient P! of horizontal orbital velocity above 
the viscous sublayer was determined experlmently in this study. 
The value of p^ was determined from the duration of a test to 
accumulate a predetermined volume of sediment. From Figure 5. 
the shear stress was estimated, and using the combined shear 
stress equation, pi was evaluated. Using the three different 
bedload materials, three values of p^ were obtained for three 
test durations which corresponded to the same volume transport 
rate. The final value of p^ was evaluated according to results 
that have the best fit both In sediment transport rate and 
sedimentologlcal time as compared with the estimated curves and 
the teat durations. The value of p., In this atudy, was found 
to be 0.2^. Bljker (11) derived the value of pj on the basis 
of Prandtl's shear stress equation and p< was found to be a 
constant value of 0.39. His experimental result of plf however, 
was 0.^8. The reason his experimental result of p. was higher 
than the one found in this s,tudy may be due to many sand traps 
Introduced during the test. Too many sand traps Introduced during 
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the test may ehang the bottom roughness and increase the value 
of pj. 

The bedload transport rate in the inlet was net directly. 
However* the bottom configurations were recorded photograph!*• 
cally. It is possible to analyze the variation of bottom 
configurations by using those photographs. Three bottom section 
profiles in tne vicinity of inlet are shown in Figure 6 through 
Figure 8 for the analysis. Generally speaking, the results of 
hydrographical variation at the same location are similar to 
each other for flood and ebb flow with waves but exlbit a differ- 
ence for coal under the action of waves only. Although a com- 
plete Justification for this difference is not know, the exist- 
ence of a small current may interact the waves to produce a 
significant difference in shear stress. 

Based on Newton's second law, Eagleson, Glenne and Dracup 
derived the equilibrium conditions for a stable beach (12).  It 
is important to consider this equilibrium condition if one 
tries to obtain reasonable results. According to this equili- 
brium condition, there is no bedload movement in the direction 
normal to the beach under the action of a certain value of wave 
height. If the wave height is higher than this value, the 
beach slope changes. In this study, all the tests with coal, 
walnut shell,and sand had this consideration. The final results 
concerning the longshore sediment transport appeared satisfac- 
tory with the estimated curves. 

CONCLUSIONS 

From the basic study of bedload movement and the test results, 
the parameters involved in the modeling of sediment transport can 
be expressed as the function of Froude number, bottom shear stress, 
friction factor, and wave steepness. The parameters, so selected, 
give better corelatlon for various movement of bedload In the 
coastal environment. The dimensionless bedlaod Intensity <f>' was 
obtained according to the theory of Einstein's bedload function 
4>'   = t(ip').    The dimensionless shear intensity^/', however, was 
determined from the combined shear stresses due to the waves and 
currents. The results of longshore sediment transport rate were 
favorable compared with the estimated values for each bed material. 
However* they were not in close agreement for the tests of walnut 
shell and sand under the combined action due to waves and ebb flow. 
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each bed material were obtained with reasonable accuracy in the 
flume test. However, if the friction coefficient Cz in the 
prototype cannot be well estimated, the results obtained in the 
model test will be influenced. Since it is always difficult to 
predict these values with sufficient accuracy, computation of 
the scale factor will have to be performed with different values 
of Cz. From these computations, the possible variation in the 
scale factors, resulting from a wrong evaluation of the friction, 
can then be predicted. 

For sediment transport research, most people are interested 
in knowing how accurate the sediment time scales are by intro- 
ducing a weir trap in the model basin. The results show that the 
predicted sedimentological time ran 31 per cent less than the 
test durations for walnut shell and 36 per cent for coal. The 
scaled sedimentological time for each bed material will affect 
the changes in bottom configuration. If the considered parameters 
were perfect in scale, the bottom configuration should result in 
the same scaled topography during the test of the scaled sedimen- 
tological time. The results of the bottom configuration in this 
study are similar to each other except for the wave test on coal. 

Although certain difficulties remain for predicting the sedi- 
mentological time scale, owing to the Inadequate knowledge of 
flow near rough boundaries, the equation shown in this study is 
still useful in estimating test duration In model studies. 
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APPENDIX I 

INTEGRATION OF BED SHEAR STRESSES DUE TO 
THE COMBINED ACTION OP WAVES AND CURRENTS 

Equation (8) through Equation (11) can be Integrated for one 
ware period by the following considerations. 

Ebb flow Inside channel 

If (1  -   fc-i-£_cos8)  >  0, 
"m 

f 
•C--LJ    t(t)«—Lpv^ [i+|-($^2cose>2]     (I- 

If (i .£_i_5_c0s9) < 0, 

t2 

- 2 I   (1 - £-i-S5ose sin<rt)  dtl     (1-2 

1-1     v 
where  t, • -zr-sln (—  ) t~ « ir - ti l   cr      P Plu0 cose 

£ 1 

apllfylng Equation (1-2), it follows that 

t- -Lj  t(t, dt . -f pv^2 { [ i • -f<f ^Wj 
0 

[l  -  (2 7T- ittj)]   + -^-(§.~Asose)  COSCTtjj     (1-3) 

) flow parallel to the shoreline 
T 

t--~    T(t> dt-i-i-^v, f(-ii__!)2
+ -L(£il^8in9)2 

h      (1-4) 
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where VL " Vy 
"+" sign for — > 1 

£P]U08lne 

"-" sign for —- f < -1 
§Plu0sln9 

If ° < <z-=—r»i < I or -i< (—£ L.) < o 
§PjU0sin9 ^ pju0sln« 

.T 

x.±.\ t(.,at.^ruj['^2*4-<5^W] 
r ^8        Plu0 \ IT  t\ 
[l - (2TT- 4tx)] + -^-(^.-^—sln© eostrt^^1"^ 

where 
1 -1 VL 

*1 " — Sin    (fi1H0iTni) 

and VL - Vy 
"+•*  sign for 0 < : < 1 

^,pxu0sln9 

•-- sign for -1<  2___ < o 

If 
^.Pj^slne 

t.JL 
T 

= 0 

^Pluos 

t(t) dt « 0 
;o 

Flood flow Inside channel 

If 

<*x 

<c  , 1•S cos© 
J q 

> 1 

(1-6) 

TT=J_j    T(t)  dt=-i-rq»2[(^)2
+i-(^!i^co8e)2j (i-7) 
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it o < 2 < I 

§_i_2cos8 
n q 

z'-rCZ{t) dt a4^[ (r)2 ^^T2^'2) 
r i       8      Piuo 
[1  - (27T - ^tx)J   + — (£ ——cos8)  coso-tt      (1-8) 

where 
1       -1 q 

Flood flow parallel to the shoreline 

T 
o.       !     T «•    * 2 r    

VL " qy 2    1 P1»0 2, 

(1-9) 

where 
V,  - q 

-+" sign for —- — > 1 
£PiVin9 

V    - q 
--" sign for — — < -l 

^Pluosinfl 

If 0 < -4 < 1 or -1<  -i-r < 0 

1/" 1 2,VT-1_21 Plu0 2, 

^1  -   (2TT - ^t^J   + •5-15-7-sln9>   coaorti I       (1-10) 

where 
1        -1, tj^ = "^P"sin    ( 

VL 
tpju0sin9 
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and V^-qy 

•+- sign for 0 < Tpiu0slni 

VL - qy 

--- sign for -1 < -   Pluoslne < 

Tf     _     -    W 

x     /T (I-il) 
-r.= _1_ \      t(t) dt - 0 
L      *   Jo 
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NOTATIONS 

A», B» Constants determined experimentally 

Bi Channel width 

Cz ChSzy'a  coefficient 

C0 Static volume concentration of bed material 

Cz Empirical constant 

d Water depth In the channel 

dfc Water depth at breaker 

de Grain size of bedload which is 5" P«r cent 
finer by weight 

F0 Dimensionless parameter 

f Darey-Welsbaeh's coefficient 

g Gravity acceleration 

H Wave height 

HD Wave height at breaker 

k Wave number 

ke Roughness height 

L Wave length 

nD Ratio of group velocity with respect to wave 
celerity at breaker 

p Porosity of bed material 

p. Coefficient of horizontal orbital velocity 
above the laminar sublayer 

Q Rate of water discharge 
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q Velocity in potential flow field 

qs Volume discharge of sediment transport per unit 
time per unit width 

qw Weight discharge of sediment transport per 
unit width 

qx Velocity component of o. In x-direction 

qy Velocity component of q In y-direetion 

q# Shear velocity In potential flow 

Sf Specific gravity of water 

Ss Specific gravity of bedload 

u Orbital velocity in x-dircetlon 

ut Orbital velocity at bottom 

VL Longshore velocity 

vtt Velocity in the approach flow 

Vx Velocity in the region of channel expansion 

V» Shear velocity 

Vj^ Shear velocity in the approach flow 

VXm Shear velocity in the region of channel expansion 

<x Beach slope angle 

<*i Internal friction angle 

K Von Karman's universal constant 

8 Angle that the velocity vector in potential 
flow makes with the positive x-axis 

<f> Velocity potential 

V Stream function 
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CHAPTER 48 

SAN FRANCISCO BAR DREDGE MATERIAL DISPOSAL 

Richard M. Ecker A/ and John F. Sustar -' 

ABSTRACT 

Studies were conducted on San Francisco Bar in June 1971 and February 
1972 to monitor dredge material disposal. The purpose of the study was to 
determine the effects of dredging and material disposal on the physical and 
biological environment and to develop dredging procedures and disposal sites 
to mitigate possible adverse effects.. This paper presents the results of 
the material dispersion portion of the study including bottom deposition, 
current measurements and aerial photography.  The biological studies and 
water quality monitoring are not presented. 

INTRODUCTION 

Since its organization, the United States Army Corps of Engineers' 
primary function has been maintenance of navigable waterways.  In our 
awakening toward the total environment, waste products in many cases have 
become natural resources. Maintenance dredging of the San Francisco Bar 
is such a case. The "waste" is a nonpolluted fine sand along a coast which 
has both severe erosion problems and a heavy demand for beach recreation. 
Hopper dredge operations on the Bar began in June 1971 to increase the 
depth of the Main Ship Channel to a new authorized depth of fifty-five feet, 
mean lower low water (MLLW).±1 

Past procedure for dredge material disposal has been to waste the 
material in deep water outside the Bar.  Disposal in deep water prevents the 
material, a native sand of the Bar, from reentering the littoral regime, 
resulting in the loss of the sand as a natural resource. Dr. Hans Einstein 
of the University of California, Berkeley, serving as a consultant for the 
San Francisco District, Corps of Engineers, suggested that dispersion of the 
material on the Bar south of the channel would retain the material in the 
littoral regime with the possible effect of nourishing the coastline to the 
south. Acting upon the recommendation of Dr. Einstein, the San Francisco 
District now disperses dredged material from the Main Ship Channel on the 
San Francisco Bar south of the channel. 

While dispersing dredge material on the Bar keeps the material in its 
natural environment, it remains that the material is still being displaced 
and that the displacement does have an effect on the existing physical and 
biological environment of the Bar. As mentioned previously, the material 
is a nonpolluted fine sand.  It is not a sediment containing pollutants, 

XJ  Geological Oceanographer, Navigation and Shoreline Planning Branch, 
U.S. Army Engineer District, San Francisco, California 

2/ Civil Engineer, Navigation and Shoreline Planning Branch, 
U.S. Army Engineer District, San Francisco, California 
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such as heavy metals and pesticides, or large amounts of clays and silts. 
Disposal of Bar material does not involve in anyway the contamination of 
the ocean or the Bay. Disposal of Bar material does involve the possible 
accumulation and suffocating effects of the material on marine organisms. 
To determine these effects knowledge of the dispersal pattern from the 
hopper dredge operations, of the subsequent movement of the material on 
the Bar and of the marine organisms which exist on the Bar is necessary. 

DESCRIPTION OF SAN FRANCISCO BAR 

The San Francisco sand bar, a crescent shaped bar, extends in an arc 
about 5 miles west of the Golden Gate as shown on Figure 1. The Bar is 
separated from the mainland by Bonita Channel on the north and by South 
Channel on the south. Depths across the Bar are 24 feet MLLW or less on 
the northern portion known as Four-fathom Bank or Potatopatch and about 
36 feet MLLW on the remainder of the Bar.  The width of the Bar varies 
from about one to two miles.  The Main Ship Channel which cuts through 
the Bar has been maintained since 1935 at an authorized depth and width 
of 50 and 2,000 feet, respectively.  The channel is subject to maintenance 
dredging on the order of 1 million cubic yards per year. 

The formation and continuance of the Bar result from a complex of 
phenomena difficult to precisely evaluate. Previous studies of San 
Francisco Bar have been by Gilbert,ZJ   early in the century, and by Grimm 
in 1930..i'  The Bar is in approximate dynamic equilibrium due to the 
prevailing wave action which tends to move sediment eastward, tidal 
currents occurring during ebb flows from San Francisco Bay which move 
sediment westward and coastal currents. Very little information is 
available to further define this equilibrium. 

Median grain size studies have been made by Professor Byron Schatz 
of the University of California, Berkeley..2.' Median grain size of bottom 
surface material range from 0.6mm at a depth of 90 feet outside the 
Golden Gate to 0.2mm on the top of the Bar. Median grain size of samples 
obtained in the channel from previous maintenance dredging operations has 
been decreasing with 0.22mm in 1956, 0.16mm in 1962 and 0.14mm in 1970. 

Historical movement of the Bar from 1855 to 1957 has been generally 
landward. However, as noted in the Technical Report on Barriers,Usignif- 
icant shifts have occurred seaward during major flood on the Bay tributaries, 
indicating a sensitive equilibrium. The tidal prism for an average tidal 
range of 4-1/4 feet at the Golden Gate is about 1.2 million acre-feet (390 
billion gallons). The prism for extreme ranges is estimated to be about 
2.7 million acre-feet. Tides at San Francisco are semi-dirunal. During 
the summer, prevailing winds and swells are from the northwest with some 
distant storms from the southwest.  In addition to this, the California 
coast exhibits three distinct oceanographic seasons.  They are the Upwelling 
occurring in spring with an overturning of the upper layers from moderate 
depths, Oceanic in fall with southward movement of both surface and deep 
currents, and Davidson in winter northward surface currents near shore.°J 
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Littoral transport of sand along the coast of norhtern California is 
generally directed southward.  Street, Mogel and PerryJi'in their littoral 
transport studies along the shores of San Francisco, using automatic data 
processing methods, found a sizeable breaker zone along the crest of the 
San Francisco Bar that supports the hypothesis that transportation phenomena 
exist along the crest of the Bar. Further, tracer studies by A.M. Kamel 
(1962}-''—'found local maximum concentrations of radioactive thorium and 
heavy minerals on the crest of Bar and at San Francisco Beach, thereafter, 
decreasing to the south, indicating the transportation phenomena on the 
crest of the Bar. 

MATERIAL DISPERSION 

Three programs were set up to determine the material dispersion and 
deposition.  They were (1) bottom deposition evaluation using measurements 
and sampling at specified underwater stations, underwater photography and 
observations, (2) current measurements including both current velocity- 
direction and current paths, and (3) aerial and surface observations. 
The programs were conducted during June 1971 and February 1972 except for 
the current paths which were conducted on three occassions. Location of 
the test sites is shown on Figure 2. 

Objectives 

The objectives of the material dispersion study were to observe 
directly and indirectly the immediate and long-term dispersion of dredge 
material after release on San Francisco Bar.  The bottom deposition and 
current-velocity and direction programs were designed primarily to observe 
and predict the immediate dispersion and deposition of dredge material 
while the aerial photography and current path programs were designed to 
observe the long-term dispersion. 

Program 

The initial program in June 1971 was conducted by the consulting 
firm of Towill, Inc.  A test site was established by the San Francisco 
District about 3,000 feet south of the Main Ship Channel in 35 to 40 
feet MLLW.  Delay in dredge arrival, high sea state and adverse weather 
conditions prevented the programs from being carried out simultaneously. 
The actual study was extended over 19 days. The studies were as follows: 

8 June Current velocity-direction 
10 June Test releases and diving operation 
14 June Aerial photography 
18 June Test releases and diving operation 

25-26 June Current Path 

The second program was conducted by the San Francisco District on 
8-9 February 1972. Four underwater stations with 200-foot spacing es- 
tablished a test section.  Test releases, diving operations and aerial 
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photography were accomplished on 8 February with current velocity-direction 
measurements made on both days. 

The current path studies in addition to 25-26 June 1971 were conducted 
on 5-7 November 1971 and 1-2 February 1972. 

TEST RESULTS 

Bottom Deposition 

Bottom deposition measurements and observations for 10 June, 18 June 
1971 and 8 February 1972 are tabulated on Table 1, 2, and 3 respectively. 
Measurements made on 10 and 14 June utilized graduated stakes and flat 
plates.  On 8 February divers measured accumulation by taking core samples 
instead of using stakes as used previously. Accumulation measurements 
were made using the distinct difference in grain size between the material 
on the top of the Bar and new construction material from within the Bar. 

Current Measurements 

Current velocity-direction measurements were taken over a 24-hour 
period on 7-8 June 1971 at depths of 1, 6 and 12 meters below the surface. 
Wind velocity during the test ranged from 10 to 25 miles per hour with 
sea state varying from 2 to 6 feet.  The current velocity-direction for 
the three depths is shown on Figure 3.  The center point denotes the 
location of the current meter during the study.  The length of the lines 
radiating from the center point equals the velocity of the current in 
knots and the direction of the radials indicate the current direction in 
reference to the north arrow at that particular time.  The curved line 
with the arrows is the continuity of time curve and represents the pro- 
gression of the direction-time relationship for the duration of the study. 
The small circle in sequence represent one hour increments. 

Similar measurements were made on 8 and 9 February 1972 over periods 
of six and eight hours, respectively.  The lower depth was 10 meters as 
compared to 12 meters in June.  The current velocities for the three days 
together with the predicted current at the Golden Gate are shown on Figure 
4.  The directions used to divide ebb and flood flows are 172° to 351° to 
171°, respectively, for the 7-8 June plot. All measurements for 8 and 9 
February are plotted as ebb flow since the directions are not defined for 
that area of the Bar and the flows for the Bay were ebbing. However, 
although the upper water column was in ebb direction, measurements at 6 
and 10 meters showed a reversal of flow. Maximum recorded current on 8 
and 9 February was 2.3 knots on the surface. 

Current path studies using free floating drogues at a fixed depth 
of 15 feet were made on three occasions. For determining long-term 
movement of the dredged material, the path studies were scheduled to 
represent the three oceanographic seasons.  The current path studies 
were conducted as shown in Table 4.  The paths are plotted on Figure 5. 
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RADIAL  SCALE  IN  KNOTS 

1/2 

k 

\ 

•2015 
8 JUNE 

-•2115 
7 JUNE 

1   METER   DEPTH 

.2025 
8 JUNE 

2125 
7 JUNE 

6  METER   DEPTH 

„2035 
>     8 JUNE 

*-*2135 
7 JUNE 

12  METER   DEPTH 

FIGURE 3- CURRENT   VELOCITY- DIRECTION  
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TABLE 4 

CURRENT PATH STUDIES 

Conditions 

Season 

Length 

Wind 

Sea State 

25-26 June 71 

Upwelling 

24 hours 

0-10 mph W-SW 

1-2 feet W-SW 

5-7 November 71 

Oceanic 

47 hours 

0-20 mph N-NW 

1-6 feet W-NW 

1-2 February 72 

Davidson 

30 hours 

0-20 mph 

0-6 feet W-NW 

Aerial Photography 

The aerial photography of dredging operations on 14 June 1971 using 
Kodak Aerocolor Negative Film 2445 and GAF 1000 Blue Insensitive Color Film 
Type 2575, was flown at scales of 1:6,000 and 1:9,000 during slack and flood 
currents.  The photographs using the non-blue emulsion film were overexposed 
and interpretation of the imagery was not possible.  Color photographs showed 
some discoloration during all phases of the dredging-release operation with 
the discoloration greastest during the dredging in the channel.  This cor- 
responds with the observations made from the dredge and at the test site 
during operations. 

The discoloration is a result of fine material being introduced into 
the water column from the overflow of the hoppers.  The photographs showed 
that dispersion of the fine material in suspension occurs rapidly.  The con- 
centration of the suspended material is then diluted and the discoloration 
vanishes within a few minutes after the dredge passes. Photographs of the 
dredge in transit and other vessels in the area indicated small setting rates 
for the fine material.  In both cases, the wash from the vessels propellers 
re-agitated the fine material and again discolored the surface water. 

Low altitude aerial photography on 8 February 1972, used Kodak EF 8442 
color positive film with a yellow filter. The combination of film, filter 
and exposure has been found to provide the greatest resolution of suspended 
sediments. However, the photographs showed no discoloration at the test 
site following the release of material. The lack of discoloration is due 
to the decrease of fines and increase in median grain size of the material 
being dredged with the new construction. 

High altitude remote sensing, including earth satelite simulation 
photography experiments, were utilized to interpret the larger scale 
suspended sediment patterns off the Golden Gate and along the California 
coast. 
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DISCUSSION AND EVALUATION 

The aerial and surface observation, bottom deposition and current 
measurement programs were developed to provide an understanding of the 
immediate and long-term dispersion of dredge material after release on 
the Bar. The bottom deposition and current velocity-direction programs 
were conducted to define the immediate dispersion while the current path 
and aerial programs dealt with the long-term dispersion of dredge 
material. 

Immediate Dispersion 

Results of the bottom deposition program have shown that at no time 
during diving operations on the Bar did the accumulation of released 
material exceed two inches in depth during any one release.  The maxi- 
mum recorded accumulation during an entire operation was four inches. 
Prestudy predictions concerning accumulation estimated the maximum and 
minimum to occur after one release would be 2.5 inches and 0.25 inches, 
respectively.  The horizontal displacement for the maximum and minimum 
accumulation conditions would be 100 feet and 1,700 feet, respectively. 
The maximum accumulation would occur when the line of release was par- 
allel to the current direction and the minimum accumulation would occur 
when the line of release was perpendicular to the current direction. 
The above values were estimated using the following parameters: speed 
of the vessel during release was 4 knots; the time required for dis- 
charge of the load was 5 minutes; the total load discharged was 3,000 
cubic yards; the current velocity was 1 knot over the entire water 
column; sediment size ranged from 0.22 millimeters to 0.84 millimeters 
using the 84th and 16th percentiles of the cumulative distribution curve; 
and the sediment accumulated was distributed evenly over the area. The 
maximum accumulation of 2 inches did fall within the predicted ranges of 
accumulation. 

Figure 6 is a normal distribution curve developed using the core 
sample measurements from 8 February 1972.  The curve was calculated using 
an accumulation of 2 inches under the centerline of the dredge release 
and 0.8 inches at a location two hundred feet on either side of the 
centerline.  Observed values for the three sets of data are compared with 
a normal distribution value based on position of the release to the par- 
ticular station. The normal distribution readings are 96 percent and 
93 percent of the observed accumulation values for 8 February 1972 and 
18 June 1971, respectively. These percentages exceed any expected accuracy 
of predicted accumulation values for the Bar under prevailing conditions. 
Other measurements made on 18 June 1971 (not included in the above per- 
centages) indicated the occurrence of about 1.5 inches of scour around 
the stake during the entire testing period. 
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No correlation has been found between the observations on 10 June 1971 
and the above analysis.  Of six observations on 10 June 1971, three in- 
dicated only scour ranging from 0.6 inches to 4.7 inches whereas observations 
on 18 June indicated a consistent scour of 1.5 inches.  The three remaining 
observations indicated only accumulation whereas all observations on 18 June 
indicated accumulation and scour. The stations indicating accumulation on 
10 June were all up current from the release whereas the stations indicating 
only scour were either near the line of release or were down current. For 
these reasons the deposition and scour data for 10 June 1971 have been dis- 
regarded.  Some factors contributing to the decision are; (1) local scour 
around stakes was not accounted for in measuring accumulation; (2) divers 
were unfamiliar with stake gradation marks; and, (3) sea state and visi- 
bility hindered diver operations. Furthermore, one observation on 10 June 
indicated an accumulation of 15 inches. This was the last observation of 
the day and the diver reported excessive turbidity due to sea state.  The 
diver made the 15 inch accumulation observation from the plate rod and not 
the stake as was done with all other observations since the stake could not 
be located.  When the diver returned to recover the stake and plate neither 
could be located. 

Current velocity-direction studies on 8 June 1971 indicate that bottom 
currents at times reach maximum ebb velocities exceeding two knots. 
Figure 3, the current rose plots for the depths of 1, 6 and 12 meters, show 
that on this particular day the currents at the three depths were fairly 
homogenous and showed a definite southwest predominance.  One can infer that 
the net movement of suspended dredge material would be to the southwest. 
The subsequent dispersion of material after deposition can be described 
as the vector sum of the bottom tidal currents, wind induced currents, the 
coastal currents and the wave induced turbulence (surge). The observed 
velocity-direction measurements are the sum of the tidal, coastal, and wind 
induced currents. The wave induced motion near the bottom-water interface 
is primarily oscillatory in nature and, thus, is mainly a suspending force. 
One can then assume that the dispersion of the deposited dredge material will 
be in the direction of the bottom currents as observed during the current 
velocity-direction measurements. 

The current velocity-direction measurements observed on 8 June 1971 
are not indicative of the annual currents on the Bar. During high fresh- 
water outflows from the Bay, current reversals with depth may be encountered 
on the Bar. During the freshets, a net water discharge from the Bay will 
occur in the upper water column whereas in the lower column a net influx 
into the Bay of more saline water will occur. The currents will also differ 
during different phases of the lunar tide. Therefore, the currrent velocity- 
direction measurements on the Bar in June 1971 may not be used as an indicator 
of current magnitudes and directions for other than the period of observation. 
For a complete understanding of immediate dispersion of dredge material, 
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continuous recording current stations would have to be. placed on the Bar 
during all dredge disposal operations. However, the bottom deposition 
program and current velocity-direction program indicated that accumulation 
of dredge material does not exceed two inches during any one release and 
that the material deposited on the bottom is dispersed quickly as a result 
of the suspending wave induced turbulence and the transporting bottom currents. 

The divers observed four distinguishable sediment layers in the 
water-sediment column (Fig. 7). They were the upper water column extending 
from 25 to 35 feet below the sea surface, the turbid layer extending from 
3 to 15 feet above the bottom, the fluid sediment layer 3 to 6 inches deep 
on the bottom, and the underlying compacted sediment. 

The turbid and fluid sediment layers were found to be the transport 
strata for material on the Bar.  The turbid layer was composed of suspended 
sediment, moving horizontally along the water-bottom interface.  It was 
observed before, during and after all tes-t releases throughout the entire 
study.  The depth and sediment concentration of the turbid layer were found 
to be a function of current velocities and sea state. As the currents and 
sea state increased, the depth of the layer and concentration of sediment 
in the layer increased. The maximum and minimum depth encountered during 
the study were 15 feet and 3 feet, respectively.  The minimum conditions 
existed during calm seas with only slight bottom currents. Water samples 
in the turbid layer showed the presence of considerable suspended sand in 
the 200-275 micron range, the same range as that found in the fluid and 
compacted sediment layers.  The fluid sediment layer was composed of un- 
compacted sand moving as bed load.  It was observed to be absent during 
calm conditions and a more compacted layer of sediment in its place.  As 
the sea state became more active the fluid layer again appeared. 

The minimum condition of sediment transport that existed on the Bar 
during the study was in the more advanced stage of sediment motion as 
described by Shepardii' from observations in a simple flume.  Shepard's 
advanced stage of sediment transport consists of both bed load and 
suspended load transport of sediment. The sediment that is transported 
by bed load is moved by saltation and is associated with the formation 
of ripple marks.  The sediment transported by suspended load is put into 
suspension by turbulence over the bed and is associated with a high 
Reynolds' Number which is a function of height above the bed, the flow 
over the bed and the viscosity of the water.   However, in an environment 
such as San Francisco Bar, large Reynolds' Numbers are always present 
and are mainly associated with stresses due to sea state and internal 
waves (surge). Although the Reynolds' Number due to current flow was 
sufficient to maintain the suspended load in the turbid layer, the major 
component of turbulence was due to the activity of the surface waves and 
the existing surge. The major suspending force on the Bar is the wave 
induced turbulence. Tidal flows are responsible for net horizontal movement. 
At all times during the study the wave induced turbulence was great enough 
to keep material in suspension.  The existing conditions precluded the 
actual observations of bed load transport of sediment; however, ripple marks 
with a wave height of 1-1/2 inches and wave length of 4 inches indicated 
that such a transport was occurring. 
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The maximum condition of sediment transport 
that existed on the Bar during the study was ob- 
served during increased sea state and surge action. 
The presence of a thick turbid layer and a fluid 
sediment layer indicates the existence of Shepard's 
maximum condition of both a large suspended load 
and sheet flow. Due to the turbulence on the Bar, 
there is no threshold velocity associated with the 
sediment transport. 

Long-Term Dispersion 
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FIGURE 7 
SEDIMENT CONDITION 

The net long-term dispersion of dredge material 
is a function of the forces acting on the medium 
in which the material has been introduced. The 
forces in this case are the various currents induced 
by tidal, wave, wind, and other generating phe- 
nomenon causing the movement of the water mass. 
The net movement of the water mass, as measured 
with the current path program then is an approximation of the sum of the 
forces acting on the water. Assuming the water column is uniform, the 
direction of net movement of dredge material can be approximated by the 
direction of the net movement of the water mass. 

A depth of 15 feet was chosen for the drogue studies based on the 
average flow over the water column of the fixed current studies in June 1971. 
However, fixed current studies in February 1972 indicated the presence of 
stratified flows on the Bar. The stratified flow consisted of ebb currents 
in the upper water column and flood currents on the bottom. Therefore, the 
uniform flow assumption is incorrect and the 15 feet depth can not be con- 
sidered representative of the entire water column. For this reason, the 
current path method has proven inadequate for measuring long-term sediment 
movement on the bar. 

CONCLUSIONS 

Studies conducted on dredge material disposal on San Francisco Bar 
during June 1971, February 1972 dredging operations indicate that immediate 
accumulation of material on the Bar does not exceed two inches for each 
release. Although no observations were made of the impact on material and 
potential smothering of marine organisms, time lags for the deposition and 
the types of marine organisms found in the Bar environment indicated that 
smothering does not take place. Movement of material on the Bar takes 
place in two transport strata, the fluid sediment layer and the turbid 
suspension layer. The thickness of the turbid layer is a function of the 
surge and wave generated currents.  The long-term accumulation of dredged 
material does not occur due to the high energy environment and dynamic 
equilibrium characteristics of the Bar. 
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CHAPTER 49 

SEDIMENT TRANSPORT BY WAVE ACTION 

by 

H. A. Einstein 
Emeritus, Professor of Hydraulic Engineering 

University of California 
Berkeley, California 

This paper summarizes the results of a continuing study at the hydraulic 
laboratory at the University of California at Berkeley on this subject, which 
is supported by the Coastal Engineering Research Center (CERC) and which has 
resulted over the years in the Theses of Huon ti (1954), M. Manohar (1955), 
G. Kalkanis (1957, 1963), M. M. Abou-Seida (1965), M. M. Das (1968) and is 
at this time being continued by T. C. Mac Donald. All these researchers have 
greatly contributed to the success of this work while the author was mostly 
responsible for the continuity of the study. 

The aim of the study was to see if it is possible to establish for 
the description and prediction of sediment transport by waves a general 
system of approach similar to that which the author published in 1950 under 
the title '.'The Bed-Load Function for Sediment Transport in Open Channel 
Flows". ( It was hoped at the time that many of the basic steps of such 
a description may at least be similar to those used for uni-directional 
flow.  It became apparent that such similarities of approach were quite 
feasible; but another difficulty became apparent from the beginning.  While 
in the uni-directional flow many details of the flow, such as velocity 
distributions, boundary layers and turbulence had been, studied and described 
previously, such knowledge was almost entirely lacking for wave motion. 
The first part of the study consisted entirely of hydraulic measurements 
and of their analysis.  In order to determine the necessary scope of such 
hydraulic studies, the analogy with sediment transport in uni-directional 
flow was used.  Some of the principles governing uni-directional flow 
transport are: 

1. Sediment motion can be divided into bed-load motion or surface creep 
and suspension. 

2. While moving as bed load, the particle weight is to a large part 
transmitted directly to the nonmoving bed, not to the flow. 

3. The rate of bed-load motion is defined by the equilibrium exchange 
of sediment between the bed-load and the nonmoving bed. 

4. This equilibrium gives a direct relationship between the sediment 
rate and the flow conditions near the bed, including the turbulence. 

5. The flow condition near the bed can be predicted for a uni-directional 
boundary layer as a function of the bed shear and the bed roughness, 
only. 

933 
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6. The bed particles moving as bed load in the rather thin bed layer 
define in this layer a sediment concentration. 

7. Above the bed layer, bed particles move in suspension, i.e., con- 
tinuously transmitting their weight to the surrounding water. 

8. The distribution of the concentration in a suspension is defined 
by the equation of equilibrium exchange of particles through the 
various horizontal planes, with the bed-load concentration in the 
bed layer as boundary condition. 

All these eight principles are assumed (and seem) to apply equally 
to the problem of sediment transport by wave action except No. 5. All 
unidirectional equilibrium flows moving sediment on a bed of the same kind 
of particles are friction controlled; they represent in their totality a 
boundary layer.  The basic variable describing such a flow is, therefore, 
the rate of friction or of shear stress at the boundary. A wave motion, 
on the other hand, is mainly an exchange between potential and kinetic 
energy and may in the first approximation be described as a frictionless 
motion—it does not by itself define a shear stress at the boundary.  Such 
a shear stress can be derived only if the additional condition of zero- 
velocity at the boundary is introduced. That shear stress and the resulting 
boundary layer are caused by the wave motion and take their energy from the 
wave energy, but are in deep water of negligible magnitude compared with 
the total wave energy.  For our purpose of predicting the sediment motion 
near the bed the description of this boundary layer is of prime importance, 
because it defines the shear forces on the bed and the velocity distribution 
in its vicinity from which the bed-load motion may be derived.  It is also 
the only source of turbulence from which the suspension may be derived, 
except where the waves become very steep and begin to break, which case is 
excluded from this present treatment.  In case of wave breaking this 
additional source of turbulence must be introduced separately and its 
effect on the sediment transport must be combined with that of the bottom 
friction. 

Like any other boundary layer, also this reversing layer may be either 
laminar or turbulent.  The laminar boundary layer between an oscillating 
fluid and a still boundary, or between a still fluid and an oscillating 
boundary has been known for a long time (see for instance (8)). Kalkanis (6) 
showed that from the viewpoint of the boundary layer the two cases are 
exactly equivalent, even if there is a minor difference with respect to 
the ability of the two to move sediment. 

If an extended plain boundary moves parallel to itself at constant 
speed with respect to a large mass of still fluid, the resulting boundary 
layer motion always becomes turbulent eventually.  In contrast, if this 
same boundary undergoes an oscillatory motion parallel to itself, the 
resulting boundary layer may remain permanently laminar.  If the amplitude 
or period of this motion is properly changed, the motion in the boundary 
layer becomes turbulent and the entire flow condition changes drastically. 
Lamb in the above-quoted reference gives the solution of the laminar boundary 

layer, but no source could be found which defines the limiting conditions 
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at which the flow becomes turbulent.  It was thus decided to define this 
limiting flow condition experimentally as the first step of the entire 
s tudy. 

THE CRITICAL REYNOLDS NUMBER OF THE BOUNDARY LAYER 

The turbulence in a frictional flow is caused by an instability of the 
laminar flow.  Its stability may be tested by comparing the magnitude of 
the inertia forces with that of the frictional forces; instability will 
occur when the inertia forces become large compared with the friction forces, 
or when the Reynolds Number which expresses the ratio of the two types of 
forces becomes larger than a certain limiting value.  The Reynolds Number is 
obtained by multiplication of a characteristic length with a characeristic 
velocity and by division of the product by the kinematic viscosity of the 
fluid.  Which characteristic values must be chosen can often be decided by 
logical arguments, but if too many variables of the same dimension are 
involved it may become necessary to determine the proper variables empirically. 
The critical value of the Reynolds Number must always be found by experiment. 

If the wave theory predicts near the bed at a given location the flow 
velocity u 

u = u sin (cot) -1- 

with co the angular velocity of the motion co = 2TT/T and T the wave period. The 
constant u = aco where a is the amplitude or half excursion of the motion. 
For thin boundary layers one may neglect all gradients in the x-direction 
parallel to the horizontal bottom as compared with the corresponding gradients 
in the vertical direction z.  In that case Eq. 1 may be interpreted as the 
oscillatory motion of a long horizontal bottom under an infinite body of 
still water, and one obtained in both cases a velocity distribution of 

-Sz 
u = u e   sin (ut - 3z) -2- o 

with respect to the fluid outside the boundary layer (at infinity) where 3 
has the value /co/2v.  1/(3 is the scale of the distance z above the bottom. 
Equation 2 is the description of the boundary layer for the laminar case (8) 
and may be written in the more general form 

u = u f. (z) sin (cot - f»(z)) -2a- o 1 Z 

which will be used for the turbulent boundary layer, too.  In the laminar 
case 3 = constant in Eq. 2.  The motion may be interpreted as a shear wave 
moving away from the bottom with the constant speed (co/3) = (cov)"5, simul- 
taneously reducing its amplitude exponentially. 

In order to describe the effect of a wave motion over a still bottom, 
the time history of the velocity in a given cross section is found by a 
simple transformation of the coordinates in the form 

u = u {sin (cot) - e   sin (cot - 3z)} -3- 
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or again in more general terms 

u = UQ {sin (tot) - f.(z) sin (tot - f„(z))}       -3a- 

Here u is a function of z and t, but the two f-functions depend only on z. 
Since both motions of Eqs.3 and 3a are sine-functions of the same frequency, 
it is possible to describe the composite motion in the form of an Eq. 2 or 
2a.  The two motions have different phases and, therefore, must be combined 
vectorially.  This is done for Eq. 3a in Eq. 4 

u = u f*(z) sin {cot - f*(z)} 
o  1 I 

f* = {1 + fj_2(z) - 2 f1(z) cos f2(z)}^ 

_±j  fAz)   sin (f2(z)) 
f2 " tan  jl - fl(z) cos (f2(z)j 

The thickness of the layer affected by friction may be estimated as 
the distance z from the smooth bed at which the friction-induced motion is 
reduced to 10% of its original value, i.e., where e   becomes 0.1. For 
a kinematic viscosity of V = 10  ft /sec and a period T = 15 sec the 
thickness of the layer becomes 1/4 inch.  This shows that the boundary 
layer is actually thin, as previously assumed. 

The limiting flow condition at which the laminar boundary layer becomes 
unstable, as well as the turbulent velocity distribution, was determined 
empirically; the latter showed different solutions for smooth, two- and 
three-dimensional roughness investigated. 

THE EXPERIMENTAL EQUIPMENT 

After the decision was made to restrict the study to conditions of 
long wave periods it became possible to simplify the equipment by moving 
the bottom harmonically under still water. The velocity in the laminar 
boundary layer is then described by Eq. 2, and Eq. 4 may be used to derive 
from it the solution of the wave problem.  In setting up the differential 
equations for both cases it is easily seen that the same considerations 
also apply to turbulent boundary layer.  However, there is one accelera- 
tion term different in the two cases when the motion of particles with a 
density different from that of the fluid is described. This term contains 
the acceleration of the wave motion which is believed small compared to 
local accelerations of the flow near particles and due to turbulence. 
It was thus decided to incur this small mistake for the sake of a much 
smaller, simpler, and more flexible instrumentation. 

The tank in which the measurements and observations were taken, contains 
a horizontal platform about half the length of the tank located 4" above 
the tank bottom, moving first on fixed rollers, later sliding on two rails, 
pulled by an endless steel tape.  The tape followed the bottom and aorund 
wheels along the two end plates at the inside.  This design avoided seals for 
the drive.  A sled moving on rails above the tank was rigidly connected to 
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tape loop and directly driven by a crank mechanism with variable speed and 
amplitude.  The tank was 12 ft long, 3 ft deep and 1 ft wide.  A pair of 
displacement cylinders were arranged, one at each end, and connected by a 
cable such that they would make opposite vertical movements.  They were 
driven by the same drive at such adjustable amplitude and phase as to 
compensate for the standing wave excited by the motion of the platform. 
The higher harmonics of the standing wave were negligible without compen- 
sation. 

The amplitude of the platform was directly measured as the eccentricity 
of the crank.  The period was measured by stop watch or by recording elec- 
tric pulses from a switch at the crank.  Turbulence was detected by intro- 
duction of dye from the free surface.  Velocities were measured with a 
sensitive pitot device directly connected to a diaphragm, the motion of 
which was recorded by means of a capacitance gage. 

THE CRITICAL FLOW CONDITION 

The smooth case may be idealized by a half-space filled with the fluid 
at rest which has the kinematic viscosity V, bounded by an infinite plane 
oscillating in its own plane with the angular velocity w and the amplitude 
a.  The total displacement of the plane d = 2a at the onset of turbulence 
was plotted in Fig. 1 against to/v in a log-log graph and gave a straight 
line of slope -1/2 except at the highest values of to where vibrations of 
the system may have caused somewhat more unstable conditions.  This means 
that d1

2 to/v = const. = 6.8 • 105.  This combination has the character of 
a Reynolds Number and is composed of the only parameters of the problem. 
In terms of amplitude one may write for the critical case 

N„ = a2 to/v = 1.7 • 10s -5- 
K 

That the value of the critical Reynolds Number is much higher than that 
for pipe flow has no significance since it describes the stability of an 
entirely different flow geometry.  It is of the same order as that of the 
steady flow boundary layer. 

Next rough surfaces were investigated, both with two- and three- 
dimensional roughness.  For the two-dimensional roughness cylindrical rods 
of a given diameter were arranged side by side on the platform with their 
axes cross-wise.  To reduce the displacement of the moving platform half- 
cylinders were used for the large diameters. 

For each roughness a graph of the type of Fig. 4 was plotted indicating 
that the combination d u)/v = const, held.  This value changed from roughness, 
to roughness, however, One would not expect such a parameter with the dimen- 
sion of 1 ' to be constant.  From dimensional considerations one would expect 
the Reynolds Number edi OJ/V to become constant if e is the size of the rough- 
ness,  e was plotted against a to/v and it was found that both for two- and 
three-dimensional roughness lines resulted with the slope -1. in a log-log graph. 
They define the critical Reynolds Numbers for rough surface as 

£ a to/v = 640 for two-dimensional roughness      -5a- 

e a to V = 104 for three-dimensional roughness    -5b- 
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These values apply for 

a^   / 266 for two-dimensional roughness 
e   [1630 for three-dimensional roughness 

All other cases behave hydraulically smooth. 

TURBULENT VELOCITY DISTRIBUTION NEAR AN OSCILLATING SMOOTH WALL 

It was first unsuccessfully attempted to describe the velocity dis- 
tribution using the known methods of vorticity and momentum exchange which 
are both successful in unidirectional flow, but it was soon found that 
momentum exchange was not applicable in any case, and that vorticity 
exchange could describe the velocity distribution along a smooth wall, but 
was not applicable along rough walls.  It was thus decided to use Eqs. 2a, 
3a and 4 and to describe f. and f„ empirically as well as could be done 
by power and exponential functions. A double-sided symmetric Pitot tube 
was used exclusively and proved to be very reliable. 

The results are given in Fig. 2 in which the velocity amplitude is 
given as a function of the distance from the wall.  In order to obtain a 
unique relationship for all different flow conditions, the two variables 
were plotted in dimensionless form. The distance z from the wall was 
measured in units of (v/co)^ and the velocity u was measured in units of 
u , the velocity amplitude of the movable bottom (or of the wave motion 
near the bottom in the wave case).  The dashed curve gives the predicted 
velocity distribution of the laminar boundary layer for comparison. The 
velocity u here is the velocity amplitude at various distances from the 
wall of the sinusoidal velocity component with the same frequency as that 
of the bed motion (or of the wave).  From this one may derive the function 
f1 for the smooth boundary 

f1(z)  = 0.3 e~75 z/a -6- 

with a the amplitude (half excursion) of the moving bed (or of the particle 
motion as predicted by wave theory). 

Figure 3 gives the corresponding values for the phase shift ut in terms 
of the dimensionless distance z/(v/to)'5.  Again the deviation from the 
laminar prediction is significant.  The function f„ for the smooth boundary 
may be derived from this 

l 
f2(z) = 1.55 (z//2v/u>)^ -7- 

The two functions f.(z) and f_(z) are purely empirical.  They may be used in 
connection with Eqs. 2a, 3a, and 4. 
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TURBULENT VELOCITY DISTRIBUTION NEAR AN OSCILLATING ROUGH WALL 

For the two-dimensional roughness half-cylinders of diameter D were 
used and arranged with their axes at right angle to the motion.  The three- 
dimensional roughness were sand and gravel of sieve diameter D glued to 
the movable bottom.  Only uniform roughnesses fully covering the bottom 
were considered.  The following descriptions were found: 

For two-dimensional roughness 

fx(z) 

-1000 - 

f2(z) = 0.5 (z//2v/w) 3 

For three-dimensional roughness 
_ 133 Z//2V/M 

f (z) = e    a D 

-9- 

-10- 

f2(z)  = 0.5 (z//2v/u) 3 -11- 

These expressions which are strictly empirical have been obtained by 
experiments covering the following ranges: 

0.0039 ft <  D < 0.104 ft 

0.104 ft < a <  2.00 ft 

0.174 rad/sec < to < 10.4 rad/sec 

Two-dimensional roughness 

0.0009 ft < D <  0.0453 ft 

0.104  ft <_ a < 2.00 ft 

0.169 rad/sec < u) < 6.82 rad/sec 

Three-dimensional roughness 

All experiments used water between 66° and 75° F.  The scatter of the 
measured points is about the same as in Figs. 2 and 3.  All the above 
expressions may be applied in connection with Eq. 2a for moving bottom and 
to Eqs. 3a and 4 for wave motion over a still bottom.  The system of refer- 
ence coordinates is standing still in both cases. 

It is interesting to observe how much faster two-dimensional roughness 
elements permit the velocity amplitude f (z) to reduce than the three- 
dimensional roughness while the phase shift for both is the same. 

THE TRANSPORT OF BED PARTICLES BY WAVE MOTION 

A strictly symmetric oscillation, as the wave motion near the bed has 
been assumed to be, can only result in an equally symmetric motion of the 
sediment particles.  It cannot cause any net motion of sediment.  Its most 
important function is that of keeping continuously a greater or smaller 
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number of particles per unit bed area in motion.  These particles move with 
the water near the bed and will follow the water in any direction in which 
it flows.  If the water has, in addition to the wave motion, a small addi- 
tional one-directional velocity, such as littoral current caused by the 
angular incidence of the waves or a secondary circulation caused by the 
geometry of the beach, then one must expect a systematic transport of the 
moving particles parallel or normal to the shoreline, respectively. 

In an attempt of predicting such a transport one may thus first find the 
number of particles which a given wave motion keeps in motion. This mass is 
then subjected to the systematic motion.  In this study no attempt was made 
to study the small systematic motion since that should best be done in the 
prototype. However, the particles available for transport by being in 
motion at a given time by wave action is easily studied in the laboratory, 
using the same installation as for the velocity measurements.  The platform 
was for this purpose covered with loose sand. At half-length a tray was 
built into the platform covering the full width of the sand bed.  Its sides 
were level with the bed as to not hinder any motion of sand into it.  When 
the platform was moving towards the left sand, from the left would move into 
the tray, during motion towards the right sand would enter from the right. 
The total sand Q collected in the tray after T seconds of wave motion over 
the width B permitted the determination of a specific sediment rate q . 

Qs 

which is a measure for the rate of transport independent of direction.  If 
the velocity of the particles composing q is v , then the amount of sedi- 
ment in motion per unit of bed area S  is r o 

S  = —5- -13- 
o     v 

q 

which is the value that was to be found.  The two values qg and v must be 
determined separately:  q by measurement and by available sediment theory, 
v by calculation from thl boundary layer description. 

CALCULATION OF THE SEDIMENT LOAD 

Before one can begin to describe successfully the transport of sediment 
by water, it is necessary to observe the motion of the particles.  This can 
be done easily in a laboratory flume, but observation at the beach or in a 
river shows exactly the same picture.  Some particles seem to slide and roll 
along the nonmoving bottom. At higher rates of motion an entire sheet of 
moving particles appears to cover the bed.  Even within this layer the 
particles roll, giving the layer an aspect of being continuously mixed.  In 
this layer the particles' weights are still supported by the bed even if the 
flow exerts a lifting force on the top particles of the bed and thus initiates 
their motion from time to time.  This type of motion is usually called bed- 
load motion and has been described in the past (1) as an equilibrium between 
the rate at which bed-load particles are deposited on the bed and that at 
which bed particles are picked up by the flow and made part of the bed load. 
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One factor simplified the description of the motion. Observation shows 
that most beach sands are well sorted, i.e., contain only a narrow range of 
grain sizes.  The derivation will thus be made for uniform material. The 
experimental sands were also well sorted.  The following derivation will 
essentially follow the procedure of reference (3) at least up to the point 
where the effective velocity near the particles is introduced to find the 
force on a nonmoving particle in the top layer of the bed. Reference (7) 
gives more detail; only the main steps are given here except for the new 
points which are particular to the application of the transport description 
in wave motion. 

In order to describe the rate at which particles are settled out on 
the bed, an empirical piece of information is used which was obtained about 
35 years ago by the author:  every particle moving as bed load will—as an 
average—travel a distance of 100 diameters until it finds another suitable 
location for deposit.  If at that spot the local instantaneous lift force 
due to flow conditions prevents deposition, another 100 diameter step is 
added and so on.  In the following all constants of proportionality are 
omitted as they are in the end determined empirically. 

The rate at which particles are deposited per unit bed area and per 
unit of time is proportional to 

^  £  -14- 
L D3 Y 

s 
if q  is the sediment rate in weight per unit of width, L the length of the 
average step, D the diameter and y    the specific weight of the particles. 
The value of the average step L can be expressed as 

L =  100 D/(l - p)  * D/(l - p) -15- 

if p is the fraction of the bed at which at a given time, or the fraction 
of time at which at a given point, the lift force on a particle of size D 
and of specific weight y     is larger than its weight.  With this the rate 
of deposition per unit area of bed becomes proportional to 

q_ (1 - P) 
_§  _16_ 

s 

The rate at which particles are eroded from the bed and which is equal to 
the rate of deposition in Eq. 16 may be expressed by dividing the number 
of particles per unit area, which is proportional to D 2 through the time 
t necessary for one exchange of a particle and by multiplication with p 
as defined above, t.. may be estimated as 

4 - -e- -i7- 

Being a characteristic of the grain, t.. should be a function of other grain 
characteristics such as the diameter and the settling velocity in still 
water.  If the turbulent settling velocity is used, one obtains 
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and the rate of scour becomes 

<Y„ V 

'%  (Ys - Yf) D 

-18- 

-19- 

By combining expressions Eqs. 16 and 19 and by introduction of the constant 
AA of proportionality, the following expression is obtained 

which may be solved for p 

A<Y„ 

1 + At 

Yf) »1 A„ $ -20- 

-21- 

Now we must express that p is the probability for an exchange to take place 
at a given place of the bed.  This probability, however, expresses basically 
only the fraction of time during which the lift on a particle of the bed 
surface is larger than its weight.  The weight is constant and is submerged 
proportional to 

(Ys - Yf) -22- 

while the lift force is porportional to 
2 

L~ Y 
f  g 

-23- 

The ratio — may thus be written 

L -  B* 

Ys  'Yf 

u2_ L  Yf 
-24- 

Reference (4) shows that in a boundary layer the instantaneous lift force 
may be derived from the instantaneous velocity at a distance 0.35 D above 
the theoretical boundary, that the turbulent component of the force follows 
statistically the normal error law and that its root-mean-square value is 
proportional to the corresponding lift derived from the average velocity. 
In the case of the wave-induced transport the problem is complicated by 
the fact that the lift due to the main motion also varies with time, but 
in contrast to the turbulent part periodically.  The problem of finding the 
resulting probability may best be explained by Fig. 4. This isometric 
sketch shows three axes:  towards the right that of the turbulent lift, 
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towards the rear that of the phase wt, and vertically that of the proba- 
bility for a given L' to occur.  If we focus our interest on a quarter 
period, the time which is covered in Fig. 4 by Gauss-curves, the total 
time is given by the volume under these probability-curves. The time of 
motion is given by the condition W - L < L' which is demonstrated in the 
figure as follows:  the weight W is plotted as a line parallel to the oat- 
axis.  From this value of L' the sinusoidal L was subtracted.  All values 
L' > W - L are to the right of this line W - L and the cross-hatched part 
of the time volume under the probability curves represents the "favorable" 
part of the time.  The ratio of the favorable time to the total time is 
equal to p. 

This may be written mathematically as 

rw/2 
£      i«P-i/n0

e   dm d(a)t) -25- 

if 
Y„ " Y f   Dg 

-26- 

where u is the velocity amplitude at 0.35 D from the boundary, r|  is the 
scale ratio between L and L' and m is a variable of integration.  Elimination 
of p between Eq. 21 and Eq. 25 produces the bed-load equation. 

A,. $ 

1 + A.,. $ 
•IT/2 

**5-i/n, 
e 2  dm d(oot) -27- 

For this equation AA, BA, and n must be determined empirically.  This was 
done in Fig. 5.  First the four theoretical curves according to Eq. 27 and 
AA = BA = 1 and for j— =  1.0, 1.5, 2.0, and 2.5 were calculated and plotted. 
Then, for all transportation experiments the values $ and ip were calculated 
and also plotted in Fig. 5. As the plotting is done on a log-log graph, the 
constants AA and B^ represent only a parallel shift in the $ and \ji  direction, 
respectively.  A reasonable fit was achieved with the values 

Bft =  6.0 

i/n0 =  2.0 

-28- 

which define the bed-load equation for the bed-load movement of uniform 
sediment by wave motion in deep water. 

The correction factor 5 for the parameter t}j is the analogous correction 
which had been introduced as "hiding factor" in unidirectional flow (3). 
There, it indicates the ability of small sizes of a sediment mixture to 
hide between the larger grains and also the ability of small grains to hide 
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in the viscous sublayer.  The first case is not applicable here because 
of the assumption of uniform sands. The second application, on the other 
hand, is very important and has been studied by Abou-Seida (1), who ran 
special sets of experiments in the flume with the movable botton with 
especially fine sands (D. = 0.000475 ft and D . = 0.000984 ft diameter) 
to study this effect.  Tne re.sults are given in Fig. 6 as a graph of £ 
against     , .  Herein D is the grain size and 6* the displacement 
thickness'of the sublayer.  Both, the curve of Fig. 6 and the definition 
of <5* are different from those for unidirectional flow.  In unidirectional 
flow the velocity distribution and the sublayer thickness are expressed in 
terms of boundary shear or uA.  In the boundary layer due to wave action 
the shear stress could not be expressed.  The sublayer thickness is thus 
determined according to Einstein and Li (5) using for the sublayer a 
critical Reynolds Number N = 4 S*  U/v = 1100, where U is the amplitude 
of the velocity near the bottom.  This represents the minimum thickness 
of the sublayer over the wave period, not a constant value as in uni- 
directional flow, giving rise to an entirely different curve (Fig. 6). 
Figure 5 includes all points which were obtained by Abou-Seida (1) in 
addition to the measurements of Kalkanis (7). 

Already Kalkanis had proposed to apply this theory to sediment trans- 
port by surface waves in wave channels.  The main wave motion sets the bed 
particles in motion while the superimposed "mass transport current" of the 
same wave pattern provided the systematic velocity causing a unidirectional 
transport.  Abou-Seida performed a set of such experiments and attempted 
the analysis of their results, as well as those of similar experiments per- 
formed by Vincent (12).  Herein he expressed the mass transport velocity 
according to Longuet-Higgins (10) multiplied it with the average concentra- 
tion of bed particles per unit of bed area in motion due to the oscillating 
wave motion.  This concentration was obtained by division of the oscillat- 
ing transport rate q  of Eq. 26 by the layer thickness 2D and the average 
flow velocity in that layer. 

Comparison of the measured with the predicted sediment rates showed 
very significant deviations with the measured transport.  The measured 
values were consistently high.  He explained the deviation by the fact that 
the theory was derived for waves of long period and low height while the 
experimental waves were all of short length and period and steep.  In order 
to test this explanation he argued that in steep and short waves acceleration 
effects could not be neglected compared with the velocity effects on the 
grain.  He introduced, therefore, the parameter u /(3u/3t) D as an indicator 
for the acceleration effects.  He plotted a correction factor M by which 
the measured transport is higher than the predicted against this acceleration 
parameter and found systematically decreasing deviations M for increasing 
acceleration parameters or, with other words, for decreasing acceleration 
effects. 

One may conclude that for the prototype conditions of long-period waves 
in deep water the theory must apply satisfactorily without this acceleration 
correction. 
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SUSPENSION IN THE OSCILLATING BOUNDARY LAYER 

The study of suspension due to wave action which is being pursued 
actively at this time is restricted to the particle motion caused by tur- 
bulence created in the boundary layer. Any turbulence created by breaking 
of the waves is for the time being excluded. Like in the description of 
the bed load it is attempted to follow the same thoughts which led to a 
solution in unidirectional flow, but, unfortunately, some of the most basic 
assumptions in the derivation of the unidirectional suspension do not apply 
here.  In unidirectional flow the turbulence, which is responsible for the 
suspension is described by the shear stress at the boundary.  In wave action 
it was not possible to find a usable expression for the shear stress; 
boundary layer has been shown to be very thin.  The suspension, on the other 
hand, was found to be covering a much larger range of elevations.  It 
appears to be impossible to derive the particle exchange in wave action 
from the momentum or vorticity exchange of the velocity distribution. 

It was decided to attack the suspension problem in a strictly empiri- 
cal way, i.e., to try to establish an approximate description of the suspended 
concentration distribution empirically with sufficient accuracy to comple- 
ment the bed-load motion, which cannot be expected to include any suspension. 
Unfortunately, this work has not been advanced sufficiently to permit any 
results to be presented here. 

The work on the suspension by the boundary layer under wave action was 
mostly hampered by the utter lack of any observation of the turbulence of 
this flow, as well as the nonexistence of the proper instrumentation to 
obtain such information. A method of measuring turbulent velocity components 
in turbulence without the presence of an average velocity was developed for 
this purpose by Das (2), who also developed an optical method of measuring 
the sediment concentrations which makes the measurement without any inter- 
ference with the flow.  It is hoped that soon results will be available 
that will permit to estimate this effect with sufficient accuracy to comple- 
ment the bed-load predictions. 

SUMMARY AND CONCLUSIONS 

In order to describe the sediment transport due to wave action near the 
bed, the velocities were divided into 

1. A symmetric wave motion assumed to be a horizontal sine motion with 
the frequency of the waves, 

2. A boundary layer motion caused by the friction along the bed, 
including turbulence, and 

3. A systematic motion, which may or may not be connected with the 
wave motion, but has a time-average velocity different from zero. 

Of these velocities 1. and 2. are assumed to be sufficiently large to cause 
the motion of the bed particles; 3. may or may not be of that strength. 
From the velocity components 1. and 2. an average amount of sediment is derived 
which is at any time in motion without being permanently displaced by these 
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motions. While they are in motion these particles are assumed to be also 
under the influence of 3. which displaces them permanently and causes the 
sediment transport.  The motion as bed load along the bed seems to be 
satisfactorily developed; the resulting suspension is still under investi- 
gation. 
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FIG. 4. 
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CHAPTER 50 

A GROSS LONGSHORE TRANSPORT RATE FORMULA 

by 

Cyril J. Galvin, Jr.,1 A.M. ASCE 

ABSTRACT 

Gross longshore transport rates for 11 long-term field measurements are 
predicted reasonably well by the empirical relation, Q=2H2, where Q is 
longshore transport rate in 100,000 yd3/yr, and H is a mean breaker height 
in feet. A physical explanation of this empirical relation assumes: (1) most 
littoral drift is transported in suspension; (2) longshore current velocity 
is predicted by V-gmTsin28j,; (3) the empirical relation is an equation for 
conservation of suspended sediment in the longshore current. 

INTRODUCTION 

Definitions.  Littoral drift is the material moved in the littoral zone 
by waves and currents.  For this paper, the littoral zone is a strip which 
follows the shoreline, bounded by the runup limit on the landward side and 
by a depth on the seaward side at which large waves begin to move bottom 
sediment in significant quantities. 

The rate at which littoral drift is moved parallel to the shoreline is 
the longshore transport rate. Since this rate is directed parallel to the 
shoreline, there are two possible directions of motion, which may be called 
the right and left directions, if defined for an observer standing on the 
shore looking out to sea. Anything moving from the observer's right to his 
left is moving in the left direction, indicated by the subscript £. A sim- 
ilar definition holds for the right direction, indicated by the subscript r. 

A gross longshore transport rate is defined for a given point on a 
shoreline as the sum of the amounts of littoral drift transported to the 
right and to the left, past that point on the shoreline, in a given time 
period. 

Similarly, a net longshore transport rate is defined as the difference 
between the amounts of littoral drift transported to the right and to the 
left, past that point on the shoreline, in a given time period. 

Longshore transport rates are usually given in units of volume per time 
(cubic yards per year in the U.S.).  Typical rates for oceanfront beaches 
range from 105 to 106 yd3/yr.  These volumes include about 40% voids and 

1Chief,Coastal Processes Branch, Coastal Engineering Research Center, 
Washington, D. C. 20016..  This paper deliyered at 12th Coastal Engineering 
Conference, Washington, D. C, on 15 Septemher 1970, but completed too late 
to be published in the proceedings of that conference.. Text thru page 15 
completed on 4 December 1970. 
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about 60% solids. The solids commonly are fine to medium sand-sized ma- 
terial, either quartz with a specific, gravity of 2.65, or carhonates or 
silicates with slightly higher specific gravities. 

It is convenient to indicate the longshore transport rate by the symbol 
Q.  Then, the gross longshore transport rate, Q , is, by definition, 

Qg = Qr + Q, CD 

where Q is the transport to the right and Q is the transport to the left. 

Similarly, the net longshore transport rate, Q , is 

Qn • Qr - Q£ C2) 

The quantities Q , Q., Q and Q all have specific engineering uses: 

Q is needed to predict shoaling rates in uncontrolled inlets; Q is needed 

for design of protected inlets and for predicting beach erosion on the open 
coast; Q and Q. are needed for design of jetties and impoundment basins 

behind weir jetties.  In addition, Q provides an upper bound on the other 

quantities since, by (1) and (2^ Q >Q .  Note that Q = |Q | if either 

Q or Q is zero, as may happen on partially sheltered coasts. 

Purpose.  This paper presents an empirical relation between gross 
longshore transport rate, Q , and the local mean breaker height, H, as a 

first approximation for engineering predictions. An hypothesis is also pre- 
sented to explain the empirical relation. 

Present (1970) Practice.  Longshore transport rates are predicted by 
the following methods: 

1. The best way to predict longshore transport rate at a given site 
is to adopt the best known rate from a nearby site, with modifications based 
on local conditions. 

2. If rates from nearby applicable sites are not known, then the 
next best way to predict transport rates at a given site is to compute them 
from data showing historical changes in the topography of the littoral zone 
(charts, surveys, and dredging records are primary sources). 

3. If neither Method 1 nor Method 2 is practical, then it is 
accepted practice to use either measured or calculated wave conditions along 
with the curve relating "Longshore component of wave energy and Littoral 
transport rate" which appears in CERC Technical Report Number 4 (Coastal 
Engineering Research Center, 1966, Figure 2-22, p. 175). 
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Method 1, If applicable, depends largely on engineering judgements 
Method 2, if applicable, is a straight-forward, but tedious, application of 
historical data, which gives useable answers, provided the basic data are 
reliable, the calculations are correct, and the interpretation is based on a 
thorough knowledge of the locality.  By choosing only a few representative 
wave conditions, Method 3 can usually supply an answer with less work than 
Method 2, but with correspondingly less certainty.  Because calculation of 
needed wave statistics in Method 3 follows an established routine, it is 
often easier than researching the records and computing the changes necessary 
for Method 2.  Thus, there is a tendency to apply Method 3 where possible. 

Transport Rate - Energy Flux Correlation.  The curve on which Method 3 is 
based (CERC, 1966, p. 175), taken from Savage (dashed line of Figure 7 in 
Savage, 1962), shows a correlation between longshore transport rate and energy 
flux.  Savage's dashed line is his modification, based on laboratory data, of 
an earlier curve given by Caldwell (1956) that is based oh two sets of field 
data (Caldwell, 1956; Watts, 1953) which are generally accepted as the best 
prototype longshore transport data now (1970) available.  The curves of both 
Savage and Caldwell, as adapted from Savage (1962), are shown on Figure 1 of 
this paper. 

The variables plotted on Figure 1 are Caldwell's adaption of a somewhat 
cryptic suggestion in the fifth appendix of an unpublished report prepared by 
the Los Angeles District, Corps of Engineers (dated October 1, 1948; see also 
Eaton, 1951).  It appears probable that the suggestion in the 1948 report was, 
in turn, based on work done at the Scripps Institution of Oceanography shortly 
before that date (S.I.O., 1947). 

The relation shown on Figure 1 has been criticized (Galvin, 1963; 
Longuet-Higgins, private communication, 1969; Komar and Inman, 1970) for, 
among other things, confusing scalar energy with vector energy flux.  See, 
for example, the legend on the horizontal axis of Figure 2-22 in TR4 (CERC, 
1966, p. 175).  However, for the practicing engineer looking for an answer to 
his problem, this objection is a mere quibble, provided that the straight line 
gives a reasonably accurate answer.  Although the present state of the art is 
such that a reasonably accurate answer is one good within &  factor of 2, it 
is doubtful that the relation on Figure 1 is that good.  Thus, further work 
on the subject is justified. 

GROSS TRANSPORT RATE FORMULA 

Empirical Relation.  It appears intuitively obvious that the longshore 
transport rate, Q, must be closely related to wave height at breaking, H.  On 
a naive level, the bigger the waves, the more energy they have to move sand 
around.  Or the bigger the waves, the greater the cross-sectional area of the 
surf zone through which the sediment might move.  Thus, a relation between 
drift rate and breaker height is expected, and, indeed, such a relation already 
exists in the longshore transport curves  of     Caldwell and Savage, since 
the horizontal axis of Figure 1 is a term including H2. 

At the Coastal Engineering Research Center (CERC), visual observations of 
waves along U.S. coasts are routinely collected as a first step towards 
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defining the wave climate of these coasts. Much of these data are collected 
by Coast Guard personnel or other volunteers in the Cooperative Surf Observation 
Program (COSOP), the Beach Evaluation Program (BEP), and the Littoral Environ- 
mental Observation Program (LEO).  (See Darling, 1968; Galvin, et al., 1969, 
1970; Szuwalski, 1970).  There is also an extensive program of wave gaging on 
U. S. coasts (Darling and Dumm, 1967). 

Also at CERC, there is frequent occasion to discuss coastal engineering 
problems requiring information on longshore transport rates for U. S. coasts, 
many of which are tabulated by Johnson (1957).  Familiarity with these wave 
and transport data impressed on the writer that measured transport rates and 
observed mean breaker heights are highly correlated on U. S. coasts.  This led 
to the following empirical relation.  If longshore transport rate, Q, is plotted 
against mean breaker height, H, a curve given by 

Q = 2H2 (3) 

forms an envelope (Figure 2) over all but two known (Q,H) pairs, when Q is in 
units of 100,000 yd3/yr and H is in feet. 

The Data. The 17 longshore transport rates plotted on Figure 2 and tab- 
ulated in Table 1 include rates obtained from 13 Corps of Engineer field studies 
(points 1 through 10, and 15 and 16). All but one of these 13 rates (point 9b) 
are based on changes measured by Method 2 for periods of at least one year. 
Three other shorter field studies are plotted, including two tracer studies 
(points 11 and 12) and one special study (point 14), all having durations meas- 
ured in hours or days.  One laboratory point (14) is plotted, which is the 
maximum transport rate obtained by Fairchild (1970). 

The plotted transport rates are all supposed to be gross transport rates. 
In some cases, the sources report the data as gross rates, or as nearly gross 
rates.  In the three short-term field studies (points 11, 12, and 14) and in 
the single laboratory case (point 13), the source description leads to the 
assumption that gross rates are involved.  For point 16, the source (Committee 
on Tidal Hydraulics, 1964) give Q and Q , so equation (1) was used. Point 6 
(southwest Lake Michigan) is the maximum of 6 values of Q given by Johnson 

(1957), assuming from equations (1) and (2) that Q iQ . 

For points 9a, 9b, and 10, only the net rates were given, but gross rates 
were computed from the net rates by equation (4), 

Qg » Qn(l+a)/(l-a) (4) 

which is obtained by dividing equation (1) by (2) and defining a=Q /Q .  In 

these cases, the gross rates were calculated by assuming that the ratios of 
waves from the south to waves from the north (points 9a and 9b from Watts, 
1953b) and the corresponding ratio of longshore energy fluxes (point 10 from 

Caldwell, 1956) were identical to a in (4). Note that equation (4) is not 
useful when a approaches 1, i.e., when the net transport rate is a small fraction 
of the gross transport rate. 



958 COASTAL ENGINEERING 

I00r 

to 
-o 
>> 
o o 
o 
d" 
o 

o 

o 

10- 

t 1.0- o 
Q. 
</> 
C 
O 

o 
XZ 
(/> 
o> 
c 
o 

Q = 2H2- 

^   I 

/7 

•14 

- /•I0 

•8 
Al6 

Al5 
»9a 

  

^7       •!! /9b» 

/•6     *12 

/4 

/       '3 

Numbers on point 

/                 I 

refer to Table 1 

I 
0-10.l 1.0 10 

Mean Breaker Height,H,infeet 

EMPIRICAL PREDICTION OF 
GROSS LONGSHORE  TRANSPORT RATE 

Figure 2 



TRANSPORT RATE FORMULA 959 

m CTi 
CtJ m 
H !-*• 
pq 

d) 
cn 

a hll F! 
nl ni H 

CO O 
CQ 

<i) <i) M 
CX > W 
Ctl crt 
u & 

0) 
w H 

CM ci) 1-4 
o rH 
rn P- > (> crt (fl 
u S3 CO 

*o     >,   r-- 

H      PM PM   PH 
•HO QJ     O O 
>     CO 60    c/3  w 
mo moo en    o o    u o 

O    H 

P. 
(0 
e 

PQ iH    0) 
»4 •H    & 
=Q >  T3 

(H   rH 
O    nj >^ CO  o 

(1) M 
a CJ   T3 
trt «    (3 
H •-)   cd 

o vO  ^O 
•>. yD  vo 

pq CQ 

M ^   ^ 
CON 
EC C0<^ 
CO -U   T3 
o a >, 
o ^ o _i  a) ,H 

CO pw 
CO 

g 

en o 

(U o 

01 (1) 
w O a) 

n S 
01 tr 

p. ^ r/l 
p. 4-i n) 
01 n w 
H w Pu 

0) a) 
Q)   _( rt 

.si (0 
m    • n 
•J  OT «s 
03 .o 

C^  (^ o 

W     O      U      u 



960 COASTAL ENGINEERING 

The wave data plotted on Figure 2 and tabulated in Table 1 are mean 
values of the height of waves breaking or shoaling on beaches.  Of the 17 
plotted points, 12 are based at least in part on visual estimates of breaker 
height.  These include 8 C0SOP heights, one LEO height, and 3 heights from 
published sources (see Table 1).  The COSOP heights are simple averages of 
all observations available from the locality listed.  The minimum length of 
record for any of the 8 COSOP localities is 4 years.  Each observation is a 
visual estimate of the height of the highest one third of the waves breaking 
on the beach.  Other work (Galvin, et al., 1969; Galvln, et al., 1970) has 
shown that mean annual heights obtained in this way are internally consistent 
and that the distribution of these heights around the U. S. coasts agrees with 
known climatic conditions. 

Five sets of wave gage records are used, including one set from laboratory 
wave gages for point 13.  Two gage records have not been shoaled to the breaking 
point, although all were obtained in fairly shallow water.  The two data points 
from the Great Lakes (points 5 and 6) use wave heights from hindcasts by Saville 
0.953a; 1953b), taken from the percent of total time curves, including the 
effect of ice cover, but not shoaling to the breaking point.  The wave height 
for point 12 from Komar's (1969) tracer study is listed as 2 feet, but the 
author gives only the range of wave heights observed (1 to 3 feet). 

In all cases, the best available wave height data were chosen, with meas- 
ured or visually observed values given preference over hindcast values. Where 
it is possible to compare data from different sources, the data usually agree. 
For example, the visual and unshoaled gage data for point 4, Table 1, are 
precisely, although accidentally, equal. 

In the case of point 15, the height listed is the average of the nearest 
COSOP stations from either side of Carolina Beach, North Carolina - Oak Island 
to the south where the H is 1.18 feet, and Atlantic to the north where the H 
is 3.32 feet.  Despite this disparity, which is caused by differing exposure 
of the localities, the mean of the two COSOP stations agrees well with four 
months of visual and gage records obtained at Wrightsville Beach, only a few 
miles from Carolina Beach. 

Long-term Rates.  The 17 points on Figure 2 are not all on the same basis, 
particularly in terms of length of record.  For this reason, only the (Q,H) 
pairs for which both the Q and the H data are based on more than one year of 
record have been plotted in Figure 3.  It then becomes obvious that, in elim- 
inating data based on shorter lengths of record, a significant amount of the 
scatter in Figure 2 is also eliminated.  This reduction of scatter by elim- 
ination of shorter term data increases confidence in equation (3) as an 
empirical prediction of gross longshore transport rates. 

Of the 6 shorter term points that have been eliminated in going from 
Figure 2 to Figure 3, the two that fall furthest below the curve are the only 
two tracer tests in Table 1 (points 11 and 12).  If there is validity to the 
empirical relation (3), then the fact that points 11 and 12 have significantly 
lower rates of drift than is predicted by (3) is consistent with the hypothesis 
that the burial and delayed erosion of tracers produce indicated transport 
rates lower than actual rates (Galvin, 1965). 
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It is emphasized that the field data plotted on Figure 2 and tabulated 
in Table 1 include all known (Q,H) pairs for which Q equals, or nearly equals, 
Q .  That is, the plotted and tabulated transport rates are intended to be 

gross rates only.  There are many more (Q,H) pairs where Q equals Q when 

Q < Q .  In all of these Q cases, the (Q,H) pairs plot below the curve given 

by equation (3), so that the equation, Q=2H , is really an envelope above the 
measured longshore transport rates. 

Instead of this envelope, a better fit of the curve to the gross transport 
data on Figure 3 could be had by changing the constant 2 in equation (3) to 1.5. 
However, historical estimates of longshore transport rates, somewhat like es- 
timates of the age of the earth, are nearly always revised upward and only 
rarely revised downward. Therefore, it is safer, as well as more convenient, 
to keep 2 as the constant in equation (3). 

PHYSICAL HYPOTHESES 

Energy Flux.  The simplicity of equation (3) and the unexpected, but em- 
pirically good, fit of the data to it prompt an attempt at a physical ex- 
planation.  The fact that H enters equation (3) as a squared term suggests 
that energy flux may be involved.  However, since H is defined as the breaker 
height, the energy flux ought to depend on H5'2, assuming that the energy 
density is proportional to H and that the group velocity depends on H1/ 
near breaking.  But the slope of the H2 curve seems to fit the data better 
than the slope of an H5'2curve (compare Figures 3 and 4). 

Continuity. However, another likely explanation is that equation (3) is 
a version of the conservation of mass, or continuity equation, 

Q = D c V A (5) 

where c is a mean sediment concentration in the surf zone, V is a mean 
longshore current velocity, and A is the cross sectional area of the surf zone. 
D is a factor added to keep the units correct.  If Q is 105 yd3/yr and V and 
A are ft/sec and ft2, then D - 11.68 (sec-yd3/yr - ft3). 

In the following paragraphs, it is shown by plausibility arguments how 
equation (5) can be worked into a form like that of equation (3). In order 
to do this, it is necessary to have relations for c, V, and A. Since there 
does not appear to be any way of predicting concentration in the surf zone, 
c will be obtained from measurements (Watts, 1953a; Fairchild, unpublished). 
It is then necessary to obtain relations for the longshore current velocity, 
V, and the cross sectional area, A. 

There are many equations available which purport to predict the mean 
longshore current velocity, V, but it has been shown that only two of them 
agree with both the best field and the best laboratory data (Galvin, 1967). 
One of these two equations, developed from elementary continuity considerations 
(Galvin and Eagleson, 1965), is 
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g m T sin 26, (6) 

where g = acceleration of gravity; m = beach slope as defined in Figure 5; 
T = wave period; and 9^ = ".he angle between the wave crest at breaking and 

the shoreline.  Since equation (3) attempts to predict gross transport rates, 
direction does not matter, and the sign of angle 6 in (6) can be ignored. 

For mean cross-sectional area, A, the surf zone will be approximated by 
a triangle bounded on the seaward side by a depth equal to 3H, where 6 is 
the breaker depth-to-height ratio for the given slope, as shown in Figure 5. 
The area, A', of the triangle for a given wave height is thus 

A*= (gH)2/(2m) (7) 

which is how H2 gets into equation (5).  The area A' is somewhat less than 
the true area of the surf zone (Figure 5).  Since (7) refers to A' for a 
specific wave condition, it is necessary to convert this to the annual mean 
area (A) for use in equation (5), by a factor K, where 

annual mean of individual H2 

square of annual mean 
(8) 

AREA OF SURF ZONE 
Figure 5 
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Thus, the average annual area is 

A = K (BH)2/(2m) C9) 

Putting equations (6) and (9) into (5) results in (10) 

Q = D K g B2c T H2 sin 8b (10) 

assuming that sin 28, = 2 sin 0, for the small angles involved.  Note that 

the slope, m, present in both velocity (6) and area (9), has cancelled 
out of the equation for transport rate (10). 

Check on Continuity Hypothesis. If equation (10) is an explanation of 
the empirically derived equation (3), then the factors on the right side of 
(10), exclusive of H2, should be equivalent to or less than the factor 2 on 
the right hand side of equation (3).  That is, 

D K g B2 c T sin &h  £ 2 (11) 

where the £ enters because the curve on Figure 3 is an envelope above almost 
all known values, and because A was derived as a minimum value.  It is now 
of interest to see whether reasonable values of K, B, c, T, and 8, will 
satisfy (11). 

Data for concentration are adopted from Watts (1953a) and Fairchild 
(unpublished) according to the following calculation: 

c = c Y  /(Y„(!-<:>) (12) w sw   q 

where c is the concentration given in (5), c is the concentration by weight 
given by Watts (1953a); y    = 64 lbs/ft3; y  =w62.4 x 2.65 = 165.4 lbs/ft3  ; 

and c is the ratio (voids in beach sand)/(voids + solids in sand) assumed to 
equal 0.4.  With these substitutions, equation (12) becomes 

c = 0.65 c (13) 
w 

From Watts1 paper, an average value of c  is about 0.5 x 10  , so that 
c = 0.32 x 10 3, a concentration which includes allowance for void space. 
Fairchild's data average around 0.46 x 10 3. 

The value of B is taken to be 1.3 a value traditionally used by engineers 
and one which has some experimental and theoretical basis (Iversen, 1952). 
Values of K have been obtained from calculation of equation (8) using visually 
estimated breaker heights from the COSOP data.  Wave period T is also taken 
from the COSOP data.  The value of 8, is assumed to be 8°, which is a mean of 
three field studies tabulated by Galvin and Nelson (1967) and which also is a 
representative mean value for data obtained in the CERC Beach Evaluation 
Program. 
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Tests of equation (11) for five coastal localities are shown in Table 
2, where ( ) is used as a symbol for the left side of equation (ll).  The 
data in Table 2 show that ( ) is indeed less than 2, averaging about 0.50. 
While this is not compelling evidence in favor of the continuity hypothesis, 
these data do suggest that the hypothesis is worth further examination. 

Table 2.  CHECK ON CONTINUITY HYPOTHESIS 

Locality 
sec  vol/vol 

( ) ( )/2 

Short Beach, N.Y. 

Monmouth Beach, N.J. 

Hillsboro Inlet, Fla. 

Cape San Bias, Fla. 

Yaquina Bay, Ore. 

1.5 6.8 0.00046 0.42 0.21 

1.4 6.4 0.00046 0.36 0.18 

2.2 5.8 0.00046 0.52 0.26 

3.4 5.5 0.00046 0.76 0.38 

1.3 13.0 0.00032 0.48 0.24 

( ) = DgB^KcT sin 9, as in equation (11) 

where D = 11.68 sec-yd3/yr-ft3 

g = 32.2 ft/sec2 

3 = 1.3 

Assumptions of Continuity Hypothesis.  The following paragraphs discuss 
the principal assumptions underlying the continuity hypothesis. Ad hoc reasons 
for favoring a ^continuity approach to surf zone motion have been previously 
advanced (Galvin, 1967, p. 299-300). 

Assumption 1.  The passage of waves through the littoral zone ini- 
tiates sediment motion, so that this sediment may be moved alongshore even 
by weak longshore currents.  Explicit statements of this assumption are given 
by the Beach Erosion Board (1933, paragraph 5/7), Kalkanis (1964, p.2), and 
Caldwell (1966, p. 146), and it seems well verified by observation. 

Assumption 2. Longshore transport of littoral drift is accomplished 
principally as suspended load transport.  There are some field and laboratory 
data which support this assumption.  On the basis of his field measurements, 
Watts (1953a, p. 41) concludes that "the total suspended material movement can 
be an important factor in a littoral drift analysis".  The data of Thornton 
(1969, Appendix B), based on measurement of transport rates with bedload traps, 
yield transport rates between a tenth and a hundredth of the value that would 
be expected from the longshore transport rate-energy flux correlation on 
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Figure 1 (M. M. Das, personal communication, 1970).  If the traps were 
functioning properly, and if order-of-magnitude faith in Figure 1 is jus- 
tified, then Thornton's data indicate that bedload is less important than 
suspended load in longshore transport.  Saville (1950, p. 564) concludes, 
on the basis of his laboratory experiments, that "On equilibrium storm 
beaches, the sediment transportation was produced mainly by the movement 
of material in suspension by the littoral current." On the other hand, 
Komar (1969, p. 54) suggests that "suspended load transport of sand in 
the surf zone is less important than bedload transport" since his meas- 
urements appear to be explained by a bedload theory (Komar and Inman, 1970, 
p. 5921). 

Assumption 3.  Suspended sediment concentration in the surf zone 
can be approximated by a single average value.  Watts (1953a, p. 40) states 
that there is some evidence for a uniform concentration across much of the 
surf zone, but there is little data available on this point. 

Assumption 4.  The mean longshore current velocity is given by 
equation (5).  Comparison with data shows that this equation is one of two 
that fit the best data, it resembles the equation of Longuet-Higgins (1970, 
p. 6784), and it is consistent with the continuity hypothesis in that it was 
derived from continuity assumptions also (Galvin, 1967). 

CONCLUSIONS 

1. Gross longshore transport rates obtained from long-term field 
measurements are correlated with mean breaker height (Figure 3) by the 
empirical relation, Q = 2H2, where Q is in 10s yd^/yr and H is in feet 
(if measured in 105 m /yr and meters, the empirical relation becomes 
Q = 16.5H2). 

2. The empirical relation is conservative in predicting gross longshore 
transport rates now known (1970).  Seven of 11 gross longshore transport 
rates from long-term field measurements are between 75 and 100% of their re- 
spective 2H2 values, and only one of the 11 rates is numerically greater than 
2H2 (Figure 3). 

3. All known net longshore transport rates which differ significantly 
from the gross rates have measured Q values that are numerically less than 
2H .  In other words, the empirical relation approximately predicts the gross 
longshore transport rates and forms an envelope above the net longshore trans- 
port rates. 

4. A physical explanation of Q= 2H2, supported by some data from pub- 
lished studies, suggests that littoral drift is moved primarily as suspended 
load during longshore transport. 

5. The physical explanation assumes conservation of suspended sediment 
in a longshore current whose mean velocity is given by equation (6) and whose 
cross-sectional area is a triangle having the breaker depth as its seaward 
side (Figure 5).  The resulting expression (10) for Q is independent of beach 
slope and consistent with the limited field data available (Table 2). 



968 COASTAL ENGINEERING 

ACKNOWLEDGEMENTS 

This work was done at the U. S. Army Coastal Engineering Research Center. 
It evolved from a study of Coast Guard wave observations and J. W. Johnson's 
compilation of longshore transport rates, and from discussions with 
J. M. Caldwell and others of the CERC staff. T. Saville, Jr., and 
R. P. Savage reviewed an earlier version of this paper, and numerous others 
have contributed ideas and data, among whom are D. W. Berg, M. M. Das, 
J. C. Fairchild, J. J. Fisher, J. T. Jarrett, P. C. Pritchett, W. N. Seelig, 
A. Z. Szuwalski, L. W. Tenney, and L. Vallianos. 

Data presented in this paper, unless otherwise noted, were obtained from 
research conducted by the United States Army Coastal Engineering Research Center 
under the Civil Works research and development program of the United States Army 
Corps of Engineers. Permission of the Chief of Engineers to publish this 
information is appreciated. The findings of this paper are not to be construed 
as official Department of the Army position unless so designated by other 
authorized documents. 

REFERENCES 

Beach Erosion Board, Interim Report, Office of Chief of Engineers, 1933. 

Berg, D. W., and D. B. Duane, Effects of particle size and distribution on 
stability of artificially filled beach, Presque Isle Peninsula, 
Pennsylvania, Proc. 11th Conf. Great Lakes Res., 161-178, 1968. 

Boon, J. D., Quantitative analysis of beach sand movement, Virginia Beach, 
Virginia, Sedimentology, 13, 85-103, 1969. 

Caldwell, J. M., Wave action and sand movement near Anaheim Bay, California, 
U. S. Army Beach Erosion Board Tech. Mem. 68, 1-21, 1956. 

Caldwell, J. M., Coastal processes and beach erosion, J. Soc. Civil Engrs, 53, 
142-157, 1966. 

Coastal Engineering Research Center, Shore protection, planning and design, 
Tech. Report 4, 1-401, 1966. 

Committee on Tidal Hydraulics, Shoaling and beach stability problem, Ponce de 
Leon Inlet, Florida, Corps of Engineers, 1-7, 1964. 

Darling, J. M., Surf observations along the United States' coasts, J. Waterways 
Harbors Div. Am. Soc. Civil Engrs., 94, 11-21, 1968. 

Darling, J. M., and D. G. Dumm, the wave record program at CERC, U. S. Army 
Coastal Engr. Res. Center Misc. Paper 1-67, 1-30, 1967. 

Eaton, R. 0., Littoral processes on sandy coasts, Proc. 1st Conf. Coastal 
Engineering  , 140-154, Council on Wave Research, 1951. 



TRANSPORT RATE FORMULA 969 

Fairchild, J. C, Longshore transport of suspended sediment, Proc. 13th Conf. 
Coastal Engr., ASCE, 1972. 

Fairchild, J. C, Laboratory tests of longshore transport, Proc. Twelfth Conf. 
Coastal Engr., ASCE, 1970. 

Galvin, C. J., Discussion of "Laboratory determination of littoral transport 
rates" by R. P. Savage, J. Waterways Harbors Div. Am. Soc. Civil Engrs, 89, 
57-59, 1963. 

Galvin, C. J., Longshore current velocity: a review of theory and data, 
Reviews of Geophysics, 5, 287-304, 1967. 

Galvin, C. J., A theoretical distribution of waiting times for tracer 
particles on a sand bed, U. S. Army Coastal Eng. Res. Center Bull., 1, 
13-22, 1964. 

Galvin, C. J., D. G. Dumm, B. R. Sims, and L. W. Tenney, Nearshore visual 
wave observations for United States coastlines (abstract) Transactions 
American Geophysical Union, 50, 192, 1969. 

Galvin, C. J. and P. S. Eagleson, Experimental study of longshore currents 
on a plane beach, U. S. Army Coastal Engr. Res. Center Tech. Mem. 10, 
1-80, 1965. 

Galvin, C. J. and R. A. Nelson, Compilation of longshore current data, U. S. 
Army Coastal Engr. Res. Center Misc. Paper 2-67, 1-19, 1967. 

Galvin, C. J. and W. N. Seelig, Surf on U. S. coastline, Unpublished Laboratory 
Report, CERC, 1-12, 1969. 

Galvin, C. J., L. W. Tenney, and W. N. Seelig, Differences between coastal 
and offshore wave climates (abstract), Trans. Am. Geophys. Union, 51, 
322, 1970. 

Harrison, W., A time series from the beach environment, ESSA Research 
Laboratories Tech. Mem. - AOL 1, 1-28, 1968. 

Herron, W. J., and R. L. Harris, Littoral Bypassing and beach restoration in 
the vicinity of Port Hueneme, California, Proc. Tenth Conf. Coastal Engr., 
651-675, ASCE, 1966. 

Iverson, H. W., Waves and breakers in shoaling water, Proc. Third Conf. 
Coastal Engr., 1-12, Council on Wave Research, Richmond, Calif., 1953. 

Johnson, J. W., the littoral drift problem at shoreline harbors, J. Waterways 
Harbors Div., 83 , Am. Soc. Civil Engrs., 1211-37, 1957. 

Kalkanis, G., Transportation of bed material due to wave action, U. S• Army 
Coastal Engr. Res. Center Tech. Mem. 2, 1-38, 1964. 



970 COASTAL ENGINEERING 

Komar, P. D., The longshore transport of sand on beaches, doctoral thesis, 
Univ. of Cal. at San Diego, 1969. 

Komar, P. D., and D. L. Inman, Longshore transport on beaches, J. Geophys Res., 
25, 5914-5927, 1970. 

Longuet-Higgins, M. S., Longshore currents generated by obliquely incident 
sea waves, 1, J. Geophys. Res., 75, 6778-6789, 1970. 

Moore, G. W., and A. Y. Cole, Coastal processes vicinity of Cape Thompson, 
Alaska, in geologic investigations of Cape Thompson, NW Alaska - 
Preliminary Report USGS Trace Element Investigation, Report 753, 1960. 

Savage, R. P., Laboratory determination of littoral transport-rates, J. 
Waterways Harbors Div., Am. Soc. Civil Engrs., 88, 69-92, 1962. 

Saville, T., Model study of sand transport along an infinitely long straight 
beach, Trans. Am. Geophys. Union, 31,555-565, 1950. 

Saville, T., Wave and lake level statistics for Lake Erie, U. S. Army Beach 
Erosion Board Tech. Mem. 37, 1-14, 1953a. 

Saville, T., Wave and lake level statistics for Lake Michigan, U. S. Army 
Beach Erosion Board Tech. Mem. 36, 1-23, 1953b. 

Scripps Institution of Oceanography, A statistical study of wave conditions 
at five open sea localities along the California coast, S. I. 0. Wave 
Report 68, 1-34, 1947. 

Szuwalski, A., Littoral environment observation program in California 
preliminary report February-December 1968, U. S. Army Coastal Engr. Res. 
Center Misc. Paper 2-70, 1-14, 1970. 

Taney, N. E., Geomorphology of the south shore of Long Island, New York, 
U. S. Army Beach Erosion Board Tech. Mem. 128, 1-50, 1961. 

Thornton, E. B., Longshore current and sediment transport, Dept. of Coastal 
and Ocean Engr. Tech. Report 5, Col. of Engr., U. of Fla., 1-171, 1969. 

U. S. Army Corps of Engineers, Jacksonville District, Cooperative study of 
the Gulf of Mexico shoreline of Pinellas County, Florida, Corps of 
Engineers, 1-67, 1957. 

U. S. Army Corps of Engineers, Los Angeles District, Harbor and shore 
protection in the vicinity of Port Hueneme, California, Corps of Engieners, 
1-71, 1948. 

U. S. Army Corps of Engineers, Wilmington District, Investigation of erosion 
Carolina Beach, N. C., Corps of Engineers, 1-69, 1970. 

Watts, G. M., Development and field tests of a sampler for suspended sediment 
in wave action, U. S. Army Beach Erosion Board Tech. Mem. 34, 1-41, 1953a. 

Watts, G. M., A study of sand movement at South Lake Worth Inlet, Florida, 
U. S. Army Beach Erosion Board Tech. Mem. 42, 1-24, 1953b. 



CHAPTER 51 

TRANSPORT LITTORAL : ESSAIS ET CALCULS 

par J.P. LEPETIT^1' 

Resume : 

Des essais de transport littoral en cuve a houle ont ete 

effectues avec de la bakelite. L'etude de 1'influence d'un epi isole 

a permis de montrer une correlation entre la position du musoir de 

l'epi par rapport a la distribution du debit solide le long du profil 

et le debit solide arrete par l'epi. 

Un programme de calcul sur ordinateur permet de determiner 

l'evolution de la ligne de rivage d'une cote sableuse sous l'action 

de diverses houles incidentes. Le calcul, de forme iterative, est bas£ 

sur une loi de debit solide deduite des essais en cuve a houle. II fait 

intervenir les caracteristiques au rivage des houles de diverses 

provenances dont la propagation est calculee et diverses hypotheses 

relatives a l'evolution des profils de la plage en cours de sedimentation 

ou d'erosion. Le calcul a ete applique a des cas concrets (ports de 

Dunkerque et Deauville) et les resultats obtenus dans le cas d'action 

d'un epi isole ont ete compares a ceux des essais en cuve a houle. 

1 - GENERALITES 

L'etude du transport littoral, en cours au Laboratoire 

National d'Hydraulique de Chatou, a deux buts : 

- analyser le mecanisme de transport des sediments le long 

d'une plage en houle oblique, et determiner une loi de debit charrie 

en fonction des parametres : angle d'incidence, periode de la houle, 

density et diametre du sediment ; 

(1) Docteur-Ingenieur Chercheur au Laboratoire National d'Hydraulique 
Chatou (France). 

971 
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Fig.2 .  DISPOSITIF   EXPERIMENTAL 
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- elaborer ou ameliorer des methodes d'etude de problemes 

poses par le transport littoral, soit sur modele reduit physique, 

soit par calcul sur ordinateur. 

Une precedente serie d'essais avec du sable a permis d'etablir 

une loi de debit charrie de la forme : 

T,L,H periode, longueur d'onde et 
~ «      creux de la houle 

H I    H 
— k(y,D) f(a)    avec    / y  =  — ,D cambrure de la houle et 

diametre du sable 

f(os)   fonction de 1'angle d' incidence 
de la houle(par ex. sina/cosa) 

H3 
— represente l'energie de la houle consideree comme une succession d'ondes 

solitaires. La fonction k(y,D) decroit lorsque y  croit, et passe par un 

maximum vers D = 0,8 mm (fig. 1). 

Cette formule, extrapolee a la nature, donne des resultats d'un 

ordre de grandeur comparable a certaines mesures in situ. 

2 - ESSAIS EN COTE A HOULE 

2.1. La cuve a houle : 

Les etudes experimentales sont faites dans une cuve a houle de 

30 x 15 m dotee des equipements suivants (fig. 2) : 

- deux generateurs de houle synchronises, orientables et reglables 

en periode et creux ; 

- une rangee de 16 pieges (de 25 cm chacun, disposes a l'aval de 

la cuve perpendiculairement au rivage) captant le debit solide 

charrie pres du fond en differents points du profil de la plage ; 

- des circuits de reprise et de transport hydraulique vers l'amont 

des sediments pieges ; 

- une rangee de 16 decanteurs disposes a l'amont de la cuve (chacun 

etant a une distance du rivage egale a celle du piege qui lui 

correspond) reinjectant le materiau capte a l'aval ; 
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- im systeme de mesure du debit solide transitant dans chaque 

decanteur (compage de volumes elementaires avec ouverture auto- 

matique de vannes fermant le decanteur) ; 

- une passerelle de mesure portant un "palpeur de fond", appareil 

mesurant la profondeur a l'alde d'une sonde mecanique asservie 

electroniquement a partir de la difference de conductivity 

du materiau par rapport a l'eau. 

Le systeme de pieges, decanteurs et de comptage de volumes elemen- 

taires permet d'assurer le recyclage du debit solide entre 1'aval et l'amont 

de la cuve (simulant ainsi une plage infinie) et la mesure de sa valeur et 

de sa repartition le long du profil de la plage. 

Le palpeur de fond fournit le trace automatique du profil de la 

plage ou, par enregistrement numerique d'un ensemble de profils et traitement 

sur ordinateur, le trace automatique d'une carte bathymetrique de la plage 

(ex. fig. 5) et le calcul de volumes deposes et erodes. 

2.2. Plage libre : 

Les essais concernent actuellement 1'etude de materiaux legers 

en vue de leur utilisation en modele reduit et d'une generalisation de la 

loi de debit solide. 

Les mesures portent sur les profils d'equilibre, le debit charrie 

et sa repartition le long du profil de la plage. Chaque essai est poursuivi 

(pendant 15 a 40 heures) jusqu'a obtention d'une stabilite satisfaisante 

du profil et du debit solide. 

Les premiers essais ont concerne la bakelite (densite 1,4) de 

diametre D = 0,45 et 1,3 mm (fig. 3). Les debits solides mesures se groupent 

bien suivant une loi semblable a celle du sable pour D = 1,3 mm. Par contre 

pour D = 0,45 mm, les points se dispersent en fonction de la periode, ce qui 

laisse supposer un mode d'action different de la houle. sur les grains fins 

et legers. Les essais se poursuivent avec un diametre de 0,8 mm qui permettra 

de preciser cette influence. 
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Fig./; _ETUDE   D'UN   EPI   ISOLE 

PROFIL   DE   LA   PLAGE    ET   HISTOGRAMME   DE   DEBIT  SOLIDE 
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Les resultats obtenus ont permis d'effectuer avec succes deux 

etudes de plage (Dunkerque et Capbreton) en modele reduit. La distorsion 

des echelles a ete choisie en fonction des profils d'equilibre releves 

en cuve a houle, et les debits solides mesures ont constitue une bonne 

base de determination de l'echelle des temps sedimentologique. 

2.3. Plage avec epi : 

L'etude d'un epi isole a pour but de determiner son influence sur 

la plage, de mesurer le debit solide arrete par l'epi en fonction de sa 

longueur et de le relier a la distribution de debit le long du profil de 

la plage, mesuree en plage libre. Les essais ont ete realises sur une plage 

en bakelite de I,3 mm de diametre, sur un profil sans barre et sur un 

profil avec barre. 

Sur le profil sans barre (la figure 4 montre le profil de la 

plage, l'histogramme de debit solide et les positions du musoir de l'epi 

par rapport a celui-ci), le debit solide arrete par l'epi (mesure par 

cubature des depots et erosions de part et d'autre) est sensiblement egal 

a celui transitant normalement entre le musoir de l'epi et le rivage, 

debit qui peut etre determine a partir de la repartition de debit le long 

du profil : le tableau 1 compare le coefficient de permeabilite de l'epi 

(rapport du debit solide qui laisse passer l'epi au debit solide total 

existant sur la plage libre) mesure, a celui deduit de l'histogramme 

de debit solide en sommant la fraction de debit transitant normalement 

au-dela du musoir de l'epi. 

Le profil de plage au voisinage de l'epi est different de 

celui en plage libre : il est plus accore a l'amont dans la zone de depot 

et moins accore a l'aval dans la zone d'erosion (fig. 5). 

Sur le profil avec barre il n'a pas ete possible de chiffrer 

le debit arrete, l'epi provoquant d'importants displacements de materiau 

perpendiculaires au rivage. L'effet de l'epi est lie a la position de son 

musoir par rapport a la barre ; il est tres faible si l'epi n'atteint pas 

la barre et s'il la depasse nettement, la barre disparait a l'aval et 

augmente a l'amont (fig. 5). 
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PROFIL   SANS   BARRE. 
EPI   DE  1,50m  APRES 80 mn 
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Fig. 5.  ETUDE   D'UN   EPI   ISOLE . EXEMPLES   DE   LEVES 
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Longueur 
de 

l'epi 
(m) 

Temps 
(m) 

Debit 
solide 
aux 

limites 
(cnrVs) 

Volumes (dm3) Coefficient de 
permeabilite 

Sedimen- 
tation 
amont 

Erosion 
aval 

nesure 
deduit de 
I'histogramme 
de debit solide 

0,50 0-40 
40 - 80 

42 
40 

neant neant 1 1 

0,75 
0-40 

40 - 80 
80 -120 

39 
37 
38 

12 
£ 
e 

18 
e 
e 

0,8 
# 1 

t  1 

0,84 

1,00 
0-40 

40 - 80 
80 -120 

37 
32 
38 

60 
48 
X 

65 
44 
X 

0,23 
0,42 
X 

0,37 

1,50 
0-40 
40 - 80 
80 -120 

38 
40 
39 

65 
80 
X 

90 
60 
X 

e 
0,1 
X 

0 

E quantite faible non mesurable 

x mesure inexistante (leve entache d'erreur) 

Tableau 1 : Coefficient de permeabilite d'un epi sur un profil sans barre. 

3 - CALCULS SUR ORDINATEUR 

3.1. Methode (fig. 6) 

La formule de dgbit charrie est utilisee dans un calcul sur ordinateur 

donnant 1'evolution du rivage a partir d'un etat initial donne et connaissant 

les diverses houles incidentes. Les principales hypotheses faites sont les 

suivantes : 

- la loi de debit solide, etablie en regime uniforme, est valable 

en chaque point du rivage en regime non uniforme ; 

- les profils en travers de la plage gardent la meme forme et subissent 

une translation horizontale en cas de sedimentation ou d'erosion ; 

- aux limites de 1'emprise du calcul le rivage garde une position 

ou une orientation fixe. 
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Les caracteristiques de houle au rivage (creux, cambrure, 

angle d'incidence) sont determinees (par le calcul de plans de refraction) 

pour diverses provenances et periodes de houle representatives du site 

considere, ce qui permet de calculer, en chaque point du rivage, le 

debit solide du a chacune des houles, et par sommation algebrique ponderee 

par leurs frequences respectives, le debit solide resultant. 

L'equation de continuity, qui s'ecrit : 

3x gradient de debit solide 

Tr*  + '^— ~ 0 = 0 avec   /  S  aire solide de la section 
en travers du rivage 

0 apport exterieur par unite de 
longueur du rivage, 

permet d'en deduire la variation des aires S en fonction du temps 

et done, par translation des profils, les modifications de la ligne 

de rivage. 

Pratiquement, le calcul est discretise dans 1'espace et dans 

le temps avec une iteration a deux niveaux permettant de faire varier 

progressivement le debit solide en fonction des modifications du rivage 

et, avec une frequence moindre, les conditions d'approche de la houle. 

L'action d'obstacles naturels ou artificiels (epis par exemple) 

est schematisee par 1'introduction d'un coefficient de permeabilite 

egal au rapport du debit solide qui laisse passer l'ouvrage a celui 

qui existerait sur la plage libre. 

Le calcul a ete applique a deux cas concrets : etudes de la 

stabilite d'une plage artificielle a Dunkerque et de 1'influence d'un 

port de plaisance a Deauville. 

3.2. Application au cas d'un epi isole (fig. 7) : 

L'epi isole sur une plage sans barre etudie en cuve a houle, a ete 

introduit dans le calcul avec un coefficient de permeabilite deduit de la 

distribution de debit solide mesuree. Le calcul donne des resultats 
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CARTE  BATHYMETRIQUE  APRES 80 mn 

Fig.7- EXEMPLES   DE  RESULT ATS  DU   CALCUL. 
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(volumes de depot, d'erosion et recul du rivage pres de l'epi) d'un 

ordre de grandeur comparable a celui de 1'experience (tableau 2) avec 

cependant deux differences importantes : 

- le recul du haut de plage a 1'aval de l'epi est moins 

important que dans la cuve, 1'adoucissement du profil n'etant pas 

introduit dans le calcul (et inversement a l'amont) ; 

- le contournement de l'epi apres un certain temps n'est pas 

pris en compte dans le calcul (si l'on garde le meme coefficient de 

permeabilite). 

Longueur 
de 

l'epi 
(m) 

Temps 
(m) 

Coef. 
de 

permea- 
bilite 

Volumes (dm3) Decrochement des lignes 
bathymetriques (cm) 

Sedimentation 
amont 

Erosion 
aval Calcul Experience 

Calcul Expe- 
rience 

Calcul Expe- rience 
ligne 
-4cm 

ligne 
-10cm 

1,00 
0-40 
40- 80 
80-120 

0,20 
0,40 
0,57 

51 
44 
43 

60 
48 

41 
29 
23 

65 
44 

55 
75 
90 

55 
60 
70 

25 
40 
50 

1,50 
0-40 
40- 80 
80-120 

0 
0 
0 

53 
46 
49 

65 
80 

43 
32 
28 

90 
60 

57 
80 
95 

90 
120 
130 

60 
80 
95 

Tableau 2 : Epi sur un profil sans barre - Comparaison Calcul-Experience 

4 - CONCLUSION 

Les etudes en cours ont apporte : 

- une meilleure connaissance du comportement de la bakelite et 

de ses possibilites d'utilisation en modele reduit ; 

- un modele mathematique schematique permettant d'etudier rapidement 

des cas simples d'evolution du rivage. 

Les essais seront poursuivis par 1'etude d'autres materiaux legers 

(par exemple plexiglas) et le modele mathematique sera perfectionne en 

introduisant progressivement des variations de profil de plage avec debits 

solides perpendiculaires au rivage et une prise en compte plus precise des 

ouvrages. 
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RATE OP SEDIMENT MOTION USING FLUORESCENT TRACER 

Abdel-Latif A.Kadib 

Head of the Coastal Engineering Section 
Suez Canal Research Centre,Egypt 

ABSTRACT 

A rational design of coast protection works requires a knowledge of 
the behaviour of beach under natural conditions. The estimation of the 
littoral drift rate is thus a necessary preliminary to the analysis of the 
cause of beach erosion and the evaluation of the effect of projected remedial 
measures. 

This study presents a method for estimating the rate of littoral 
drift along sandy beaches. The derived method is based on the use of fluo- 
rescent tracer, and observing the tracer concentration reaching the diffe- 
rent profiles along the study zone, as function of location and time of 
sampling. Steps followed in estimating the rate of littoral drift, using 
the derived formula, are included in this paper. 

INTRODUCTION 

It is a known fact that sand movement along beaches is caused prima- 
rily by the action of littoral current systems generated in the swash zone 
and shoreward of ihe breaking point by wave breaking at an angle to the 
beach. Attempts to study beach drifting quantitavely have been relatively few 
because of the complexity and expense of such study. Studies of this kind 
required not only the observation of sand movement but also simultaneous 
recording of the waves, currents and various parameters contributing to the 
sediment motion. Research and study into problems of 3and drifting followed 
three principle liae3 s 

1. Studies of erosion or accretion in the vicinity of littoral 
barriers. 

2. Model studies of the behaviour of artificial beaches in labo- 
ratory wave tanks. 

3. Tracer studies of the movement of marked particles on natural 
boaches. 

985 
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The first method of using erosion-accretion studies have been the most 
successful in producing quantitative data in the past. The method necessi- 
tates periodical surveying of the area and continuous recording of the 
different wave and current parameters. 

Model studies have determined many useful details about the mechanism 
of sediment transport, but because of the difficulties of assessing the 
influence of scale effect and of reproducing the complex pattern of waves, 
currents and sediment particles, this technique can reveal little about 
the rate of sediment movement at a given area. Studies of sediment transport 
xising fluorescent tracer have been conducted by many investigators (l,2,3,4)(*). 
Kost of these studies are concerned with the attempt to advice a simple, un- 
expensive technique for marking sand and gravel with fluorescent dye while 
very few studies (2) have used tracers in estimating rates of littoral drift. 

The present study is an attempt to develop a simple method for esti- 
mating the rate of littoral drift along eroding beaches using fluorescent 
tracer technique. The method was tried for Ras-El-Bar eroding beach along 
the Northern Coast of Egypt. Both the rate and direction of gediaent motion at 
different points along the beach were estimated. 

THEORETICAL CONSIDERATIONS 

Consider a mobile bed over which the average intensity of sediment 
discharge Q, varies from one section to the other along the bed. The value 
of Q can. be determined by injecting a known quantity of tracer sediment, at 
a reasonable rate, and tiiea observing the surface tracer concentration along 
different lines normal to the flow direction. Tracer sampling should conti- 
nue from th© time the tracer starts to reach a given sampling line till its 
complete disappearance from the study reach. 

Before dealing with the mathematical derivations of the sediment 
equation, it may be useful to illustrate the different variables and elements 
relevant to these derivations, as given in Figure (l), where : 

Q = average rate of littoral drift per unit width at any distance X 
from the injection point. 

q = average rate of tracer per unit width reaching any sampling 
section at any distance X from the injection point. 

C = concentration by weight of tracer to the sediment at any sampling 
point. 

dy = length of a typical element of any sampling line. 

L = length of any sampling line along which tracer is found. 

(*) For references see page 19 please. 
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A.M.A 

Sampling  p rofile 
V   Concentration 
\distribution 

< Injection point l**l~   I 

Q-         S 

L/yCdydt 

FIG (1) DEFINITION  SKETCH 

Now, by definition : 

or  q = C Q 

(1) 

(2) 

At any time, t , the amount of tracer, ds , contained in any sampling 
section may be calculated as follows : 

•/ 

r1 
ds = 

ds = I  q.   dy 

or ds = I   C Q dy 

'0 

(3) 

(4) 

Now, the total amount of tracer S , which passes any sampling section 
during any period, T , may be written as : 

0 '0 
dy dt (5) 

where, T is the time between the first arrival of tracer to any sampling 
section and its complete disappearance. 
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Equation (5) may be written as : 

A      (   C dy dt   (6) 
0       0 

and hence the average rate of littoral drift Q may be calculated as : 

^-iTv28    (7) 
J J C dy dt 
0  0 

The use of equation 7 should be governed by the following conditions : 

1. If the littoral drift has a unique direction all over the study period, then 
S should equal to the total amount of tracer 3and,S,used for injection. 

2. If the littoral drift has a minor direction for a small percentage of time, 
then one gets : 

(a) the value of S will be less than S by the amount moved to the opposite 

direction. Therefore, if one uses S = S, over estimation of the littoral 
drift rate will be obtained if one uses equation 7. 

(b) due to the double passage of the tracer sand over any sampling section, 

the value of J      \  C dy dt in Equation 1 will be increased by 

0   0 
the same order of magnitude mentioned before. Therefore, as one uses B 

•'IS    'l\ 

the measured values of j I C dy dt there will be a possibility 
J0   0 

of underestimating the littoral drift rate by almost the same order of 
magnitude of the overestimation due to the use of S = S . 

(c) from (a) and (b) it may be concluded that for beaches where the litto- 
ral drift has a major direction, not less •than 8($ of the time, using 
S = S in Equation 7 will give a reasonable estimate of the littoral 
drift rate along that beach. 

The use of Equation 7 requires the following conditions : 

1. Littoral drift should have a major direction. 

2. Sampling lines should not be far from injection. 

3. Sampling should cover the entire distance from the shore line to any 
depth seawards where tracer could be found. 

4. Sampling should continue till all tracer disappears from the study 
area. 
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APPLICATION OF THE DERIVED METHOD FOR THE 
STUDY OF LITTORAL DRIFT ALONG RAS-EL-BAR, 

EGYPT. 

(6) 
The field work reported in this paper was carried out  at Ras-El-Bar 

beach, Egypt, and as shown in Figures (2) and (3). This study was made during 
the period October-February 1969. The beach consists of fine sand, 0.12 mm 
average grain size, and 1.2 sorting coefficient. Fig.(4) shows the grain size 
distribution of the beach sand. Wave attacks the study area from the west, 
NW and NNW directions^'. The fluorescent tracer sand used in this study is 
Rhodamine B which gives fluoresce red under ultra-violet light. Fig. (4) shows 
the mechanical analysis of the tracer sand used which have almost the same 
characteristics as the natural sand at Ras-El-Bar. 

1. Location of the study area and injection point. 

The general location of the study area is usually chosen by some speci- 
fic local sediment problems. In Ras-El-Bar case, and from Fig. (3) it can be 
noticed that erosion predominates to the western side of the jetty for a dis- 
tance of 4.00 kilometers, and shoaling inside the Damietta estuary is in pro- 
gress. Fig.(5) shows the reach of Ras-El-Bar shore line chosen for this study. 
This reach extends for a distance of 8 kilometers west of the jetty and for 
more than one kilometer east of Damietta estuary. Injection was made at a point 
3.25 kilometers west of the jetty where the shore line is straight and wave 
disturbance is the least compared with the other parts of the shore line, 

2. Injection and Sampling. 

Fig.(5) shows the general plan for the injection and sampling locations 
where the following steps were considered j 

(1) injection point was chosen at a distance of 20 meters from the shore 
line. It was decided to use injection at a point instead of injection 
along a line in order to eliminate possible losses of tracer to deeper 
water. 

(2) a total amount of 1050 kilogrammes of tracer were injected at a rate 
of 50 kilogrammes/2 days. 

(3) sampling period of 2 days was chosen and sampling start from the first 
arrival of tracer to the sampling and continued till all fluorescent 
particles disappeared from the study area. 

(4) sand samples were taken for analysis from the uppermost two centimeters 
of the bed with a straight sided can shape. 

(5) each sample was kept inside a nylon sac and was identified by its loca- 
tion and sampling date and was sent to the laboratory for concentration 
analysis. 
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3. Methods of fluorescent particles counting and concentration. 

A specially designed dark box with two ultra violet lamps was used 
to measure the tracer concentration in each sample, as follows : 

(1) Each sample was spread out in a layer of at least one centimeter thick 
over a plate 100 cm^ surface area. 

(2) She number of visible tracer particles on the surface of each sample 
was counted and converted into concentration. 

In order to convert figures expressed as number of visible particles 
per 100 cm^ into concentration, a calibration experiment was carried out as 
follows : 

(1) Tracer and beach sand were mixed in different known concentrations. 

(2) For each concentration, the numbej? of visible particles/100 cm were 
counted using ultra violet lamp. 

(3) Each mixing and counting was carried out fifty times for each concen- 
tration, and the counts averaged. 

(4) She best straight line through the average points was drawn and re- 
presented by the equation : 

C = nx 10~5   (8) 

where, C = tracer concentration by weight and n = number of visible 
particles/100 cm^ surface area. 

4. Littoral current observation. 

Both the direction and intensity of the littoral current were observed 
at ten different locations along the study area. Figure 6 shows the average 
results obtained from the littoral current measurements. From Fig. 6 it can 
be seen that there is a decided majority of currents towards the HE direction 
with QOfo probability of motion towards that direction. 

EXPERIMENTAL RESULTS ATCD ANALYSIS OF DATA 

1. Direction of littoral drift. 

Before each injection, sampling for tracer concentration was carried 
out. During -Hie early stages of the study, sampling did not cover the whole 
area shown in Fig. 5, but starts at small distances from both sides of the 
injection point and then were increased latter on to cover the whole area, 
shown in Fig, 5 as the tracer advanced in these areas. Fig. 7 shows the average 
tracer concentration along the different sampling line and during the injec- 
tion period. It is clear from Fig. 7 that the majority of tracer moved to the 
NE direction during the injection period. It should be noticed that, after the 
last injection was made, sampling continued till all the tracer particles 
disappeared from the study area. Fig. 8 shows the distribution of tracer along the 
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study reach after the last injection was made and during the period which 
may be called "tracer disappearance period". It is clear from Fig. 8 tbat the 
tracer continued to advance to the HE direction with continuous disappea- 
rance from the western side of the injection point. Due to the remarked 
advance of the tracer to the HE direction, sampling was carried out to the 
eastern side of the Nile exit and inside the inlet, as shown in Fig. 5. 
Fig. 9 summarizes the main results obtained on the direction of littoral 
drift motion at the study area, as follows : 

(1) The main direction of littoral drift at Ras-El-Bar is from SW to HE 
direction. 

(2) The littoral drift which moves along Ras-El-Bar beach, turns around the 
jetty by wave diffraction and proceeds to the eastern side of the exit 
where it partially deposits inside the inlet and partially moves to the 
HE direction towards Port Said. 

2. Speed of littoral drift advanoe(Pioneer particles). 

Pioneer tracer particles advance was followed along the study area. Both 
the location and the time from the first injection, for the appearance of 
those particles were recorded at the different points along the beach. Fig.10 
shows the plotting of these data where the following may be concluded : 
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(1) Speed of littoral drift along Ras-El-Bar increases as one moves from the 
injection point towards the jetty. 

(2) For the two kilometers, west of the jetty and where heavy erosion takes 
place, the littoral drift moves at a speed of about 145 meter/day. 

3. Effective zone of littoral movement. 

There is no doubt that the movement of beach material takes place large- 
ly within the breaker zone, motived by the wave action and littoral current. 
It is, therefore, believed that once the tracer is injected at a certain point 
in the breaker zone (as in this study it was), tracer particles will find them- 
selves among the original bed particles and behave in the same manner. It is 
also known that sediment motion within the breaker zone follows a zig-zag path 
under the action of the swash and back wash of the waves. Due to this action, 
tracer particles will behave in that manner and should give an idea about the 
effective zone of littoral drift motion. Fig. 11 shows the distribution of 
tracer parteles inside the breaker zone for different sampling sections along 
the beach. It is clear from Fig. 11 that the effective zone of tracer dis- 
persion took place within fifty meters width of the breaker zone. The same 
result was obtained for all samples taken all over the study period and spe- 
cially for the reach 500 meters to both sides of the injection point. One may 
conclude that at least for the mentioned reach, there is no loss of tracer 
to the off-shore area. 

4. Calculation of -Hie littoral drift rate, using Equation 7. 

As a result of tie present field study, one may observe the following : 

a. Littoral drift is directed to the HE direction with probability more 
than 8<$. 

b. For the 500 meter reach to the east side of the injection point, tracer 
losses to the offshore area could be neglected. 

From the above and the fact that sampling continued from the moment 
tracer reaches the given sampling line till its complete disappearance from 
that section, the main requirements for the application of Equation 7 are 
f ullfilled, and it was used for Has-El-Bar beach as follows : 

(1) Five sampling sections to the eastern side of the injection point where 
considered for the calculations, namely at 100, 200, 300, 400 and 500 
meters from the injection point. 

(2) Sampling along these lines continued according to the method given in this 
paper. 

(3) For each sampling section and period, the data were plotted, as shown in 

Fig. 11. The value of /  c dy was calculated, where c is the tracer 

0 
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concentration at any point at distance y from the shore line and L is 
the effective length of sampling line along which tracer is dispersed. 

(4) The values of    C dy and their corresponding sampling period, t , from 

the first injection were plotted as shown in Fig. 12. 

A,  ,T 
(5) Pros Fig. 12 the value I j C dy dt was calculated for each sampling 

i Jo W 
section by integrating the area under each ) C dy vs. time curve of 

Fig. 12. ° 

(6) The estimated rate of littoral drift Q may he calculated using 

J0    J0 

where , 

C dy dt 

S = Total amount of tracer injected = 1.05 tons 

T = Time, in days, between the first arrival of tracer to any sampling 
section and its complete disappearance = about 105 days in this 
study. 

(7) The estimated rate of littoral drift is shown in Table (l). 

Table (l) - Rate of littoral drift using Equation 7. 

Distance from I 
injection | 

(art) 

•i /i 
C dy dt 

(mt.day) 

(•) 

ton/mt. day m /day 

100 
200 
300 
400 
500 

0.342038 
0.137770 
0.075588 
0.054925 
0.046137 

54.00 
142.00 
260.00 
360.00 
430.00 

(*) Effective width of novsaor.t -jaa  tafean aa 50 asters. 

Table (l) shows a remarkable eastern increase of the littoral drift 
rate. This increase is expected due the followings : 

a. Increased erosion as one moves from the injection point towards 
the old Hile exit. This is clear from Fig. 3 where erosion history 
along that area is shown. 

b. Continuous supply of sand to the breaker zone under the action of 
western and northern waves. This effect was studiedw using a 
developed continuity equation fcr the sediment movement at Eas-El- 
Bar and introducing all possible factors involved in^the supply 
and loss of sand to a coast as given by J.W. Johnson^'. This study 
gave an estimated supply of 0.75 m3/mt of coast to the breaker zone 
due to the waves attacking the area. 
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5, Thickness of the moving layer. 

From Pig. 10, one can estimate the average speed of littoral drift, V , 
at different points along the study area. Table (l) shows the calculations 
for the littoral drift rate Q at five different locations along the coast. 
The thickness, $ , of the moving layer of sediment at any locality, may be 
calculated from the following equation j 

s 
.(9) 

The thickness of the moving layer at 100, 200, 300, 400 and 500 meters 
from the injection point is shown in Table (2). 

Table (2) - Calculations for the moving layer thickness. 

Distance from Q V 
injection 
(mt) 

• /mt.day 
s 

mt./day S   (mt.) 8 (cm.) 

100 1.08 12.6 0.085 8.5 
200 2.85 31.50 0.091 9.1 
300 5.20 42.00 0.122 12.2 
400 7.20 65.00 0.11 11.0 
500 8.60 145.00 0.06 6.0 

"2-46.8 

average moving layer thickness £ = 9 cm. 

Prom Table (2), the average thickness of the moving sediment layer, at 
the breaker zone of Ras-El-Bar, is estimated as 9 centimeters. A formula for 
relationship between wave height and depth of sand disturbance is given by 
KingW ; that for each foot of deep water wave height there is a disturbance 
to one centimeter. Application of King's formula to Ras-El-Bar coast gives 
disturbance thickness ranging from 3 to 12 centimeters which is comparable 
with the thickness of the moving layer calculated. Accordingly, for any future 
study, collection of sand for either marking or analysis should be taken 
within, this layer. 

SUMMARY AND CONCLUSIONS 

The present investigation is concerned with the study of sediment mo- 
vement at Has-El-Bar coast, using fluorescent tracer technique. A method for 
calculating the rate of littoral drift was developed. This method is based 
on the use of tracer and observing the concentration reaching different pro- 
files along the shore line as a function of space and time. The method was 
used for estimating the rate of drift movement along the eroding beach of 
Ras-El-Bar. The main findings of this study can be summarized as follows : 

(l) The main direction of littoral drift at Ras-El-Bar is from the SW to the 
HE direction. 
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(2) Accretion inside the old River Hile exit is partially contributed by 
erosion from Ras-El-Bar beach. 

(3) The average speed of littoral drift along the eroding zone of the 
beach reaches 145 meters per day. 

(4) Reasonable estimate of the littoral drift rate, at a certain point 
along shore lines, could be obtained using fluorescent tracer and 
Equation 7, under the following conditions : 

a. Littoral drift movement should have a major direction for most 
of the period. 

b. Sampling of tracer along the profile concerned should continue 
from the moment tracer starts to reach that section till its 
complete sisappearance from it. 

c. Sampling periods of two days interval seems to be reasonable. 

d. Sampling should cover any seawards distance wherever tracer 
may be found. 

(5) Littoral drift along Ras-El-Bar is originated from the continuous ero- 
sion along the area. 

(6) Host of the littoral drift along the breaker zone is supplied by wave 
action which is originated from erosion in the off shore area. 

(7) For the three kilometers coast length, west of the Nile exit, erosion 
increases as one moves to the H E direction, 

(8) For the same reach above littoral drift rate also increases in the same 
direction. This finding was obtained by Saville"' who found that 
greater long shore transport of sand occurred when the beach is eroding 
than when they were prograting. 

(9) She average thickness of the moving sediment layer along the breaker 
zone, is estimated to be about 9 centimeters. 
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CHAPTER 53 

THE MEASUREMENT OF OFFSHORE SHINGLE MOVEMENT 

Crickmore, M J, Waters, C B and Price, W A 
The Hydraulics Research Station, Wallingford, 

Berkshire, England 

Abstract 

The objective was to obtain quantitative data on the 
movement of shingle under wave action in water depths of about 
10 to 20 m by tracking pebbles tagged with radioactive material. 

The paper describes the method of tagging, the method of 
position fixing, and the development of an underwater detection 
vehicle with a wide field of view.  The field tracer tests 
demonstrated both increased mobility with decreasing depth and 
the existence of a small landward movement of shingle inshore 
of a depth of 12 m.  Existing predictive data on the threshold 
of movement under waves, based on the results of previous work 
in the laboratory, was confirmed. 

1005 
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INTRODUCTION 

The Hydraulics Research Station is often approached to 
assess the likely physical consequences on nearby coastlines, 
that could arise from the commercial dredging of offshore banks 
of gravel and shingle.  In these cases attention is given to 
two major effects that may occasion damage to the shore-line. 
First, the locally increased depths of the dredged area can 
alter the angle of incidence of waves on to the beaches.  Erosion 
and accretion as the coast re-adjusts to the new wave situation 
may have adverse consequences on amenity.  Secondly, removal of 
offshore shingle may deprive the shore-line of its natural source 
of beach material.  It is necessary, therefore, to assess whether 
the shingle that is to be dredged is moving towards the land 
under the present circumstances of waves and tides.  Clearly, if 
it is not, there is no danger as far as source considerations are 
concerned. 

The object of the study was to obtain, for the first time, 
quantitative data on the mobility of shingle under wave action 
in water depths of about 10 to 20 m. 

The area offshore of Worthing was chosen as being suitable 
for an exploratory study of shingle movement.  This part of the 
south coast of England is already the subject of a number of 
applications for commercial dredging licences.  Thus research 
here is directly relevant to helping the licensing authorities 
to deal with these applications.  Also, from the point of view 
of general study the area is attractive:  the bottom topography 
being simple and wave conditions fairly typical of British 
coastal waters. 

PREDICTION OF SHINGLE MOVEMENT 

Existing predictive data on shingle movement under waves 
are based on a limited number of laboratory tests.  Many of 
these attempted to model prototype shingle motion by means of 
scaled-down waves and granular bed material in laboratory wave 
tanks.  Possible scale distortions make difficult the interpre- 
tation of the results of such tests.  More reliable guidance is 
given by experiments in a pulsating water tunnel (Ref 1) in 
which full-scale oscillatory motions under waves can be 
represented.  The conditions necessary to initiate movement of a 
variety of materials have been explored thoroughly with this 
facility and, given knowledge of the typical wave conditions, go 
a long way towards answering the question whether bed shingle 
is stationary or not. 

It is found that, for the particular case of 2 5 mm diameter 
shingle, maximum oscillatory velocities of 1.4 to 1.6 m/s at 
the bed are required, to initiate movement for typical wave 
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periods of 6 to 10 s.  At water depths of 20 m, 10 s waves of 
about 6 m height are necessary to give oscillatory velocities 
of this magnitude.  For 8 s waves, wave heights of nearly 8 m 
are needed.  As the wave advances  into shallower water, orbital 
velocities increase rapidly and bed shingle is progressively more 
vulnerable to movement.  For the simple case of waves approaching 
a straight coast with parallel submarine contours, it is seen 
(Fig 1) that at 6 m water depth, threshold velocities for 25 mm 
diameter shingle are exceeded by waves with deep water heights of 
only 3 m and with periods as short as 6 s. 

The quoted threshold velocities apply to shingle on a shingle 
bed.  If shingle is present as a thin veneer on a hard rock 
basement, higher mobility can be expected.  On the other hand, for 
the case of shingle coexisting with sand, the threshold velocities 
are probably underestimated because the sand occupies the inter- 
stices between the shingle, thus reducing the area on which drag 
and lift forces can be exerted. 

Motion under non-breaking waves is primarily of an oscillatory 
nature, and as such may be expected to cause shingle to disperse 
normal to the wave front.  This oscillation can cause a landward 
drift of shingle because on the forward-moving stroke the water 
velocity is higher and, therefore, more likely to move shingle, 
than the longer duration motion in the opposite direction.  When 
pebbles have been lifted off the bed they can be entrained by 
tidal currents or by a second order wave-induced translatory flow 
known as the mass transport current.  The latter arises because 
the orbits described by water particles under waves are not closed 
so that there exists a slow transference of water that is in the 
direction of wave propagation near the bed.  Following Longuet- 
Higgins (Ref 2), the mass transport current at the bed increases 
with increasing wave height and with decreasing depth.  Thus a 
10 s wave, 6 m high, gives a mass transport bed current of less 
than 0.3 m/s in 20 m depth, but of 0.8 m/s in 10 m depth.  A 10 s 
wave, 3 m high, gives values of less than O.l m/s and of 0.2 m/s 
for 20 and 10 m depths, respectively. 

It is seen, therefore, that smaller depths are associated not 
only with increased bed mobility due to exposure to stronger 
oscillatory flows, but also, under large waves, with a net transfer 
of bed material in the direction of wave propagation on account of 
the mass transport current. In normal circumstances and neglecting 
tidal currents, this drift will be towards the shore.  The question 
arises as to the likely magnitude of the bed material drift. 
Unfortunately, no data are available to predict the drift of 
solids beyond the threshold conditions.  Consequently, if reliable 
estimates of drift quantities are to be made, recourse has to be 
made to field measurements of shingle movements. 
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EXPERIMENTAL AREA 

Reserves of shingle exist offshore of Worthing in the 
vicinity of the 20 m mean water depth contour.  Fears are expressed 
by the local coastal authorities that these offshore areas are 
sources for the shingle beaches of the nearby coastal resorts, and 
that the exploitation of the reserves will deprive the beaches of 
their natural supply. 

It was decided to explore bottom shingle movement at a number 
of depths (9 to 18 m mean water depth), extending inshore from the 
shoreward boundary of the possible licence areas, by introducing 
marked pebbles and subsequently mapping their movement. 

For the tests to be representative of areas of high dredging 
potential it was desired to introduce the marked pebbles on to a 
natural shingle floor.  This condition was not easily satisfied 
in the case of the more inshore sites of the Worthing area.  A bed 
reconnaissance by divers from H.M.S. Vernon, Portsmouth, extending 
offshore from Worthing, failed to find extensive shingle areas 
inshore of about 15 m water depth.  The sea-floor between the 
reserve area and the shore at this point is very variable;  some- 
times bare chalk, sometimes patches of shingle, large stones and 
silt, and widespread weed cover.  Clearly this was not a satis- 
factory experimental site and the search area was moved about 7 km 
east to offshore of Shoreham.  Further diver reconnaissance even- 
tually found locations (Fig 2) displaying suitable bottom 
conditions over the required depth range. 

This stretch of coast is open to waves throughout the sector 
from ESE to WSW.  The longest fetch coincides with the prevailing 
southwesterlies and consequently in a normal year the dominant 
wave attack would be expected from the southwest quarter.  For 
the greater part of the duration of the experimental study, wave 
records were taken with a National Institute of Oceanography 
shipborne wave recorder installed on the Owers Light Vessel.  These 
records were analysed for wave height and period after Tucker 
(Ref 3) . 

Tidal currents run generally parallel to the shore and are 
relatively weak:  peak surface velocities being 0.8 m/s at Spring 
tides, and 0.5 m/s at Neap tides.  These currents are insufficient 
to move shingle, but in conjunction with the mass transport 
current, they could be important in determining the direction of 
movement of shingle that has been already lifted from the bed by 
oscillatory flow under heavy wave action. 

EXPERIMENTAL METHOD 

In the past, qualitative studies of shingle movement have 
been undertaken using fluorescent or radioactive tracer pebbles 
(Refs 4 and 5).  Although fluorescent tracers offer a convenient 
means of tracking movement on beaches above the low water mark 
where visual identification of the marked pebbles is possible; 
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the inability to detect them remotely from a boat is a severe 
handicap for deeper water operations.  In this respect, the 
radioactive tracer method has a distinct advantage, with its 
capability of identifying tracer units using a radiation detector 
dragged over the sea-floor behind a boat. 

Tracer pebbles 

Previous radioactive tracer work on coastal shingle movement 
has been short-term using short half-life radioisotopes.  In the 
present case, the objective was to follow movements for at least 
one year and the radioisotope Silver 110 m was selected as being 
sufficiently long-lived (half-life, 253 days) for the purpose. 
Again, on account of the duration of the tracking period, a tag 
sealed into the centre of a pebble was preferred to the alterna- 
tive of a surface coating:  the latter being susceptible to 
abrasion losses.  The technique consisted of placing a short 
length (3 mm) of activated silver wire (20 uCi Silver 110 m) in a 
hole in each pebble and then filling the hole with a clear epoxy 
resin.  Abrasion tests lasting over a week, tumbling tagged pebbles 
in a mixer with other beach pebbles and sand, showed no sign of 
damage, apart from a scratching of the epoxy resin surface which 
masked the presence of the underlying wire tag. 

The pebbles of this part of the coast are flint and 
considerable difficulty was experienced in drilling holes in them. 
4000 tagged pebbles were required and the failure rate of diamond 
drills was so high that only about 300 pebbles were prepared by 
drilling.  It was found more economical to collect natural pebbles 
already having suitable holes in them (Plate 1).  Only pebbles 
passing through a 38 mm sieve and retained on a 19 mm sieve 
(corresponding roughly to coarse aggregate grading) were accepted 
for tagging. 

Pebble seeding 

The four selected sites with mean water depths of 9, 12, 15 
and 18 m, were each seeded with 1000 tracer pebbles in mid- 
September 1969.  To provide a reasonably well-ordered initial 
distribution, the pebbles were laid by divers on the surface of 
the bed over a rectangular area 30 m by 60 m.  The discovery of 
an almost completely buried mine within the seeded area at 15 m 
depth and subsequent failure to re-locate the mine for disposal, 
led to the abandonment of this site.  It was considered that the 
risks involved in repeatedly traversing the area with a large 
underwater wheeled vehicle were too great to permit tracking in 
this area. 

Pebole detection 

An inherent difficulty of shingle tracer experiments is 
that of detecting a sufficiently high proportion of the injected 
tracer units to permit quantitative interpretation of the 
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measured spatial distributions.  Tracer preparation is 
inevitably tedious, and the number of pebbles introduced is 
consequently low.  There is clearly the need to optimise the 
areal coverage of the detector.  Underwater detectors for normal 
applications are unable "to see" a pebble over a band much greater 
than one metre wide, when moving over the bed at a speed of 
1 m/s.  Thus, if the tracking boat runs parallel courses about 
20 m apart, only 50 pebbles of a total of 1000 are likely to be 
detected. 

In order to overcome the narrow sweep handicap, a detector 
with a wide field of view was developed (Plate 2).  Five 
scintillation counters are distributed over the width of a 
3-wheeled vehicle drawn behind a boat, so that they view the 
sea-bed over a band-width of 6 m.  The vehicle weighs about 
350 kg and is towed at speeds of about 1 m/s, using 90 m stainless 
steel tow rope (12 mm dia.) incorporating the electrical cable 
as its core.  Detector output is provided on three twin-channel 
pen recorders on-board the tracking vessel.  The presence of a 
tagged pebble is readily distinguished on the chart record as a 
well-defined pulse above the natural background radiation.  The 
spare recorder channel indicates the vehicle's speed over the 
sea-floor, using the output from a rev. counter on the leading 
wheel of the vehicle. 

In addition to the main tracking detector for measuring 
the horizontal distribution of the pebbles, a subsidiary diver- 
held, portable detector was employed for assessing the depth of 
burial of individual pebbles.  Divers intensively explored the 
bed in the seeded area and obtained a series of maximum bed 
surface radiation readings, directly above tagged pebbles.  With 
the radioactivity in each pebble being closely similar, the 
reading indicated the extent to which the emitted radiation was 
absorbed, and the depth of overburden was given from laboratory 
calibration of the detector. 

Position-fixing 

Shingle tracking imposes rather stringent requirements with 
respect to position-fixing.  To achieve effective combing of the 
search area there is the need to run courses at slow speeds on 
parallel lines not greater than 20 m apart.  At this spacing 
30 per cent registration of the seeded pebbles could be obtained 
with the wide-view detector. 

Hydrodist MRB2 was hired to provide the necessary precision. 
Operating at 3000 mc/s the system gives a nominal position- 
fixing accuracy of + 2 m.  In this specific case, the siting of 
slave transponder stations at Shoreham and Rottingdean yielded 
satisfactory intersection angles of the lattice lines throughout 
the working area.  Apart from occasional spurious distance shifts 
at the most offshore site, the system proved reasonably reliable 
throughout the study, but it made extravagant demands on manpower. 
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Although the boat's position was accurately given by 
Hydrodist fixes, the position of the detector behind the boat 
was more indeterminate.  Normally the detector was taken as 
being on the line of the boat's course, but displaced some 
distance behind the boat according to the length of tow.  Errors 
would be introduced in the presence of a strong cross-wind or 
when tracking across the tide, and it is estimated that tolerances 
of 5 to 10 m on detector position are realistic. 

Surveys 

A preliminary bed background radiation survey was made in 
early September 1969 before the seeding operation.  No background 
radiation anomalies were recorded. 

Following the seeding in mid-September, subsequent surveys 
were made in October, November/December 1969, March and August 
1970, April/May 1971.  Normal practice was to run parallel 
courses roughly E-W along the tidal direction, maintaining a 
constant distance off the Shoreham slave station.  Tracking was 
not possible with a beam sea, so when sea conditions were bad, 
the alternative procedure of running courses to and from the coast 
was adopted, holding a constant distance off the Rottingdean slave 
station.  The running of parallel courses was greatly facilitated 
by the adoption of courses with a fixed Hydrodist reading on one 
or other of the two slaves. 

Measurements of the depth of shingle burial were made on the 
last three surveys only. 

RESULTS 

The results of the various surveys are illustrated in Figs 3 
to 5.  The following points should be borne in mind when examining 
these figures:- 

1. The delimitation of maximum tracer extent is subject to 
considerable random error, being based on the detection of a 
single pebble.  Consequently the boundary can shift markedly in 
areas of low tracer density, dependent on whether or not, a 
particular pebble is coincident with the detector track width. 
The profiles of tracer pebble density with distance from the 
centre of the seedee zone are more valid guides to the degree of 
movement between surveys. 

2. Profiles are not given for surveys based on tracking courses 
running to or from the shore, because these would not be comparable 
with profiles based on the more customary tracking direction. 

3. The shaded rectangular area is a somewhat idealistic 
representation of the initial tracer distribution.  The actual 
seeding only approximated to this form. 

4. To economise on space the full extent of tracking coverage 
is not shown.  The courses were much longer than indicated, and 
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normally, further parallel courses were run to the north and to 
the south.  However, no tracer pebbles were detected at these 
more remote positions. 

The most striking feature of the mapped distributions is 
the small degree of movement at all sites:  even single tracer 
pebbles are very rarely encountered as far as 100 m from the 
centre of the original seeded area. 

The inshore sites, at 9 and 12 m mean water depth, exhibit 
typical tracer distributions, with a low density scatter of tracer 
pebbles extending in an approximately NNE direction from a high 
density cluster coincident with the originally seeded area.  The 
net drift of pebbles is small but is clearly discernible above 
possible experimental errors referred to earlier.  Average landward 
pebble movement over the total observation period of 20 months is 
assessed at 40 and 15 m for 9 and 12 m depths, respectively. 

Although Fig 5 shows a small westerly shift in the mapped 
tracer distribution at 18 m depth compared with the seeded position, 
there is no sign of the characteristic scatter of pebbles at low 
density.  All the distributions at this site display an abrupt 
boundary:  there are either tracer pebbles at high density, or there 
are none.  Past experience suggests that tracer units do not shift 
as a group without a concomitant dispersal similar to that given 
at sites 1 and 2.  It is concluded that the small positional shifts 
at site 4 are spurious and represent fixing errors between surveys. 
Thus no net pebble drift was recorded at 18 m depth. 

After one winter, measurement of the vertical distribution 
of 120 tracer pebbles by divers using the portable radiation 
monitor at the two inshore sites showed that they were still 
confined to the surface 50 mm.  After two winters, the vertical 
position of 50 tracer pebbles at each site was determined in the 
same manner.  The mixing depth was found to be 125 mm, 50 mm and 
60 mm at sites 1, 2 and 4 respectively.  Further evidence of low 
mobility was demonstrated by the recovery of tracer pebbles by 
divers in May 1971.  These pebbles still showed a clear resin plug 
through which the silver wire was visible and obviously had 
suffered negligible abrasion in the experimental period. 

DISCUSSION 

From the plots of tracer pebble distributions the most obvious 
movement took place early in the experiment in November 1969 when 
strong westerly winds gave 8 s waves with significant heights in 
excess of 5 m.  The wave climate prevailing between each survey is 
shown in Fig 6 and it can be seen that the severe conditions of 
November 1969 were repeated in a storm during the 1970-71 winter. 
However, on this second occasion the horizontal displacement of the 
tracer pebbles was not so apparent because the pebbles were 
dispersed over a thicker bed layer by that time.  During the summer 
period the tracer pebbles at all sites showed very little 
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horizontal movement in spite of significant wave heights in 
excess of 3 m at Owers Light Vessel. 

The extent to which the tracer results can be regarded as 
typical is best judged by comparison of the wave conditions pre- 
vailing during the study with the long-term average.  Unfortunately 
wave data outside the experimental period are limited.  Additional 
records at Owers Light Vessel are available (Ref 6) for one year 
(October 1968 to September 1969) only and show that wave conditions 
then were less severe than during the present study. 

Recourse has to be made to wind frequency comparison for a 
longer-term standard.  Analysis of 5 years of wind records for 
Calshot suggests that sea conditions were less disturbed during the 
winters 1968 to 1971 than the long-term average.  It is seen 
(Fig 7) that strong winds from the southwest quarter i.e. those 
capable of generating higher and longer period waves, were less 
frequent during the experimental period than normal. 

Wave records at Owers Light Vessel with suitable adjustments 
to take account of shoaling have been used to calculate bottom 
current conditions at each of the tracer sites.  For this purpose 
the significant wave height i.e. the mean of the third highest 
waves, and the mean zero crossing period are used to compute the 
peak oscillatory velocity at the bed.  The frequency of occurrence 
of bottom-water oscillations having instantaneous peak values that 
exceed a number of specific velocities is shown for each site, 
alongside the final tracer distributions, in Fig 8.  The results 
are qualitatively consistent with data obtained from the pulsating 
water tunnel (Ref 1).  The laboratory tests showed that maximum 
bed oscillatory velocities of 1.4 to 1.6 m/s were required to move 
25 mm shingle.  In the field the peak recorded at 18 m depth was 
about 1.2 m/s;  so it is not surprising that the tracer distribution 
suggested a non-mobile bed at that depth.  On the other hand, 
significant movement occurred at 12 m depth where peak values 
reached 1.7 m/s. 

It appears that mass transport currents associated with heavy 
wave action are more important than tidal currents in determining 
the direction of net pebble movement at the nearshore sites.  These 
bring about a landward drift across the tidal stream direction. 
The volume of shingle drift may be obtained from the product of 
the shift in centroid position of the horizontal tracer distribu- 
tions and of the thickness of the layer in movement.  The drif^ 
after two winters and one summer is estimated at 2.5 and 0.5 m per 
metre width for the 9 and 12 m water depth, respectively. 

It is evident from the absence of movement at 18 m water 
depth that the drift occurring at the more inshore sites is not 
supported by an offshore feed.  Thus the nearshore shingle drift 
is either replenished by alongshore movements of shingle or is 
slowly drawing from geological reserves. 



1014 COASTAL ENGINEERING 

CONCLUSIONS 

The field tracer test demonstrated both increase in bed 
mobility with decreasing depth and the existence of landward 
movement of shingle inshore of 12 m water depth.  However, even 
at the two inshore sites the quantities of shingle transported 
towards the shore were found to be small, amounting to 1000 to 
1500 m and less than 500 m per kilometre length of coast per 
annum from 9 and 12 m water depth, respectively.  Dredging at 
these depths could interrupt the slow landward creep but the 
manifestation of this on the beaches would be long-delayed.  For 
instance, the centroid shifts at the two sites indicate that the 
average pebble will take about 200 years to advance the 3 km from 
the 12 to 9 m contour.  It is debatable whether changes on such a 
long time scale are significant when there is a strong probability 
that beach levels are controlled primarily by spatial and temporal 
variations in the littoral movement of shingle close inshore. 
However, at these depths, beach changes arising from alterations 
of wave refraction might be the primary consideration. 

It is considered that shingle movements offshore of the 18 m 
contour along this piece of coastline will be negligible at all 
times.  Furthermore, at these depths the mass transport current 
at the bed is too small to promote preferential landward drift. 
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Plate 1  Natural holes in flint beach pebbles 
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CHAPTER 54 

SUSPENDED SEDIMENT AND LONGSHORE SEDIMENT 
TRANSPORT DATA REVIEW 

BY 

M. M. Das*, M. ASCE 

ABSTRACT 

A review of laboratory and field studies on suspended sediment under 
waves shows that although about five analytical or semi-empirical approaches 
have been attempted to predict the vertical distribution of suspended sedi- 
ment, none of the approaches has had its general validity proven. This is 
mainly due to the lack of knowledge about the characteristics of turbulence 
of the wave boundary layer and to the lack of a suitable suspended sediment 
measuring technique for use in waves. Six different suspended sediment 
measuring techniques have been used in the studies previewed.  Although none 
of them gives completely reliable laboratory or field measurements, an optical 
system appears to show promise in obtaining information on the mechanics of 
suspension under waves. 

The reanalysis of longshore sediment transport data and tests of the 

relationships Q = A..E , Q = A,,E , and I = A„E , where Q is volume transport 

rate in cubic yards per day, E is longshore component of wave energy flux in 

lbs per day per foot of beach and I is immersed weight transport rate in 

lbs per day, for different subsets of data and using the method of least 
squares, showed that a single set of A-, A„ and B does not fit all subsets 
of data with minimum average percentage deviation of observed values from 
those predictable by the relationships.  The subset of data consisting of all 
but the observations with light weight sediments can be described by the line 
of fit, Q =1.93 X 10-4E , with the observed data differing from the predicted 

ones by 74 percent on the average. 

INTRODUCTION 

There is no proven prediction method of general validity for quantitative 
estimates of onshore-offshore and longshore sediment transport rates. The 
reasons are (a) inadequate knowledge of the turbulent flow field in water waves, 
due partly to lack of velocity measurement technique and (b) nonavailability of 
reliable techniques to measure sediment transport rates in the near-shore zone. 
It is agreed in principle that the oscillatory flow due to wave motion stirs 
up the sediment and makes it available for net movement by the mass transport 
current associated with the wave motion, or by any other net current.  It has 
also been concluded from laboratory (Saville, 1950;Shinohara et al, 1958) and 

^Research Hydraulic Engineer, U. S. Army Coastal Engineering Research Center, 
Washington, D. C. 
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field studies (Watts, 1953; Thornton, 1969; Cook and Gorsline, 1972) that 
sediment transport both onshore and offshore of the surf zone occurs in 
two modes - suspension and bed load.  Equations (1) and (2) below are an 
expression of this. But their relative contribution to total transport 
still remains unspecified in both zones. 

The total sediment transport rate per unit width in the zone outside 
the breakers can be written as, 

y 

f  CQu(y)dy + f  C(y)u(y)dy (1) 

where, q, and q are the bed load and suspended load rates per unit width, C., 
is the average Bed layer concentration, a is a measure of the thickness of 
bed layer, u(y) is the net .current profile within the bed layer and in the 
interior of the fluid. 

The total longshore sediment transport in the surf zone may be written as 

z a z  h(z) 

QT=f f      C0(z)u1(y,z)dydz + /*  f      C(y,z)u"1(y,z)dydz (2) 

where, u1 is the net current alongshore, the z co-ordinate is the distance 

across the surf zone, z is the width of the surf zone and h(z) is the local 
water depth. 

For better design of future studies on nearshore sediment transport, two 
reviews have been made, one on the_ existing analytical approaches to predict 
suspended sediment distribution, C(y), with a summary of the techniques used 
or under development to measure suspended sediment concentration under waves, 
and the other on the readily available longshore transport data (Das, 1971). 
The reviews are, however, not exhaustive. 

SUSPENDED SEDIMENT REVIEW 

The equilibrium exchange equation is given by, 

K/ %   —T—r  —nr— d<T(y)     dC(y) ,,.. v C(y) = -v'c' =-v'ls       . '    =-e  . J- (3; 
s J dy     s dy 

Integrating, Hn _ y- = - v /   e (4) 
C(a) *•/. 
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The determination of the exchange coefficient e and its relation 
to known or easily accessible flow parameters is the central issue of 
the problem of sediment suspension. 

In the case of open channel flows where the entire flow is a turbulent 
boundary layer or shear flow, the solution of the equilibrium exchange equation 
(3) under the conditions of linear shear stress distribution, Karman's log- 
velocity distribution,and the Reynolds analogy between the momentum and mass 
diffusion coefficients defines the vertical distribution of suspended sediment 
concentration in terms of a reference concentration (Rouse, 1937) as, 

where, z = (v /KIL.) . s  « 

It is widely used in unidirectional flows. Bijker (.1971) used it for 
computation of suspended sediment transport in the combination of waves and 
current and reported good agreement between measured and computed values of 
longshore transport. 

In the case of waves, the boundary layer, usually very thin compared 
to the entire depth of flow, is the only source of turbulence to cause 
suspension of bed material, except near the breakers. Therefore, knowledge 
of the boundary layer turbulence is necessary to predict the distribution of 
suspended sediment concentration. 

ANALYTICAL APPROACHES 

If the exchange coefficient e , is independent of the space variable y, 
then one obtains the exponential distribution of mean concentration from 
equation (4). 

1^1 = exp [- ~    (y-a)] (6) 
C(a) £s 

The experimental results of Shinohara et al (1958) from a sloping beach with 
0.2 mm sand and 0.3 mm pulverized coal showed the mean concentration to be 
exponentially distributed with depth.  Figure (1) is a typical result from 
Shinohara et al with coal as sediment. Unlike the profiles with sand the 
concentration profile with coal shows a break point and this break point was 
considered as the lower limit of suspension. Using equation (6) and the known 
value of the settling velocity v , the exchange coefficient e was calculated 

at various sections along the beach.  The coefficient was found to increase 
slowly with decrease of depth, increasing faster before breaking and attaining 
maximum value near the breaker point and then decreasing shorewards, the 
decrease being faster in case of pulverized coal. 
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Rom-ma and Horikawa (1962) obtained a solution pf the equilibrium 
exchange equation with the following assumptions, Prandtl's type mixing 
length hypothesis was used to characterize the eddy diffusion coefficient, 

Sb C7) 

where g is a constant, b is the vertical dimension of the water particle 
orbit, and u is the horizontal velocity of the water particle due to 
wave motion. Airy's wave theory was used to obtain b and u. The temporal 
variation of mean concentration during a wave period was expressed in the 
form, 

C = C(y) [1+5 sin 2 (kx 2rrt 
-)] (8) 

where C is the instantaneous concentration, k is the wave number, and £ is 

a constant.  Under the above assumptions the solution of the steady state 
diffusion equation was obtained as, 

where, 

£&*- = exp [-a — &     Cr> Sinh3kh (F(n,kh)J 
CCa) C  L   L 

y      h-a     3     L 
n = h' na = IT' a = J>  c = T • 

(?) 

F(n,kh) 2kh 

kn h 

Coshkn h  Coshknh 

Sinh kn h Sinh knh 
+ log 

tanh 

knh 

in which C (a) is the mean concentration at a reference depth above the bed, 
h is the undisturbed water depth, L is the wave length, H is the wave height, 

v is the settling velocity, and T is the wave period.  The agreement between 

the theory and the experimental results was reported to be satisfactory. 

Hom-ma,Horikawa, and Kajima (1965) modified the distribution function 
(9), by using Karman's mixing length hypothesis, 

= K I 
du 

(10) 

and considering empirically the effects of ripple geometry on suspension. 
Velocity u, and the mixing length l  were determined from potential wave theory, 

and e was given as, 

JL  He  Sinh k(y + h) 

K Sinhkh Cosh2k(y + h) 
(11) 
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The concentration distribution was given by 

-K-f ^i^ Il?(na, kh) - F (n, kh)] |       (12) 

where, 
„.  .,.  Cosh nkh  , 
F(n, kh) = j log 

Sinh nkh 
tanh 

nkh 
2 

and, L 
yHJi    _ h-a     — 
h ' "a   h c - T 

The value of n was chosen arbitrarily as 0.05 and 0.1 in the analysis of 

laboratory and field data respectively. 

The values of K were determined using the equation (12) from the 
measurements of mean concentration in the field and laboratory and were 
found to be a function of the relative depth n and a function of 

- ' - or ~ ' - where r\  and A are the height and length of the ripples 

respectively. The equation for K was obtained graphically as, 

v4h 
0-833 „  „ 0.142        0.270 

K = 0.161 (**)    f • f)     (j^) (13) 

from best fits of available data. While the effect of ripple geometry on 
sediment suspension is considered, the inconsistency of using potential 
velocity to derive turbulent diffusion coefficient existed and also the 
arbitrariness in the choice of the reference depth and concentration 
persisted. Fig. 1 shows a typical experimental result of Hom-ma et al 
(1965) using a horizontal bed of 0.178mm sand.The distributions of mean 
concentration both above a ripple crest and trough appear to be exponential 
as suggested by equation (12). 

Noda (1967, 1971) derived the one-dimensional mass balance equation 
from the complete two-dimensional unsteady mass conservation equation under 
some simplifying assumptions.  His measurements of suspended sediment 
concentration under standing waves using poly vinyl chloride grains of 
0.13 mm diameter and of 1.13 specific gravity yielded profiles similar to 
those of Shinohara et al (1958) with pulverized coal. 

From a comparison of the distributions of e derived from his experimental 

results, from those of Hom-ma, Horikawa and Kajima (1965) and from the available 
field measurements and using the eddy diffusivity models of Hom-ma and 
Horikawa (1962), Hom-ma, Horikawa and Kajima (1965), Kishi (1964) and Kajiura 
(1964) he concluded that the distribution of e was strongly dependent on the 
flow conditions near the bed and the bed roughness. 



1032 COASTAL ENGINEERING 

y(cm)    - 

2        4681        2        4681 
I02 _ I03 I04 

C (ppm) (from Hom-Ma, Horikawa, 

DISTRIBUTION OF C Kajima,l965) 

8 x (cm) 
o-20     e 120 
• 20     x 140 

c oa\  dm = 0.3 

/°s= 1.29 

6 » 55      A 190 
• 70     a 220 

V           * 85 
\° 

y(cm) 4 xy 

\   ^\ N?                  \ 
2 

n 1 

\       ^-—A\JD           °\v 

^— 
1                           1 

»\   \ 

10* 

FIGURE 

I0; 10' I0E I0fc 

C (ppm)        (from Shinohara, etal,1958) 

DISTRIBUTION OF C 



SUSPENDED SEDIMENT 1033 

Noda (.1971) assumed a constant e and expressed the vertical distribution 
of concentration as, 

|(zi=exp [_ ?£) C|_) (s=±n (14) 
C(a) s 

e 
He tried to investigate the relationship between the agitation parameter — 

and Reynolds number o  (6 = A>T/2TT, U = amplitude of bottom velocity) using 
v 

the mean concentration data above the break point in the profile where e is 

constant. He also attempted to relate nondimensionalized height of the break 

point in the mean concentration profile, — to *&— t     since the range of 

Reynolds number in the data was narrow (60-200) he could not arrive at definite 
conclusions. But he felt that the height of break point was closely connected 
with the size of sand ripples and the diameter of the eddies they generate. 
He also felt that detailed study of the velocity field near the ripples was 
necessary for further clarification of the mean concentration profiles. 

Hattori (1969) presented an analytical approach for two-dimensional 
distribution of suspended sediment; concentration under standing waves.  In 
this approach he introduced a delay distance caused by the relative motion 
between the sediment and fluid particles. He assumed the coefficient of 
diffusion and delay distance to be independent of space variables. He also 
assumed the instantaneous concentration to be made up of a mean and a 
fluctuation from the mean given as; 

C(x,y,t) = C"(x,y) + C!(x,y) sin 2jtot (15) 

2TT     , 
where      w = — and C' is the concentration fluctuation. 

Under the above assumptions the distribution of mean concentration of 
suspended sediment under a standing wave was obtained as, 

C (x,y) = C(o, a) exp [a(l-Coskx) - | (y-a)] (16) 

where a =  2HlJS   | /rre    Th 1    X1 sx 

3 =v- h/e 
s       sy 

6 is the delay distance and e  and e  are diffusion coefficients in the x and x J sx     sy 
y directions respectively. He found close agreement between his theoretical and 
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experimental results (.1969, 1971) on horizontal and vertical distribution 
of mean concentration under standing waves.  Fig. 2 shows typical experi- 
mental results of Hattori (1969) and of Noda C1967) . The agreement between 
theory and experiment is, however, dependent on the suitable choice of the 
parameters a and 8, which in turn depend on the unknown quantities <$ , e 

and e  . Hattori (1971) obtained relationship between the delay distance & 

and the characteristics of standing waves, on the assumption that the diffusion 
coefficient in the horizontal direction is almost equal to that in the vertical 
direction. The relationship obtained is, 

I« I 3/2 
•pi- 1.35 (v /u)   . (17) 
% s 

where £ = T-/T , a quantity proportional to the amplitude of the mean hori- 

zontal displacement, and u is the amplitude of the mean horizontal velocity 
of fluid particles under standing waves.  Further his experimental results 
showed that the delay distance in the horizontal direction has a tendency 
to decrease with the increase in the mean horizontal velocity of fluid 
particles. 

If the exchange coefficient is linearly dependent on the space variable 
y, the resulting concentration distribution would be linear on a log-log 
plot. The results of Kishi (1964), Bhattacharya (1971) and Das (1971) show 
such a tendency (Fig. 3). The results of Das (1971) were obtained in a 
swing flume where the oscillary boundary layer flow is reproduced on a 
prototype scale. 

In data shown in Fig. 4, Horikawa and Watanabe (1968) attempted to 
demonstrate the agreement between the calculated eddy diffusivity using the 
constant eddy diffusivity model proposed by Kajiura (1964) for the inner layer 
and the estimated e from measured distribution of mean concentration. Although 

y 
acceptable agreement is apparent from the figure, the applicability of the 
Kajiura's eddy diffusivity model deserves further consideration.  In bottom 
Fig. 4 Horikawa and Watanabe (1970) compared the eddy diffusivity e obtained 

from point measurements of turbulent velocity fluctuations with the exchange 
coefficient determined from measured distribution of mean concentration. The 
authors have felt it necessary to improve their instrumentation techniques to 
attain greater accuracy in such measurements, needed for explication of the 
suspension mechanism under waves. 

Using Bagnold's energy principle approach, Thornton (1969) proposed the 
following relationships for the mean suspended sediment transport rate per unit 
width of the profile outside the surf zone, 

r-  «U. V (18) 
gCi-£> 
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and inside the surf zone, 

(19) s   ,,       p , v  8x 
gCl - - )  s 

s 

where S and S are proportionality factors associated with suspended sediment 

transport, V  is mean velocity component parallel to the beach, u , is water 

particle velocity due to wave motion at the bed, x is shear stress at the bed, 

E is wave energy density, Cg is group velocity, and p and p are densities of 

fluid and sediment respectively. No measurements of suspended sediment 
transport rates are reported in the study for verification of the proposed 
relationships. 

Bhattacharya (1970) and Kennedy and Locher (1971), time-integrating the 
complete two-dimensional mass conservation equation under the assumption of 
9   3 
— << -r     and using the concept of a delay time between motions of sediment and 

fluid particles similar to the delay distance concept of Hattori (1969), 
obtained the one-dimensional mass conservation equation given as, 

3v      _     — 
C  [v - T v-2-] - v C = e 5^ (20) 
ppSts     y dy ' 

where, C is the periodic component of concentration and v is the vertical 

component of fluid velocity due to orbital motion and x is the delay time. 
However, motion picture photography of sediment suspension process led Kennedy 
and Locher (1971) to postulate that the periodic part of velocity near the bed 
is composed of wave orbital motion, velocity due to the eddies and the 
velocity perturbation due to the waviness of the bed.  Therefore C also 

includes all the three above effects and the convective term 

C [v - T —^-]  reflects suspension due to all the three effects.  But considering 

e and x as constant and only the effect due to vertical orbital motion v 
y P 
Bhattacharya (1970) and Kennedy and Locher (1971) obtained the solution to (20) as, 

2 2 
-  xk n a<      2 

f[J y2 + Ey]=-vsC (21) 
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and upon integration, 

hy      » _ (   „  / •* ki iv      _    r / x k,       o  

yTkiE
y 

L y        h / ir ys 
(22) 

2ir 
where h is the undisturbed water-depth, n is wave amplitude and a  = — . 

Arguing that turbulent diffusion under wave motion is limited to regions near 
the boundary and wave induced convection dominates in the interior of the 
fluid, e can be approximated to zero. With this argument Kennedy and Locher 
(1971) obtained the following distribution function from (20). 

—, .   2v h     ,  , 
,n£(Z>=_JL_2 [I.I i (23) 

Co    xk_n a   '       'a 

Arguing the other way that close to the bed turbulence is predominant and 
wave induced convection is small and therefore considering k = 0 the classi- 
cal Schmidt equation was obtained, 

v C + e 4s- - 0, (24) s    y dy   ' 

considering the functional dependence of e as, 

£)- < I    )" (25) 
o     'o 

where e = e  (y ). Kennedy and Locher (1971) obtained the following distri- 

bution functions after integration of (24), 

-v
sy0 

y      a - 
C—) y 

- l 
] 

(26) 

(27) 

(28 

£&>=  (£ )   e 
co     *„   ° 

ta°ccv)=IZ°        tl_ 
C             (1 - a)   £o o 

^    =exp    [-1*    (y-y   )] 
C                                 o 

a + 1 

Bhattacharyafs (1970) experimental results from a laboratory study under 
equilibrium sloping beach conditions using .21 mm quartz sand did not support 
the distribution functions (22), (23) and (28). His results of mean concen- 
tration C varied linearly with depth on a logarithmic graph (middle Fig. 3) 
suggesting a power type distribution given as, 
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^ - (S " (29) 
C     n 

which corresponds to the distribution given by (26). 

Bhattacharya (1970) then used a simple dimensional analysis to determine 
s 

Eoh 

e I 

the exponent z, and found to be equal to vs  where 

e = -L. = f a , a_ ) 
o  hy     vh '   2 ' 

gT C30) 

Using his experimental results he obtained the variation of c against h/n 
2 ° 

with n/gT as a parameter. 

Kennedy and Locher (1971) from further tests using horizontal bed with 
fixed ripples and using small quantity of 0.14 mm diameter sand, tried to 
verify the validity of the mean concentration distribution functions given 
by (22), (23), (26) and (28). The fixed bed ripples were used with the pur- 
pose of removing the arbitrariness in defining the depth of concentration 
measurements due to ripple migration and change of ripple height.  The electro- 
optical meter utilized in Bhattacharya's study (1970) was further developed for 
higher sensitivity and better performance and smaller sediment size was used 
to increase measurement accuracy at lower concentrations at higher distances 
from the bed.  The verification yielded positive results for all the four 
functions in their expected regions of validity.  Fig. 5 displays a typical 
example of data verifying the distribution given by equation (26). 

SUMMARY 

Analytical approaches: 

The four or five analytical approaches which exist to predict the 
suspended sediment distributions simply illustrate the complex nature of 
the problem of sediment suspension under waves. A satisfactory solution 
to the problem still does not exist.  It must be recognized that turbulence 
is the major cause of suspension of sediment in a turbulent flow.  The only 
source of turbulence under waves is the boundary layer, except near breakers. 
In the equilibrium exchange equation the effect of turbulence is considered 
through the exchange coefficient.  Future research must, therefore, concentrate 
on the detailed study of the boundary layer turbulence and hence the exchange 
coefficient.  Precise measurements of suspended sediment concentration under 
suitable flow conditions and with properly developed instrumentation will 
supplement the effort on the determination of the exchange coefficient from 
measurements of boundary layer turbulence and its relation to flow parameters 
and bed roughness. This will provide a relative distribution of concen- 
tration in terms of a reference concentration C , which may be determined 
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from the basic approach presented by Einstein (1971). However, in order to 
be able to compute the net transport rate in any direction the next problem 
would be to obtain the distribution of net current in that direction in the 
suspension layer as indicated by equation CO* This problem will continue 
to be a field of active research for several years to come. 

Suspended sediment measuring techniques: 

Three types of time-integrated samplers, namely pump samplers (Watts, 
1953; Fairchild, 1956; 1959; Noda, 1967, 1971), syphon samplers (Shinohara 
et al, 1958; Hom-ma and Horikawa, 1962) and bamboo samplers (Eukushima and 
Mizoguchi, 1958; Fukushima and Kashiwamura, 1959; Noda, 1967) and three types 
°f in situ measuring techniques, namely photography (Bijker, 1971), various 
configurations of electro-optical meters (Hom-ma, Horikawa and Kajima, 1965; 
Horikawa and Wantanabe, 1970; Noda, 1971; Bhattacharya, 1970; Bhattacharya and 
Kennedy, 1971; Kennedy and Locher, 1971; Das, 1971) and electronic particle 
counter (Hattori, 1969, 1971) have been used in the studies reviewed.  In 
laboratory applications negligible disturbance to flow and precision in 
measurements are the most important requirements.  Quantities to be measured 
are the long time mean and unsteady mean concentrations at a point. Although 
a random concentration fluctuation does exist conceptually, its measurement 
using sediment particles is apparently difficult to interpret.  It appears that 
the electro-optical meters offer the best possibility in most laboratory 
applications. With suitable design this can be used in the field. A particle 
counter appears to be good at low concentrations, where the probability of 
two or more particles occupying the probe volume simultaneously is very small. 
However, the particle velocity must be determined in order to compute con- 
centration from particle counts.  Pump samplers with their sampling efficiency 
properly evaluated are simple and easily operable tools for field applications. 

LONGSHORE SEDIMENT TRANSPORT DATA REVIEW 

The longshore transport data compiled by Das (1971) form the basis of 
this review and analysis. The data are taken from, six laboratory studies 
with 177 observations and from four field studies with 25 observations. An 
observation has been defined here as a data point, for which the transport rate 
and the associated wave and sediment characteristics are known. The purposes 
of the review were to see if the empirical relationships between longshore 
transport rate and the alongshore component of wave energy flux could fit 
the available data with reasonable scatter and specifically to up-date the 
visual line of fit in CERC TR-4. 

The relationships tested were Q= A..E , Q = A?E and 1^ = AJ2 where, 
Q is volume transport rate in cubic yards per day, E is alongshore component 

of wave energy flux in lbs per day per foot of beach and 1^ is immersed 

weight transport rate in lbs per day. The volume transport rate Q is related 
to the immersed weight transport rate 1^ (Bagnold, 1963) by, 

I£ = (Ps"P)ga
,Q (31). 
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where, a' is a correction factor for pore space and it has been assumed as 0.6 
in the analysis.  The alongshore wave energy flux E has been computed in the 

177 laboratory observations by using the relationship suggested in CES.C TR-4. 

E 
Ea = T~ N **{. Sin %    Cos ab (32) 

Y H  L 
where E =  5  , Y is unit weight of sea water H and L are deep Hater o      o     ' ° 00 
wave height and wave length, N is number of waves per day, K^ is refraction 
coefficient and a, is the breaker angle. 

In case of the field studies of Watts (1953) , Caldwell (1956) and Komar 
(1969), the energy flux computed by the investigators have been used, except 
that the energy flux values of Watts and Caldwell were reduced by a factor 2 to 
correspond to energy based on root-mean-square wave height, rather than the 
significant wave height used by them (Inman and Frautschy, 1966). This is 
consistent with the theoretical prediction of Longuet-Higgins (1952) for 
narrow band wave spectrum with waves of random phases. 

Fig. 6 is the plot of Q vrs E for the data reviewed. The data of Johnson 

(1952) and of Thornton (1969) are also plotted. But these two sets of data are 
not included in the least square procedure to examine the empirical relationships. 
The reasons are that Johnson's data do not include the observation of wave 
angles and Thornton's data do not provide transport measurement across the whole 
width of the surf zone and, moreover, he apparently measured only the bed load 
transport. The figure shows only two lines of best fit using Q - A E for all 

data and for all but light weight material data and the line proposed in CERC 
TR-4.  Figure 7 shows only the scatter-areas of plots of I against E .  The 

reduction of scatter in laboratory data due to inclusion of density of material 
in I can be noticed.  In this figure are shown the line of best fit now 
obtained for all available data, the line proposed by Komar (1969) for field 
data and the line proposed by Inman and Frautschy (1966) on the basis of data 
available at that time and using significant wave energy flux for the data of 
Watts and Caldwell. 

SUMMARY 

-4 
As a rule~of-thumb the volume rate relationship Q = 1.93 X 10 E where 

Q is in cubic yards per day and E is in ft-lbs per day per foot of beach, or 

the immersed weight rate relationship I = .35 E may be used as a guide.  It is 

suggested and also indicated by equation (2) that the near-future studies, both 
in the laboratory and in the field should include, (1) simultaneous measurements 
of bed load and suspended load; (2) simultaneous measurement of velocity field 
in and shoreward of the breaker zone and the imposed wave conditions, and that 
systematic laboratory studies be made to evaluate scale model relationships by 
simulating known prototype conditions for better interpretation and the 
extrapolation of laboratory data to field conditions. 
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ABSTRACT 

The wave-induced sand transport alongshore is inves- 
tigated by an energy principle approach.  Although the 
energy approach has been used before, this is the first 
application to comparing theory and measurements of the 
distribution of littoral transport along a line perpen- 
dicular to the beach.  Bed load transport equations are 
formulated for outside and inside the surf zone.  Sand 
transport data were collected in the field using bed load 
traps.  Wave, tide, wind, and current information was 
collected simultaneously in order to verify the derived 
predictive equations for longshore current and sediment 
transport.  Quite reasonable predictions are obtained for 
the relative distribution of bed load transport, both 
inside and outside the surf zone. 

INTRODUCTION 

The wave induced sand transport alongshore is inves- 
tigated using an energy principle approach.  This method 
relates the work expended in transporting a quantity of 
sand to the energy available for transporting purposes. 
The development follows basically that of Bagnold [1] 
with some modifications to better suit the assumed 
conditions.  The analysis is similar to Komar's [2] which 
was also based on Bagnold's approach.  The inherent 
advantage of an energy approach is the simplicity and 
ease of physical interpretation.  This type of approach 
also has had the most success for engineering applications 
in the oceans. 

Bed load transport due to combined wave and current 
action is considered.  The areas inside and outside the 
surf zone are discussed separately.  Bagnold applied his 
analysis only to waves in deeper water, but the principle 
would be expected to be equally valid inside the surf zone. 

The quantity of sand transported is a function of the 
energy available for transporting the sediments.  This 

1049 
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energy is related to the energy utilized in bottom fric- 
tipn, viscous dissipation, and turbulence.  For the case 
of waves and currents superposed, wave energy is utilized 
to put the sediment in motion, and, once in motion, the 
sediments can be acted upon by weak secondary currents. 
Hence, littoral drift can be considered as a stirring by 
the waves, which induces little net motion, and transport 
by the longshore current, which has net motion in the 
direction parallel to shore. 

Energy dissipation outside the surf zone is primarily 
due to bottom friction, that is, most of the work is done 
on the bottom. Hence, the primary mode of transport out- 
side the surf zone is by bed load. Energy is dissipated 
inside the surf zone both by the turbulence in the break- 
ing waves and by friction acting on the bottom so that 
bed and suspended load transport are important. 

BED LOAD TRANSPORT 

It is assumed, in the problem being considered, that 
the bottom contours are straight and parallel so that the 
bed slope in the direction of net sand transport (parallel 
to the beach in the y-direction) is zero.  It is further 
assumed that the slope of the beach is very small and that 
it is in dynamic equilibrium such that there is no net 
transversal (perpendicular to the beach in the x-direction) 
movement of sand.  Hence, the slope of the beach will not 
affect the net sand transport and can be neglected.  This 
is to say that the sand grains will maintain, on the 
average, the same relative position with respect to the 
bottom profile (distance offshore). 

The average rate of work per unit bed area, Pft, re~ 
quired to overcome the resisting stress and maintain the 
bed load movement is proportional to the immersed weight 
of moving sand times the velocity of the sand grains 
moving along the bed, u . 

_P_ 
3 
S 

ph - (1 - f~] gnv Khl (1> 
where p is the density of the fluid, Ps the density of the 
sediments and m^ the mass of the bed load transport.  The 
absolute value sign is necessary since the sand grains can 
oscillate back and forth in response to the wave motion. 
The fluid motion responsible for the sediment transport is 
that of the waves and currents.  The waves are assumed 
simple harmonic with zero mean motion, so that the net 
transport is due to the mean current in the longshore 
direction only.  The net mass transport of the sediment 
per unit time per unit width perpendicular to the beach 
is defined 



SURF ZONE DISTRIBUTION 1051 

qh(x) Vsh (2) 

where m, = m, (x) is the average mass of moving sediment 
per unit area of the bed with the mean velocity, V=h(x) 
the longshore direction. sh 

Substituting Equation (2) into (1) leads to the expres- 
sion for bed load transport. 

ps 

sh1 

'sh 
a P, (3) 

The actual mean velocities of the sand grains are very 
difficult to measure.  The mean sand grain velocities must 
be related to more measurable quantities in order to make 
Equation (3) workable.  It is assumed, as a first approx- 
imation, that the mean velocity of the moving sand grains 
is proportional to the mean shear velocity in the direc- 
tion of the sand particle motion.  The mean shear velocity 
is defined 

(4) 

where T^ is the total mean bed shear stress.  The ratio of 
the mean particle velocities is then given by 

sh1 

sh lhy 

(5) 

where b is a constant of proportionality.  It was shown by 
Thornton [3] that the ratio of the total mean bed shear 
stress Tij to the mean bed shear stress due to the mean 
current in the y direction, x^y, is given by 

Lh , 2 
t.      IT 

mh 
V (6) 

where V is the mean longshore current and Umh is the max- 
imum particle velocity of the waves at the bed.  Hence, 
the ratio of the sand velocities is proportional to the 
square root of the water particle velocity ratio 

"sh1 

sh 

mh 
V 

(7) 

The mean rate of bed load transport of sand per unit 
width in the longshore direction can then be expressed 
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<L   «   r—    /-^— Pi. (8) 
g[l - f-)  yj   mh 

The basic idea to underline is that the mass of sand trans- 
ported is proportional to the available power. 

A.  Bed Load Transport Outside the Surf Zone 

The mean work done in transporting the bed load and 
the available power are assumed proportional to each 
other.  The fluid power available to transport the bed 
load is measurable as the product of the bottom shear 
stress due to the motion of the fluid times a representa- 
tive flow velocity.  This available power is equal to the 
work done on the bottom.  The bed shear stress must be 
considered composed of both the wave and mean current 
components.  The action of this combined, or total bed 
shear stress, can be thought of as the loosening of the 
sand grains off the bed which are then available for 
transport by the mean current.  The mean current is the 
longshore current alone as the wave motion has little or 
no net motion.  The total power expended is due to the 
combined wave and current action. 

Outside the surf zone, there is normally little 
turbulent energy dissipated.  Provided percolation can be 
neglected, the frictional energy dissipated on the bottom 
represents most of the energy dissipated.  The reduction 
in wave energy, measurable as a decrease in wave height, 
is then indicative of the energy spent in sediment trans- 
port.  In this case, the available power for sediment 
transport would be proportional to the total change in 
energy flux. 

-3Ec       
Pi. = —S-2 = |u . T. I (9) h    3x    I wh hI 

where E is the wave energy density and c the group 
velocity of the waves.  uwh is the water

9 particle 
velocity at the bed due to the waves.  The bottom shear 
stress assuming small wave angles of approach is given by 

pf 
T = -J£  u   |u  I (10) 
h   2  wh ' wh' 

where f is a friction factor, w 

Jonsson [4] showed that the friction factor for wave 
motion alone for rough turbulent boundary layers could 
tentatively be represented by 
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—-— + log —~— = - 0.08 + log — (11) 
4/f~       4/f~ r 

w w 

where r is a measure of roughness given by the ripple 
height and E,-^  is the maximum water particle excursion 
amplitude of the fluid motion at the bottom as predicted 
by linear wave theory.  This representation is used in 
this formulation. 

The longshore current formulation is based on the 
"radiation stress" concept where the changes in excess 
momentum flux due to the wave motion is balanced by the 
bottom shear stress due to the mean current (see Thornton 
[3]).  The formulation includes changes in the mean water 
level.  The longshore current outside the surf zone is 
given by 

a    c 
v = ~ ~„  i,f n cosh kh ^~ (E ~-2 sin2ot)        (12) 

P9 kfw c 

where k is the wave number, a is the radial frequency, H 
is the wave height, a is the angle between the wave crest 
and bottom contour, c is the wave speed, and h is the 
depth of water. 

The mean bed load transport of sand per unit time per 
unit width in the longshore direction can then be expressed 

V 
L,J»* 'Uwh V <13> 11  g(l - f-) yj  umh 
ps 

where all the proportionality factors have been combined 
into B and must be determined experimentally. 

B.  Bed Load Transport Inside Surf Zone 

Inside the surf zone, the dissipation of energy is 
greatly increased and is largely due to turbulent dissi- 
pation.  The transport inside the surf zone is much 
greater than outside, and a large proportion of the 
transport is suspended load for which there is more 
energy available for transporting purposes.  The actual 
bed load is still a function of the energy dissipated on 
the bottom which decreases with decreasing depth.  There 
is also an additional amount of work done on the bed by 
turbulent energy being diffused and convected downward 
due to the breaking waves.  It is assumed that inside the 
surf zone the bed load as well as the suspended load is 
a function of the total energy dissipated including both 
the energy dissipated on the bottom due to friction and 
turbulent energy dissipation due to the breaking waves. 
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-3Ec 
ph = IT3- <14) 

In the present analysis, it is assumed that the waves 
act as spilling breakers inside the surf zone and that 
they follow the breaking index, K = 0.78, as predicted by 
the solitary wave theory.  The wave height inside the 
surf zone is then given by 

H = KD (15) 

It is further assumed that the total wave energy can be 
described in terms of the wave height which is a function 
of the depth 

E = -| pgK2D2 (16) 

This is a non-conservative statement of the energy distri- 
bution within the surf zone.  The wave speed is approx- 
imated using solitary wave theory and for shallow water 

cg = c = VgO+iOD (17) 

The total mean transport inside the surf zone is then 

" 3Ec 
q = 

gd - f) 
s 

3x •a. (is) 

where Bs is the proportionality factor for inside the surf 
zone.  For transport of sand in the surf zone, the propor- 
tionality factor will certainly be a function of the manner 
in which the waves break—just as are the wave-induced 
currents inside the surf zone. 

The longshore current distribution inside the surf zone 
as given by Thornton [3] is used 

„, .    5 iric /,    K   \   . D 3D    ,,„> 
V(x) = " e f- y1-  80^TJcbSlnabCOsab 5£ 3^    (19) 

where b subscript refers to conditions at the breaker line. 

Equations (13) and (18) are rational equations for 
predicting the bed load sediment transport due to combined 
waves and longshore current outside and inside the surf 
zone.  Unfortunately, unknown proportionality factors, or 
energy coefficients, have been introduced.  Experiments 
have been conducted in laboratory flumes by Inman and 
Bowen [5] to experimentally determine the functional 
relationship of the coefficients.  These experiments were 
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conducted by superposing waves on a current moving in the 
same direction.  Unfortunately, no such relationships have 
evolved empirically to date. 

FIELD EXPERIMENTS 

A meaningful investigation of the sand transport 
processes in the surf zone requires the synoptic measure- 
ment of a number of hydrodynamic and sediment variables. 
Fairly complete and extensive data are required to evaluate 
the validity of the proposed sand transport relationships. 

Field experiments were conducted in the surf zone at 
Fernandina Beach, located on the northeastern coast of 
Florida.  The emphasis of the tests was to obtain infor- 
mation concerning the distribution of alongshore sand 
transport across the surf zone and the physical processes 
causing such movement.  Sediment transport about the surf 
zone has been shown to be caused by a combination of 
shear stresses and turbulence due to wave and current 
action.  Hence, an attempt to correlate sediment transport 
with physical parameters must include adequate wave and 
current measurements. 

Experiments were initiated in 1962 and conducted inter- 
mittently at this location.  Data from experiments 
conducted between 1964 and 1967 are used for testing -the 
equations.  In the course of this time, the method of 
measuring the various parameters changed, evolving to a 
relatively sophisticated level.  Much of the test equip- 
ment was designed and developed especially for these 
experiments and is unique. 

The experiments were conducted at various times of the 
year so that a variety of wave and weather conditions 
prevailed during the experiments.  The measurements were 
taken from a pier traversing the surf zone seaward to the 
outer bar.  A plan of the pier and location of the instru- 
mentation are shown in Figure 1.  A typical bottom profile 
taken adjacent to the pier is also shown in this figure. 
The beach and nearshore bottom profile is typically a 
one-or-two bar system with a gentle slope of 2 to 3 per- 
cent.  The experiments were limited to the study of the 
sand transport in the area bounded by the outer and inner 
bar. 

The sand characteristics have been studied thoroughly 
including size distribution, mineral composition, and 
differences of characteristics across the surf zone.  The 
results generally showed the sand to be evenly sorted in 
the area of the sand transport measurements.  The mean 
grain diameter at Fernandina Beach is approximately 0.2 
millimeters. 
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Figure 1. 
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Profile   at   Fernandina   Beach,  Florida 
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The physical parameters measured during the experi- 
ments were the wave height, wave direction, currents, 
tides, wind direction and speed, quantity of sediment 
transport, bottom contour profiles, and sediment 
characteristics.  The experiments were conducted typically 
over approximately half a tidal cycle, usually four to six 
hours.  The mean tidal range is 5.6 feet.  The tide 
recorder, anemometer, and sand traps operated continuously 
during the experiment.  Current measurements were taken 
by means of floats and current meters.  The wave heights 
and direction were measured simultaneously.  The instru- 
mentation and details of measurements have been previously 
discussed by the author (Thornton [6]). 

Taking measurements in the surf zone is usually a 
difficult problem due, in part, to the tremendous forces 
exerted by the waves.  It is almost essential for synoptic 
measurements to have a stable platform from which to work. 
This platform, a fishing pier in this case, exerts some 
local influence on the environment being measured and care 
must be taken to minimize this effect.  Thus, all measure- 
ments were made as far from the pier and its piling as 
possible, and the measurements were taken on the updrift 
side of the pier on which the incident waves impinge first. 

A.  Sand Transport Measurements 

The quantity of sand transport was measured by means 
of bed load traps.  The traps are aligned in the direction 
of the longshore current and are designed to intercept the 
bed load portion of the littoral drift.  These traps rest 
on the bottom and sample an area 20 centimeters high by 
40 centimeters wide.  The bed load movement here is defined 
by the height of the traps and, as such, includes salta- 
tion.  Up to six traps were operated simultaneously from 
from the pier and are located as indicated in Figure 1. 
The unique design of these traps evolved over several 
years of use, and they have proven to be very rugged and 
dependable for the severe conditions to which they are 
subjected.  An abbreviated description is given below. 
For a more complete description of the traps and attendant 
system, see Thornton [6] and Bruun and Purpura [7]. 

The body of the traps is elliptical in shape which 
serves two functions:  to decrease current velocities due 
to the divergence from the entrance allowing sediment to 
fall from suspension during sampling, and to act as a 
circular tank in which a swirling motion is developed to 
put sediment in suspension for pumping out.  The trap base 
is a sheet metal apron which is extended to reduce scour. 
Tag lines were attached to assure proper orientation.  The 
traps were run typically on a sampling sequence of 15 
minutes sampling with the doors open and 5 minutes pumping 
out with the doors closed.  The doors operate pneumatically 
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from the pier.  During the pumping-out cycle when the doors 
are closed, two jets of fresh water from inside the trap 
create a swirling action to put sediment in suspension. 
Simultaneously, the water-sand mixture is pumped out of 
the traps into filter baskets and drained of the water. 
The wet sand is put in sample bags and taken back to the 
laboratory where it is dried and weighed. 

The accuracy of the sand traps is dependent on their 
efficiency in retaining the' sand that passes into the trap. 
The trap efficiency is dependent on the wave conditions, 
being more efficient for light wave conditions where the 
turbulence and induced currents are less.  The traps tend 
to become clogged for very heavy wave conditions, and all 
the sand cannot be pumped out in the sampling cycle; the 
traps also tend to bury themselves for extreme wave con- 
ditions.  The traps were observed in the laboratory and 
field under light wave conditions and appeared to function 
very well.  It was not possible to observe the traps under 
heavier wave conditions due to the increased turbidity of 
the water.  A trap efficiency of between 40 and 100 
percent is estimated as the representative range for most 
conditions. 

B. Current Measurements 

Simultaneous with the sand transport measurements was 
a complete measurement of the physical environment.  The 
currents were measured using two means:  floats in the 
earlier experiments and combined floats and a current 
meter in later tests.  The float measurements consisted 
of filling large balloons (one foot in diameter when 
filled) with fresh water and releasing these from the 
pier and measuring their travel time over a prescribed 
distance.  The fresh water makes the balloons slightly 
buoyant so that just the top of the balloon is visible. 
These proved to be a very effective means of measuring 
the longshore currents. 

The direct measurement of water particle velocities 
in the presence of a wave field, such as the surf zone, 
has long been a problem.  An electromagnetic flowmeter 
was used during these experiments and proved applicable 
for use in the surf zone. 

C. Wave Measurements 

The waves were measured by a variety of methods 
including mechanical, pressure, and resistance wire wave 
meters.  The measurements were made at one or several 
locations along the pier. 

Waves, as they occur in nature, are essentially 
aperiodic or random in appearance and, as such, have to be 
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treated as a statistical phenomenon.  The studies were con- 
ducted over a relatively short duration of time, and the 
physical environment may be assumed quasi-stationary. 
Hence, spectral analysis or other statistical inference 
can be employed in treating this aperiodic phenomenon. 
Spectral analysis was used in the later experiments and 
provided valuable information concerning the energy dis- 
tribution in and about the surf zone.  The relations 
derived previously assume a single component wave system 
and are not formulated to accommodate a spectrum of waves. 
For this reason, and due to the variety of methods used 
in measuring waves, it is convenient to extract from the 
wave measurements a single parameter characterizing the 
energy content of the waves.  This parameter was selected 
as the significant wave height which is defined statis- 
tically as the average of the highest one-third waves. 

The wave direction was measured by sighting with a 
compass and noting the angle between the pier alignment 
and the wave crest.  Aerial photography was also employed 
in a number of the experiments.  The incident wave angle 
at particular points inside and outside of the surf zone 
were determined in this manner.  These measurements refer 
to the angle of the "significant" wave.  Wave measurements 
conducted in the later experiments, using two wave staffs 
stationed at the end of the pier and aligned parallel to 
the shore, allowed directional features of the waves to 
be determined.  A directional spectrum is obtained by 
computing the Fourier transform of the cross-correlation 
function of the two wave records which associates one 
direction with each frequency component and is essentially 
a measure of the phase difference between the two sensor 
locations for each Fourier component.  A more complete 
description of the spectral aspects of the experiments is 
given by Thornton [6]. 

The angle of wave incidence is the most importantly 
weighted variable in the predictive equations for the 
longshore current and sediment transport equations; it is 
also the most difficult parameter to measure accurately. 
Galvin and Savage [8] compared several methods for measur- 
ing waves from a pier using a compass and sighting along 
the wave crests.  They concluded that the error in measur- 
ing wave angle may be easily ± 2 degrees, and this same 
variability will be assumed here.  This amount of 
uncertainty in the measured angle can result in consider- 
able error in the longshore current and sediment transport 
calculations—particularly, for small angles of approach. 

The wave heights generally were determined from wave 
records greater than five minutes in length.  Hence, the 
significant wave height was determined with a high degree 
of confidence.  Visual measurements were used in the first 
experiments.  Galvin and Savage (op_. cit.) state an 
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accuracy of the breaking wave height of ± 25 percent for 
both wave meter and visual measurements.  There is an 
uncertainty even for the wave meter measurements since 
there is a spatial variation due to variations in bottom 
topography.  The wave meter measures only at one point 
that may not be representative of the general area. 

RESULTS AND COMPARISON WITH THEORY 

Thirty-one experiments were conducted in all, fourteen 
of which were judged appropriate for comparison with 
theory.  The other experiments were deleted because of the 
presence of rip currents, lack of correlating data, equip- 
ment failure, or unfavorable weather. 

The sand transport, like the waves and water particle 
motion causing the transport, is a stochastic process. 
The bed load transport was seen to vary considerably with 
time.  All data used are mean values representing an 
assumed stationary system. 

The data are used to test the bed load transport 
theory, Equation (13) for outside the surf zone and Equa- 
tion (18) for inside the surf zone.  It is necessary to 
make several assumptions in the application of the predic- 
tive equations.  It is assumed that the ripple height was 
everywhere constant and equal to 0.05 feet.  The same 
ripple height was used for predicting the mean longshore 
currents inside the surf zone and gave reasonable results. 
A constant ripple height is not necessarily a good assump- 
tion, but was made as a first approximation due to there 
not being enough information to assume otherwise. 

Percolation losses have been found empirically to be 
very small for sand sizes less than 0.5 millimeters. 
Energy losses due to percolation have been neglected for 
application to the Fernandina Beach data because the mean 
grain size is much less than this value.  A mean specific 
gravity of 2.65 was measured for Fernandina Beach sand, 
and this value was used in all calculations. 

The theory requires wave and current information every- 
where along the profile.  The measured wave parameters, 
taken at one location, are used to obtain wave character- 
istics at each trap location by theoretically carrying the 
waves shoreward accounting for shoaling, refraction, and 
frictional dissipation.  Predicted longshore currents were 
used in the littoral transport equations since there was a 
lack of measurements at each station.  The objective is to 
obtain equations that can be easily utilized to predict 
the littoral transport from the measured physical environ- 
ment, and the wave information at one point is all that is 
usually available. 
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The distribution of the measured and predicted bed 
load transport are compared for Test Numbers 19 and 22 in 
Figures 2 and 3.  During Test number 19, all the traps were 
outside the breaker line which was the case in most of the 
experiments.  The significant wave height was 3.8 feet, 
the mean wave period 6 seconds and the mean angle of wave 
approach 3.5 degrees. 

Different values of the proportionality factor B were 
chosen for predicting the sediment transport distribution 
so that a best fit between theory and experiment for each 
test could be obtained.  The rationale, in doing so, is 
that if one of the measured variables in the experiments, 
such as wave height or direction, was substantially in 
error, this error could change the absolute value of the 
prediction considerably, but have little effect on the 
relative distribution along the profile.  The B values for 
inside the surf zone range from 0.42 to 1.0 for all tests 
except one.  The exception was Test Number 25 for which a 
value of B = 0.13 was used. 

There appears to be a definite correlation of sediment 
transport with depth of water which is graphically illus- 
trated in Figure 2 for Test Number 19.  The energy density 
of the waves in the process of shoaling outside the surf 
zone generally increases with decreasing depth (provided 
frictional energy dissipation is not too great) to a 
maximum at near breaking.  Since the energy density is 
generally a function of depth, the correlation of sediment 
transport with depth is explained.  Indeed, the transport 
is shown to be a minimum in the trough of the profile, 
greater over the bar, and a maximum near the breaker line 
where the energy density is greater. 

Measurements both inside and outside the surf zone 
were obtained in Test Number 22.  In this experiment, the 
significant wave height was 3.8 feet, the mean wave period 
8 seconds, and mean angle of wave approach 4 degrees. 
Again, there is a general correspondence of transport with 
depth outside the surf zone; a maximum occurs at the 
breaker line.  The energy density gradually decreases for 
spilling breakers inside the surf zone, and a corresponding 
decrease in sediment transport is expected.  This is 
clearly shown in Figure 3.  It should be noted that a 
different proportionality factor has been used for inside 
and outside the surf zone which might be expected. 

All the results for outside the surf zone are summarized 
in Figure 4.  The same constant of proportionality, 
B = l.Q, has been used for all the predicted values so as 
to provide a comparison between the various tests.  There 
are forty values in all to form the correlation.  As can 
be seen, the data span a very large range of values, 
almost three decades on a log-log graph.  The heavy line 
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denotes a one to one correspondence between predicted and 
measures values for the proportionality factor given by B. 
The dashed line indicates the expected range of vari- 
ability of the measured values due to the efficiency of 
the traps in catching the bed load.  The dashed line as 
drawn indicates that the traps are estimated to be at 
least 40 percent efficient in collecting the bed load. 
It is possible that, in some cases, the traps were more 
than 100 percent efficient, that is, they collected more 
than the actual net littoral transport.  This might happen 
when there is no net flow in one direction alongshore, and 
the traps would collect sand moving in both directions, 
indicating a larger than actual net transport. 

The predicted and measured values for inside the surf 
zone are shown in Figure 5.  Unfortunately, there is a 
paucity of data for sediment transport inside the surf 
zone.  This is primarily due to the design of the traps in 
that they function poorly for very high transport rates as 
generally occurs inside the surf zone and have a tendency 
to become buried.  A proportionality factor of B = 0.0 8 was 
used for all experiments inside the surf zone.  The esti- 
mated limits of variability extend the same range as before. 
All the values except one fall within the estimated vari- 
ability of traps.  This, in itself, is considered to be 
very good correlation for predicting conditions so compli- 
cated and varied as occurring inside the surf zone. 

The values of B are necessarily limited to the partic- 
ular sediment characteristic found at Fernandina Beach. 
The most important characteristics are the mean grain size, 
d = 0.2 millimeter and the specific gravity equal to 2.65. 
Although the distributions were indicative of only one 
grain size, the relative distributions are expected to 
vary little.  This is due to the fact that the influence 
of grain size (provided percolation is not important) 
would be primarily to change the factor B and the friction 
factor fw.  Since B is assumed to be constant, and fw varies 
only slowly, the relative distribution would not be 
expected to differ substantially for different grain sizes. 

As mentioned previously, the measured currents were not 
used in comparing the results.  The measured longshore 
currents outside the surf zone are generally several tirr.es 
greater than the predicted values.  The bathymetry at 
Fernandina Beach is not ideal for the application of the 
derived theory in that there is typically a bar-trough 
formation.  The bar may tend to trap the shoreward mass 
transport of the waves between the bar and the shoreline. 
This fluid contribution over the bar could constitute a 
considerable influence on the longshore velocity outside 
the breaker line.  The discrepancies between theoretical 
and measured longshore currents could also be a result of 
neglecting the influence of internal shear stresses.  The 
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coupling across the breaker line, due to lateral transport 
of momentum offshore, would increase the predicted long- 
shore current values outside the surf zone. 

If the actual values of the longshore current were 
used, instead of the predicted values, the proportionality 
factor B would be decreased for outside the surf zone. 
This would result in the proportionality factors, appli- 
cable to inside and outside the surf zone, being more 
nearly equal.  The predicted and measured longshore 
current velocities inside the surf zone correspond well 
so that the substitution of the measured values would not 
substantially change the B value inside the surf zone. 

CONCLUSIONS 

The wave-induced sand transport alongshore was inves- 
tigated by an energy principle approach.  The aim of the 
investigation was to present usable predictive formulas. 
Bed load transport equations were formulated for outside 
and inside the surf zone.  Although the energy approach 
has been used before, this is the first application to 
comparing theory and measurements of the distribution of 
littoral transport along a line perpendicular to the beach. 

Sand transport data were collected in the field using 
bed load traps.  Wave, tide, wind, and current informa- 
tion was collected simultaneously in order to verify the 
derived predictive equations for longshore current and 
sediment transport.  The longshore current formulation 
including only bottom shear stress was used in the sedi- 
ment transport predictive equations. 

The field data were correlated with the predictive 
equations to determine separate proportionality factors 
for inside and outside the surf zone.  The proportionality 
factors are limited to the particular parameters found at 
the experimental site.  In particular, the sediment 
transport rates would certainly be dependent on the sand 
characteristics such as grain size and sediment density. 
However, the comparison of theory and experiment show 
that the relative distributions, which would be expected 
to have little dependence on sand characteristics, were 
fairly well predicted.  Quite reasonable predictions were 
obtained for the relative distribution of bed load trans- 
port, both inside and outside the surf zone; although, 
the absolute values were not as well predicted.  Hence, 
the equations could be used as a qualitative predictive 
relationship for engineering application. 
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CHAPTER 56 

LONGSHORE TRANSPORT OF SUSPENDED SEDIMENT 

by 

John C. Fairchild* 

ABSTRACT 

In excess of 800 suspended sediment samples were collected from stations 
along the City Pier, Ventnor, New Jersey and Jennettes Pier, Nags Head, 
North Carolina using a tractor-mounted pump sampler. Most samples were 
collected within the surf zone at the Ventnor site. At the Nags Head site, 
sample collections included the surf zone, but generally extended over a 
wider range of the nearshore zone. Average sampling time was 3 minutes. 
Nozzle elevation varied from 3 inches above the bottom up to a maximum 
about mid-depth, generally not greater than 2.5 feet above bottom. Maximum 
concentrations at Ventnor ranged up to 2.6 ppt by weight and at Nags Head 
were about 4.0 ppt. Median size at Ventnor ranged from 0.12 to 0.15 mm 
and averaged about 0.20 mm in depths of 4 feet and less at Nags Head. 
Results are summarized in a series of scatter plots which relate suspended 
sediment concentration to nozzle height, wave height, water depth and 
sampling distance from an observed wave-breaker-line. Results are compared 
to CERC laboratory data, to two excerpted concentrations from unidirectional 
flow tests and to the CERC TR-4 design curve of longshore wave energy versus 
longshore transport. 

Introduction 

Design criteria for problems involving sediment transport by wave action 
could be greatly improved by development of empirical relationships from field 
measurements covering a wide range of wave conditions.  In the absence of 
adequate data or predictive techniques, the coastal engineer has relied on 
historical compilations of dredging and survey records to obtain longshore 
transport estimates.  Better techniques are needed and therefore, field and 
laboratory studies of sediment transport are needed to gain added knowledge of 
natural beach processes, leading to better predictions of longshore transport 
rates.  This paper reports on some data on suspended loads gathered in both 
ocean and laboratory waves. 

Longshore transport of suspended sediment is one of the two basic modes 
of wave induced sediment transport, the other mode being bedload transport 
whereby the bed sediment is pushed or rolled along the nearshore bottom by 
wave action, and the resulting shear stress in the bottom boundary layer. 
The total amount of suspended material moving along a given shore over a 
given time depends on the complex interactions of several factors, including 
wave conditions, water depth, beach slope, characteristics of the beach 
materials and total range of the tide.  Important among the several inter- 

* Research Hydraulic Engineer, Coastal Engineering Research Center, 
Washington, D. C. 
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actions is the generation of the longshore current during the wave breaking 
process.  This current transports large amounts of bottom materials forced 
into suspension by wave-generated currents and turbulence. 

An early estimate of the longshore transport of suspended sediment was 
made by Watts (1), using pump samplings of suspended sediment from a pier 
at Pacific Beach, California. Updated estimates of the longshore transport 
of suspended sediment may be made from field and laboratory data, including 
suspended sediment concentrations and related wave parameters, now on hand 
at CERC (2).  This data was obtained at two Atlantic coast sites, and in the 
CERC laboratory wave facilities using pump sampling techniques. 

The paragraphs which follow briefly describe the field sampling, compare 
the field results to CERC-laboratory data and to two excerpts of data from 
unidirectional flow tests, and finally, compare computed longshore transport 
rates to the Coastal Engineering Research Center TR-4 design curve of long- 
shore transport versus longshore wave energy flux. 

Field Sampling 

In excess of 800 suspended sediment samples were collected from stations 
along the City Pier, Ventnor, New Jersey and Jennettes Pier, Nags Head, North 
Carolina, using a tractor-mounted pump sampler (3). Figure 1 is a schematic 
illustration of the sampler on a fishing pier. Most samples were obtained 

TANK       p|EB   0ECK 

SAMPLER   INTAKE 
PIPE 

1/2" NOZZLE 

FIGURE 1:   SCHEMATIC   VIEW OF A TRACTOR-MOUNTED 
SUSPENDED   SAND  SAMPLER   ON   A  PIER 
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within the surf zone at Ventnor, N. J. under varying intensities (types and 
proximities) of wave breaking. Nags Head samples were collected in the surf 
zone, but generally extended over a wider and deeper range of the nearshore 
zone.  Figure 2 is a schematic illustration of the areas of interest in the 
sample collections which shows a surf zone, a swash zone and an offshore zone. 
Average samplings of 3 minutes time were made from a height of 3 inches 
above the bottom up to a maximum height at about the mid-depth level. Each 
sample, as initially pumped through a 1/2-inch intake nozzle, was a 40 gallon 
volume of water-sediment mixture which was decanted in the field to a sample- 
size quantity of wet sand. Laboratory analysis and data reduction at CERC 
yielded a suspended sediment concentration and a size distribution for each 
sample.  In the Ventnor data, maximum concentrations were about 2.6 ppt by weight 
(equivalent to 380 grams (.84 lb) of sand in 40 gallons of seawater) and 
minimum concentrations were of the order of .025 ppt (less than 4 grams in 
40 gallons). In the Nags Head data concentrations above 1.0 ppt by weight 
occurred more frequently with two measured values which were above 4 ppt. 
However, there was also a greater percent occurrence of concentrations below 
.01 ppt in the Nags Head data. Median diameter of the suspended sediment 
ranged from .12 to .15 mm for the Ventnor data and averaged 0.20 mm in depths 
of 4 feet or less at Nags Head.  In depths of 8 to 12 feet at Nags Head, median 
diameter of suspended sediment samples averaged about 0.17 mm. 

OFFSHORE ZONE 

"Outer Bar 
(Inner   Bar, Low  Tide ) 

FIGURE 2: SCHEMATIC PROFILE OF A SURF ZONE 
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Discussion of Results from Sample Collections 

Table 1 lists the principal variables considered in this study.  The 
concentration, C , is considered to be a dependent variable determined by 

an unknown function of elevation, depth, wave height, and distance from the 
wave-breaker-line 

Cw= f (EB, d, H, SB). 

The variables Q and 9, are used in the final section of this paper. 

Table 1. DEFINITION OF VARIABLES 

C - suspended sediment concentration (ppt by wgt) 

ER - elevation of suction nozzle (ft above bottom) 

d - water depth at sampling station (ft) 

H - significant wave height (ft) 

S,, - distance from the wave-breaker-line (ft, + is landward) 
i> 

3 
Q - longshore transport rate (100,000 yd /yr 

9, - angle between a wave breaking crest and the shoreline (designated 
ofe in Fig. 13, CERC TR-4) 

The results from the sample collections at Ventnor, N. J. and Nags Head, 
N. C. are summarized in a series of scatter plots which relate suspended 
sediment concentrations, C , in parts per thousand (ppt) by weight to the 

w 
4 independent variables.  Sediment concentration is presented in the several 
figures which follow by sampling stations, and by all stations plotted together 
on general scatter plots.  The sampling station scatter plots show data 
collected at a specific station on the pier usually within a period of 
3 hours or less.  The general scatter plots are representative of all the 
data collected and so may have more significance than data collected at a 
specific station and over periods of - say 2 to 3 hours. 

Figures 3 and 4 are single station scatter plots which show the vertical 
distribution of suspended sediment concentration for two pier stations at 
Ventnor, and two pier stations at Nags Head, respectively. Note that the 
ordinate in each figure represents concentrations of suspended sediment, C 

in ppt by weight and that the abscissa represents sampling nozzle heights, E , 
in feet above the ocean bottom. Two sets of points are plotted in the 
right-side graph in Figure 3, with the open circles representing samplings 
before 1200 hours and the filled circles representing samplings after 1300 
hours.  It was observed during the samplings that there was an abrupt 
increase in the wave activity at about 1300 hours and this graph shows how 
quickly the concentration level responds to the increased wave height, and 
how much flatter the trend is for the higher waves (H » 1.82 ft). 
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Also, note the considerable difference in the steepness of the scatter 
trends in Figure 4 for the Nags Head data. Based on a study of numerous 
plots, it was found that a higher wave or more intense wave activity was 
usually associated with the flatter distribution trends. 

Figure 5 relates concentration of suspended sediment to the distance of 
the sampling station from an observed wave-breaker-line for the Ventnor data. 
The top graph relates suspended sediment concentration to distance from a 
moving wave-breaker-line for a single station during an eight hour period. 
The bottom graph shows the same type of relationship but for shorter periods 
of time on three separate dates.  Based on the author's examination of the 
effect of other factors such as wave height, water depth, nozzle height, 
it is his judgement that the type of wave breaking (surging, plunging or 
spilling) is what caused the particular distribution of the three data 
groups shown in this scatter plot. 

The next three figures, 6, 7 and 8 are more representative of all the 
data collected than the last three figures which gave results for data 
collected at a single station and generally over times of two or three hours. 
The first of these, Figure 6, relates suspended sediment concentration, C , 

in ppt by weight, to distance from the wave-breaker-line, S , for two nozzle 

height ranges above the ocean bottom at Ventnor, N. J.  The next scatter plot, 
Figure 7, shows the relationship of suspended sediment concentration, C to the 

parameter, H/d, wave height over water depth. Note that the left graph in 
Figure 7 shows the results for the Ventnor data and the right-side graph shows 
results for the Nags Head data. Figure 8 concludes this phase of the results 
with an additional graph relating suspended sediment concentration, C , to the 

parameter, H/d, wave height over water depth, for samples collected above 
0.5 feet and less than 1.0 feet above the ocean bottom.  The legend of the left 
side graph for the Ventnor data divides the data into two classes, one class 
for samples collected seaward of the wave-breaker-line, another class for 
samples collected shoreward of the wave-breaker-line. Note that the right- 
side graph for the Nags Head data in Figure 8 appears to have a gap in the 
data scatter appearing just about where the peak occurs in the data scatter 
for the Ventnor data, left graph in the figure. 

The results presented in Figures 5-8 may be explained as follows: As 
the shallow water waves approach breaking, the concentration of suspended 
sediment increases sharply from barely non-breaking waves to fully breaking 
waves with shoreward advance and with increase in H/d (wave height over 
water depth).  Scatter configurations (Note Figures 7 and 8) indicate that 
the suspended sediment concentration peaks near the wave breaker index 
(H/d = 0.78)(4) and that concentrations decrease gradually with the shoreward 
advance of spilling translatory waves and with further increase in H/d. 

The next two figures present all data collected in these field studies.. 
The first of these, Figure 9, relates suspended sediment concentration to H 
(wave height squared). These data show very much scatter.  In noting the scatter 
in this figure, it must be recognized that the plotted concentrations were 
collected at a range of elevations above the ocean bottom - E from 0.25 to 
2.50 feet.  Scatter plots presented earlier have indicated that this elevation 
variable significantly affects the total scatter in the graphs. The scatter 
trend in the top graph in Figure 9 appears to change noticeably near an 
2 

H of 1.5 and trend toward the upper right. 
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In the next all-data scatter plot, Figure 10, C is plotted against 
w 

the parameter, H/E_, wave height over sampling nozzle elevation above the 

ocean bottom. The total scatter in these plots, especially that for the 
Ventnor data on the left, is significantly less than in the last Figure of C 

2 W 

versus H ; the reduced scatter in Figure 10 results largely from the inclusion 
of E_ in the denominator of the abscissa, which accounts for the effect of 

u 
variable nozzle elevation above the bottom.  By overlaying the two sections of 
this figure, it was observed that the Ventnor data has a somewhat steeper slope 
than the Nags Head data.  This may be explained by the fact that the median 
diameter of the Ventnor sand (0.12 - 0.15 mm) is significantly less than that 
of the Nags Head sand (about 0.20 mm), so that the Ventnor sand is more uniformly 
mixed, and being significantly smaller may be sustained in suspension at 
relatively higher elevations by a given energy or turbulence input. 

Particle size effects in relation to wave-induced suspended sediment are 
summarized in Figure 11.  The two scatter plots in this figure relate the 
median particle size and the coarser 5th percentile of the samples to water 
depth and nozzle height above bottom for the Nags Head data.  These scatter 
trends show a very gradual decrease in median particle size with increase in 
water depth, and also with increase in E , nozzle height above bottom.  Scatter 
trends for the Ventnor data were very similar but an actual points plot for the 
Ventnor data was not included due to space limitations.  Instead, as the legend 
in Figure 11 shows, a visual best fit curve from the actual Ventnor data is 
displayed near the bottom of each graph. 

Figure 12 is a composite plot of suspended sediment concentration versus 
wave height squared, as indicated for sampling elevation, E < 1,00 foot above 
the bottom, enabling comparison of the Ventnor, N. J. and Nags Head, N. C. 
results, with other field and laboratory results.  The upper graph shows 
plotted points from two sets of laboratory tests (SPTB and 72 ft wave tank) 
and three sets of CERC large wave tank tests grouped about the plots from 
the two field tests at Ventnor, N. J. and Nags Head, N. C,  This graph gives 
an overview of variations in the concentrations of wave-induced suspended 
sediment in laboratory and in average condition ocean waves - from small tank 
waves with 3 to 6 inch heights up to CERC large-wave tank waves with 7.0 feet 
breaker heights.  The lower graph in Figure 12 is an averaged version of the 
upper one, where each scatter grouping has been averaged as a single point. 
The SPTB data actually comprised three data sets as the lower-graph legend shows. 
In addition, the lower graph includes three added points as follows:  one point 
from data collected at Mission Bay, California and reported by Watts (1); and, 
two points from measurements of suspended sediment in the Missouri River and 
in a laboratory flume.(5) In plotting the unidirectional flow data, the 
flow depth is assumed analogous to the wave breaker height, since breaker 
depth equals breaker height to a first approximation. 

In summary, the various data plotted in Figure 12 show an expectable 
2 

relationship (C increasing with H ).  These results suggest the possibility 

of further application of suspended sediment results from unidirectional 
flow in studies of wave-induced suspended sediment.  The unidirectional flow 
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conditions are very different from those in the surf zone. However, much 
data, and empirical and theoretical development are available from unidirec- 
tional flow studies which will provide useful concepts, relationships and 
ideas to test out in surf zone studies. 

Longshore Transport Rate From Suspended Sediment Data 

Figure 12, discussed in the two paragraphs above indicated the relation- 
ship between representative concentrations of suspended sediment and their 
respective wave height squared (a wave energy parameter). A further and 
interesting use of the CERC field and laboratory data on suspended sediment 
may be made by approximating longshore transport rates for comparison with 
the transport rates indicated by the TR-4 design curve of longshore wave 
energy flux versus longshore transport rate.(6) Computations may be made by 
a formula developed by Galvin and included in his abstract at the 12th 
Conference on Coastal Engineering.(7) This formula is as follows: 

2 
Q = DgcT($H, ) sin 9, , where g is gravity, c is suspended sediment concentration 

in ppt by volume, 6 is a wave breaker index d,/H, , taken as 1.3, H, is wave 

breaker height, 9, is the angle between a wave breaking crest and the shoreline 
3 

and D is a coefficient equal to 11.68 which changes ft /sec into units of 

100,000 yd3/yr. 

Seven values of the longshore transport rate have been computed, using Galvin's 
formula along with their corresponding longshore components of wave energy 

at breaking using the formula, Ea/wave = 1/8 PgH,  (1 - M —~) sin 9, cos 9, IC .  ' 
Lb 

In Figure 13 these seven rates and their corresponding longshore wave energies 
are shown as plotted points for comparison with the TR-4 design curve of 
longshore wave energy flux versus longshore transport rate. 

Wave breaker angles used in the computations were obtained from a nomograph 
of d/Lo versus 0 under the assumption that the deep water angle between wave 
crest and shoreline could be approximated by an average value of 30°. Wave 
breaker angles (9, ) were observed in conjunction with the collection of suspended 
sediment samples at Ventnor, N. J. Values observed ranged from 3 to 10 degrees 
for low height swell waves (1-2 ft) with wave period of 7 seconds or more. 
Breaker angles were not observed in the collection of suspended sediment at 
Nags Head, N. C. Large wave tank values of 9. are necessarily hypothetical, 

since this is a test facility where wave breaker angle (6, ) is actually zero. 

The plotted points of computed longshore transport rates in Figure 13 
compare reasonably well with the suggested design curve.  The dotted line in 
the figure paralleling the TR-4 design curve extends the comparison to include 
recent indications by Inman (8) and Das (9) that the curve should be changed 
to reflect rms values of wave height. The TR-4 (6) design curve (solid line) 
is based on the significant wave height. The author recognizes that significant 
though not unreasonable assumptions have been made to obtain this plot. 
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LONGSHORE TRANSPORT CURVE 
Summary and Conclusions 

This paper has presented a summary of suspended sediment data from two 
Atlantic Coast sites with implications for its use in compiling longshore 
transport design criteria within the context of three main points as follows: 

1. Discussion of the results from the field collections of suspended 
sediment at Ventnor, N. J. and Nags Head, N. C.  These results show large 
variation in the suspended sediment concentration, but that the concentrations 
did depend on elevation above bottom, wave height, and position in the surf zone. 

2. Comparison of these field results with earlier CERC field data (1) from 
Pacific Beach, California, and with CERC laboratory measurements (2) showed a 
trend when suspended sediment concentration was plotted against wave height 
squared. This comparison also included two sets of suspended sediment con- 
centration measurements from unidirectional flow (5) - one in the Missouri 
River and one in a laboratory flume, under the assumption that to a first 
approximation the flow depth is analogous to the wave breaker height. 
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3. Reasonable correlation was found between longshore transport rates, 
computed from representative values of suspended sediment concentration and 
wave conditions, and the TR-4 design curve of wave energy flux vs longshore 
transport rates. 

The data and results presented and discussed appear to support the following 
conclusions: 

1. Field data suggest that 3-minute averages of surf zone concentration 
in waves up to 4 feet high, show significant variation in concentration with 
elevation above the bottom.  The higher the level of wave activity the less 
concentration varies with elevation above bottom, and hence the flatter the 
trend in the distribution curve. 

2. Scatter configurations also suggest that for waves approaching their 
breaking depth, the concentration of suspended sediment rises sharply just 
before the wave breaks, peaking at a wave height-to-water depth ratio of about 
0.78 (theoretical breaker index).  Concentration then drops off more slowly 
shoreward of the initial wave breaking; 

3. Concentrations measured in the field compare realistically with those 
obtained in CERC large and small wave tank tests; 

4. Median size of the suspended sediment samples decreases gradually with 
increase in water depth and with increase in sampling elevation above the ocean 
bottom.  There is some implication that a flatter distribution of sand size with 
nozzle height, as found in the smaller size Ventnor sand, may be indicative of 
higher concentrations for smaller more uniformly mixed sands; 

5. An empirical check on longshore transport rates computed from field and 
laboratory data on suspended sediment compare reasonably well with the TR-4 
suggested design curve. 
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CHAPTER 57 

INSTRUMENT FOR LONG-TERM MEASUREMENT 

OF SUSPENDED MATTER (SILT GAUGE) 

Harald Gohren 

Hans Laucht 

Strom- und Hafenbau 
Hamburg, W. Germany 

ABSTRACT 

With financial support by the German Research Association 

(Deutsche Forschungsgemeinschaft) an instrument for auto- 

matic long-term measurement of suspended matter has been 

developed by the authors. It works on a settling method. 

A sample of 20 1 of water is pumped into a conical sett- 

ling bottle every hour. The suspended sediments settling 

in a measuring tube at the bottom of the bottle are re- 

corded by a camera. The device called "Silt Gauge" is 

intended for long-term measurements in shallow coastal 
water. 

INTRODUCTION 

In estuaries as well as in the surf zone in front of sandy 

coasts the transport of material in form of "suspended 

load" is of great importance. Various instruments and 

methods to determine the concentration of suspended matter 

in water have been developed. Most of them are based on 

the analysis of weight or volume of the suspended sediment 

in a water sample, using filters, centrifuges or special 

settling receptacles. The samples are taken by pumping 

systems or bottle traps which have been constructed in 

1089 
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Fig.   2 
SILT GAUGE 

Fig. 3 
SECTION OF A RECORD (orig. 8 mm film) 
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numerous variations. They all require manual handling and 

hence are not suitable for automatic long-term measure- 

ments. Another indirect method applies the effect that 

light is absorbed or scattered by the suspended particles. 

This principle provides a good basis for the construction 

of an automatic instrument, but unfortunately the absorb- 

tion or scattering of light mainly depends on the grain 

diameter and not on the weight or volume. Another problem 

is the fouling of the optical windows which must be sub- 

merged into the liquid. 

DESIGN AND CONSTRUCTION OF THE SILT GAUGE 

The development of the Silt Gauge was started in 1967 

after establishing the following principle: In regular 

time intervals 20 1 of water are pumped into a sett- 

ling bottle of 1 m height. The bottle is of conic shape, 

ending in a narrow measuring tube of 25 mm diameter. The 

slope of the bottle sides is designed that way that 

falling particles will slide off and settle in the tube. 

The settling bottle is manufactured from glass in order 

to have the walls as smooth as possible and to avoid any 

corrosion. After one hour settling time (which may be 

varied) the deposition is recorded by a camera. Then se- 

diment and water are released through a magnetically 

operated lock (fig. 1 and 2). This cycle is reiterated 

hourly, controlled by an electronic unit. The recording 

set consists of a simple 8 mm camera and a magnetic 

trigger. The film capacity is sufficient for a two 

month's measuring time. The camera takes a picture of 

the measuring tube, a scale and a clockface, giving 

accurate time control. A special test lamp indicates 

whether the settling bottle is filled in the moment the 

foto is taken and provides a function check. Fig. 3 

shows a section of a record. 
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The Silt Gauge has been developed for investigations in 

the tidal flats of the southern North Sea coast. The 

complete instrument, installed in a steel box (dimensions 

20 x 20 x 80 in.)> is based on a threepod platform which 
easily can be set up by a vessel (fig. 4 to 6). A wind- 

mill generator in combination with a set of storage bat- 

teries provides an independent power supply. The submer- 

ged pump, fitted with an intake nozzle of 11 in. length 

and 0.6 in. diameter, is fastened at one of the platform 

legs (fig. 7). A special float switch is mounted on the 

pump, stopping it if the water level sinks below the 

switch. 

CALIBRATION 

Due to the "settling principle" the Silt Gauge can only 

measure the amount of suspended particles which sink down 

with a velocity = 1 m per hour. Very fine stuff having a 

lower settling velocity is not recorded. The settling ve- 

locity mainly depends on grain size, specific weight and 

density of the liquid. This measuring principle may be a 
drawback in particular cases. But generally it seems to 

be advantageous since in all processes of coastal erosion 

and sedimentation only that part of suspended load is of 

importance that is able to sink down in calm water within 

a limited space of time. With regard to the dimension of 

the settling bottle and the "Stokes law" a theoretical 

deposition curve can be evaluated (fig. 8) indicating 

that a grain size of about 0.02 mm diameter confines the 

measuring range. However it is obvious that this theore- 

tical boundary does not exist under natural conditions. 

Due to some complicate electrolytic, chemical and even 

biological effects fine suspended particles tend to ge- 

nerate flakes, these having a higher settling velocity 

in calm water than the single grains. 

From a series of analyses using water samples taken in 

the tidal flat the deposition curve in fig. 9 has been 
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evaluated. An average rate of 70%  of the suspended load 
can be expected to settle in the measuring tube during 

one hour. 

EXPERIENCE 

After having completed the device in 1968, a thorough 

test programme was performed which lead to several tech- 

nical improvements. Particular difficulties were caused 

by the submerged pump (Type Benthos, 24 V D.C.). The pump, 

announced as "deep sea pump", was found to be not water- 

proof. After protracted trials in connection with the ma- 

nufacturer to improve this type, which was most suitable 

because of its voltage and capacity, it was necessary to 

take another type of a submerged pump, operating with 

220 V A.C. and thus requiring additional electric units. 

After having accomplished all improvements, the device is 

operating with great reliability. It has been working on 

several stations in the tidal flats of the Elbe Estuary. 

The particular aim of these measurements is an investi- 

gation of the influence of waves and drift currents on 

suspended load in a tidal flat. As vessels cannot opera- 

te in the shoals at stormy weather, the employment of an 

automatic instrument is the only method to advance in 

that programme. 

Fig. 10 shows the Silt Gauge in the tidal flat at high 

water. Records of currents and waves are taken simul- 

taneously by a wave gauge and a current meter, both in- 

struments likewise equipped for automatic long-term 

measurements. 

Fig. 11 shows a section of a measurement carried out with 

the Silt Gauge. The increase of suspended load with in- 

creasing wind velocity gives an impression of the predo- 

minant wind influence on litoral transport in the shoals. 

It is intended to continue investigations of this kind 

over several years in order to abtain sufficient data 
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for a statistical evaluation of relationships between 

suspended load, currents, waves, water temperature and 

other parameters and in this way to enable trusty com- 

putations of suspended transport and its dependence on 

tide and weather variations. 
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CHAPTER 58 

MEASUREMENT OF SEDIMENT SUSPENSION 

IN COMBINATIONS OF WAVES AND CURRENTS 

x) xx) J. Kirkegaard Jensen  and Torben S0rensen 

ABSTRACT 

The paper describes a procedure for obtaining field 

data on the mean concentration of sediments in combination 

of waves and currents outside the breaker zone, as well as 

some results of such measurements. It is assumed that the 

current turbulence alone is responsible for the mainte- 

nance of the concentration profile above a thin layer 

close to the bottom, in which pick-up of sediments due to 

wave agitation takes place. This assumption gives a good 

agreement between field data and calculated concentration 

profiles. 

1. INTRODUCTION 

An extensive investigation programme was carried out 

in 1971 to predict the sedimentation in a proposed dredged 

entrance channel to the Port of Karachi. During the summer 

the area is exposed to monsoon waves and to tidal currents. 

The programme involved both field and laboratory 

measurements of concentrations of suspended sediment, and 

the results were interpreted on the basis of simultaneous 

recordings of waves and currents. This paper deals with 

the determination of concentration profiles in the region 

outside the breaker zone. 

x)  Research Engineer, Danish Hydraulic Institute, 

Copenhagen, Denmark 

xx) Director, Danish Hydraulic Institute, Copenhagen, 

Denmark 
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NOTATION 

c  - Concentration 

c - Concentration at a reference level 

D  - Water depth 

u - Maximum orbital velocity of wave movement 

at the bottom 

Uf - Friction velocity 

w - Settling velocity of suspended grains 

y - Vertical coordinate 

z  - W/K'U, 
f 

is 

K  - v. Karman's constant 

e  - Diffusion coefficient for suspended sediment 

3. THEORETICAL CONSIDERATIONS 

In a turbulent flow, the concentrations of suspended 

sediments are determined by an equilibrium between settling 

of sediments, due to gravity, and diffusion of sediment 

grains towards levels with lower concentrations. This 

mechanism may be described by the equation: 

c • w = -cs |£ (1) 

In a fully turbulent two-dimensional steady and uniform 

flow, this equation may be integrated to yield 

c = cr (?-fX-)Z (2) 

in which 

w 
z = 

Uf 

if e is assumed to be equal to the eddy viscosity of the 

flow. The concentration c at a reference level has to be 

determined by measurements. 

In pure sinusoidal waves, sediment suspension occurs 

only within a thin turbulent layer near the bottom. It is 

known from several investigations that the thickness of the 

wave boundary layer is of the order of magnitude of a few 
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centimetres. However, suspended sediments have been found 

above this layer in a number of tests. The suspension 

mechanism under such circumstances cannot yet be described 

mathematically, which means that in neither of the cases, 

pure wave motion and wave motion combined with currents, 

can equation (1) be integrated in this region. 

For the present purposes, it is assumed that the 

wave motion provides a boundary condition, from which a 

c  in equation (2) may be found. This boundary condition 

is assumed to be related only to the wave conditions 

whereas the profile above the level of this c  is calcu- 

lated by equation (2), and is thus assumed not to be in- 

fluenced by the presence of waves. 

4.  FIELD MEASUREMENTS 

4.1 Hydrographic Conditions 

Measurements of concentration profiles were carried 

out at 11 m water depth off Karachi during the southwest 

monsoon season of 1971. During this season the coast is 

constantly exposed to high waves. Wave measurements per- 

formed with a Waverider system simultaneously with the 

water sampling showed significant heights of 1.4-2.7 m, 

and zero-crossing periods of 7-9 s. The currents generated 

by the predominantly semidiurnal tide of maximum range 

3.5 m reached a maximum velocity of 0.5 m/s at the sampling 

position. 

The bottom sediments are silt and fine sand with a 

median diameter of 0.08 mm. 

4.2 Measuring Technique 

The main problem of these measurements was to estab- 

lish a fixed location of the sampling levels relative to 

the bottom. This is very critical, especially when sampling 

from levels close to the bottom, because the concentration 
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gradient is very large. 

Fig. 1 - Sampling system 

The sampling system was constructed as a tripod 

frame of steel bars, figure 1, which was lowered to the 

bottom from a vessel anchored at the sampling position. 

The frame was supported on feet shaped as part of a sphere 

to reduce scouring around the feet. Four suction hoses 

were attached to intake nozzles mounted on this frame and 

a fifth hose was lowered with a sinker for sampling at 

mid depth. 

Every 45 minutes, two 1 litre samples from each of 

the five levels, were pumped on board the vessel, each 

sample representing an average over 30 s. The sediment 

concentrations of these routine samples were determined by 

filtration. In addition to this 20 1 samples were taken 

for determination of the settling velocity distribution by 

the hydrometer method. 

In order to investigate the relationship between wave 

conditions and the concentrations near the bottom, sampl- 

ings were carried out during eight periods, each of them 

covering one half tidal cycle. 
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4.3 Results 

Figure 2 presents the results of measurements during 

one flood tide. The results did not show any systematic 

variation of the concentrations arising from the variation 

of the tidal current velocity. Therefore, the measurements 

are correlated with the average characteristics of the 

tidal current over the flood tide. The calculated mean 

profile is based on the settling velocity distribution as 

determined in the boundary layer 0.05 m above the bottom, 

and the average concentration of the 12 samples from the 

0.3 m level. The friction velocity in equation (2), could 

not be determined by the current measurements performed. 

Hence, an approximate value of 0.05 times the average 

velocity over depth was used. 

• PROTOTYPE     MEASUREMENTS 
I0.08i971 u'satfm'fs* 

 LABORATORY    MEASUREMENTS 
TEST  NO. 2.2-2 u'=0.17m'/s' 

        CALCULATED   MEAN   PROFILE 

AVERAGE   DEPTH,       0 = 11.3m 

7-7-7- 

\ 
X 

Ar 
-ua 
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-2   • 

1 
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Fig. 2 - Sediment concentration profiles 
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1    / 
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 —;** 
:C- 

-5J ~i -J 
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SETTLING VELOCITY 

Pig. 3 - Settling velocity distributions 

The agreement between the calculated profile, shown 

by a solid curve in figure 2, and the averages of measured 

sediment concentration is demonstrated by the following 

table: 

Height Concentrations 
above bottom measured calculated 

5.5  m 0.122   g/1 0.12  g/1 
2.4  m 0.154   g/1 0.15  g/1 
0.9  m 0.238   g/1 0.20  g/1 
0.3 m 0.265  g/1 0.265g/l 
0.1 m 0.282  g/1 0.40  g/1 

Except for the level closest to the bottom, the 

agreement appears to be very good. Close to the bottom, 

however, the measurements show considerably higher sedi- 

ment concentration than the calculated profile. 

The most likely explanation of this discrepancy is 

that the frame does not fulfil  the requirement of being a 

fixed reference system, but sinks a little into the bed, 

so that the lowermost nozzle is, in fact nearer to the 
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bottom than assumed. This explanation is supported by the 

fact that in many cases the concentration close to the bed 

increased with time after placing the frame on the bed. 

Another explanation could be the existence of bed undula- 

tions of a size comparable to the size of the frame. 

Sometimes during the samplings very sudden, bursts 

of exceptionally high concentration were observed. This 

could be the effect of eddies separated from the bottom, 

either associated with the orbital movements or with 

scouring around the feet of the frame. 

5. LABORATORY MEASUREMENTS 

In nature it appears to be very difficult to obtain 

sufficiently accurate results close to the sea bed, as 

appears from the concentrations obtained at the 0.1 m 

level. Therefore, supplementary tests were carried out in 

the Institute's oscillating water tunnel. In this device 

orbital motions of the water particles near the bed, as 

generated by regular waves can be reproduced to the scale 

1:1. 

A number of tests at various periods and amplitudes 

were performed on bottom material recovered from the site. 

A concentration profile obtained in the water tunnel at 

conditions similar to the prototype condition is presented 

in figure 2. 

Figure 3 shows settling velocity distributions of 

suspended sediment samples taken close to the bottom as 

determined from samples taken in the laboratory as well as 

the field. 

For comparison of conditions in the oscillating 

water tunnel and in the nature it has been assumed that 

the height of regular waves creating the orbital motion 

simulated in the water tunnel corresponds to the RMS wave 

height of the prototype wave train. 

In figure 2 the wave conditions are represented by 
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the parameter u3, as the data both from the prototype and 

from laboratory measurements suggested a proportionality 

between the concentration near the bed and u3. The validity 

of this relationship could, however, not be satisfactorily 

confirmed on the basis of the present measurements. 

6. CONCLUSIONS 

The following conclusions may be drawn from the work 

described in this paper: 

1. The field measuring procedure used is satisfactory 

at levels not too close to the bottom (from 0.3 m 

and upwards). However, improvements are required in 

order to obtain reliable field data closer to the 

bottom than 0.3m. The procedure described appears 

to be satisfactory in principle, when the transported 

sediments are predominantly silt and finer grains. 

2. in a combination of waves and currents the concen- 

tration profile may be divided in an upper part 

where the characteristics of the current determine 

the profile, and a boundary layer, in which the wave 

motion determines the rate of pick-up of sediments 

from the bottom. The boundary layer in this respect 

is not well defined, and further investigations in 

this region are urgently required. 
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CHAPTER 59 

SEDIMENT BUDGET OF THE LOWER FRASER RIVER 

By Nick Tywoniuk* 

ABSTRACT 

The Lower Fraser River, being continually developed for better 
navigation and larger port- facilities, is an area of active sedimentation. 
The dynamic processes influenced by river discharge, tides and winds are 
probably the most important factors in the transport and deposition of 
sediments in the estuary. The main part of the Fraser Estuary is vertically 
homogeneous (non-stratified) and the sediments are transported progressively 
seaward and are accumulated near the limit of net landward flow.  The 
lower estuary is stratified and coarse sediments are trapped near the toe 
of the salt wedge while the fine sediments are carried seaward with the 
outflowing river water. 

The hydrometric and sediment survey of the lower Fraser River are 
described.  Survey results are used in determining the sediment balance of 
the river reach.  In the budget analysis, the river and estuary are divided 
into four consecutive reaches, the sediment discharges are subdivided to 
represent about 10 particle size ranges and the balance is then determined 
for each reach and particle size range. 

Conclusions are drawn with respect to the sediment transport and 
depositional characteristics, annual variations, and the agreement between 
the sediment entering the estuary and the sediment dredged. 

Studies Engineer, Water Survey of Canada, Inland Waters Branch, 
Department of the Environment, Ottawa, Canada. 
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INTRODUCTION 

A comprehensive hydrometric and sediment survey was started on the 
Lower Fraser River by the Water Survey of Canada in 1965.  Flow and sediment 
data were required in the assessment of problems related to the maintenance 
and improvement of the navigation channel of the Lower Fraser River. Proper 
economic and engineering design for increased depths and widths, whether by 
dredging, training works or combinations of these two, required reliable and 
accurate data. Decisions related to extension of the deep sea channel to 
Mission City and of improvements to the navigation channel for barge traffic 
between Mission City and Hope awaited more reliable hydraulic and geomor- 
phologic data in the Lower Fraser River reaches. 

Navigation was only one of several problems associated with the 
Fraser River which would benefit from a comprehensive hydrometric and sediment 
survey. The data obtained would be essential in design of projects related 
to bank stabilization, protection dykes, land reclamation, harbour and mooring 
facilities, flood control and fisheries. The availability of these type of 
data for possible litigation during construction and operation of hydraulic 
projects should not be overlooked. 

The analysis of data included the computation of a sediment budget. 
In this analysis, the sediment balance was determined for four consecutive 
parts of the lower river reach or estuary. The sediment discharges were 
subdivided to be representative of several particle size ranges and the balance 
was then determined for each part and each particle size range. 

A general description of the hydrometric and sediment survey, the 
details of the budget analysis and some of the results are described and 
illustrated in this paper. 

RIVER HYDRAULTCS 

The Fraser River with its tributaries drain 90,000 square miles of 
central and northern British Columbia into the Pacific Ocean near Vancouver. 
At the Fraser River at Hope, approximately 100 miles upstream from the mouth, 
the mean discharge is 94,600 cfs; the average annual runoff is in the order 
of 68,500,000 acre-feet. The Lower Fraser River, the reach between Hope 
and the Strait of Georgia, is illustrated in Figure 1. 

The station, Fraser River at Hope, has been operational since 
March 1912, and has served as a useful base station in the prediction and 
calculation of flows below this point. The daily discharge at this station 
has varied from a low of 12,000 cfs on January 8, 1916 to a high of 536,000 cfs 
on May 31, 1948. The tributary inflow between Hope and Port Mann is about 
30 percent of the total flow at Hope. 

The suspended sediment discharge at the Fraser River at Hope is 
20.6 million tons per year Caverage of 1966 to 1970 inclusive) and has varied 
from a daily low of 119 tons per day on January 16, 1967, to a daily high of 
911,000 tons per day on May 11, 1966. 
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To further illustrate the river hydraulics, a flow duration curve 
obtained using daily flows for the Fraser River at Hope for the period 
October 1, 1946 to September 30, 1966, is shown in Figure 2.  A frequency 
curve is shown in Figure 3 for this same station.  The frequency curve was 
developed by the method of maximum likelihood (Chow, 1964) and is in terms 
of natural flows; that is, the flows have been adjusted to compensate for 
the effect of upstream river regulation. 

Between Hope and the mouth, the natural channel has an average 
width of 2,000 feet, which expands to more than 3 miles in some areas.  In 
this reach, Hope to the Strait of Georgia, the river falls approximately 
125 feet of which the first 100 feet occur within the first 43 miles.   In 
this eastern reach of the Lower Fraser River, particularly just east of the 
Sumas River, the spring freshets deposit coarse gravel material in the form 
of gravel bars.  West from the mouth of the Sumas River the river slope is 
smaller and sands are deposited. 

A large portion of the Lower Fraser River reach is affected by tides. 
During low flow the upstream limit of tidal effect is Chilliwack Mountain, 
approximately 15 miles east of Mission City.  The high flow limit falls 
between Mission City and Whonock.  This tidal effect within the survey reach 
has made the survey extremely complex.  Deviation from standard methods of 
hydrometric and sediment measurement and computation were required in the 
determination of unsteady flows and the resulting sediment movement.  A 
comparatively large amount of data were required to determine the pattern of 
sediment movement and to obtain a suitable understanding of unsteady flow 
in tidal portions of the study reach. 

The complexity of the river hydraulics downstream from Port Mann 
is further increased by river branching. The approximate branching and flow 
distributions are illustrated by Figure 4 (Keane, 1957). 

HYDROMETRIC AND SEDIMENT SURVEY 

Some hydrometric data for the Lower Fraser River date back to 
1876.  However, it is only during the last 15 or 20 years in which a 
comprehensive hydrometric program in this area has been made operational. 
(Water Survey of Canada, 1970). 

Much of the data that are collected in the lower tidal reaches 
are in the form of water surface elevations rather than discharge data 
normally required by the design engineer.  Measurement and computation of 
tidal flow is relatively complex.  Daily water level fluctuations which 
can exceed ten feet, variations and reversals in river flows, and the 
relatively large river depths, widths and velocities have produced a need 
for deviation from standard hydrometric techniques and have resulted, in 
development of more sophisticated methods in the study of hydrometry of 
this river reach. 

Discussion of the hydrometric survey of the Lower Fraser River 
cannot be entirely separated from the sediment survey since some of the recent 
developments in hydrometry have resulted from the needs of the sediment 
survey.  The main sediment survey stations which required as a basis a 
complete hydrometric program were as follows: the four Fraser River stations 
located at Hope, Agassiz, Mission City and Port Mann; and the five tributary 
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stations Pitt River near Port Coquitlam, Stave River at Stave Falls, Chilliwack 
River at Vedder Crossing, Harrison River near Harrison Hot Springs and 
Silverhope Creek near Hope.  This network of stations is illustrated in 
Figure 1. Continuous daily sediment and flow data have been obtained by the 
Water Survey of Canada at these stations since 1965. 

The sediment data are of two types: suspended sediment and bed 
load.  Bed load is the sediment that moves in essentially continuous contact 
with the bed of the stream whereas suspended sediment is the sediment 
supported by the flow.  Bed load data were collected at only three stations 
of the main channel of the Fraser River; at Port Mann, Mission City and Agassiz. 

Complementary to the sediment survey, records of public and private 
dredging have been kept by several agencies.  These dredging data were used 
in the sediment budget analysis as these were the only quantitative data for 
the river downstream from Port Mann. 

ANALYSIS DETAILS AND RESULTS 

A number of simplifications or assumptions were made to facilitate 
the analysis.  These were as follows:  suspended sediment and bed load inflow 
from the tributaries could be ignored;  the density of the material dredged 
was 90 pounds per cubic foot;  the provisional data, some of which were used 
in these analysis were accurate; and the dissolved solids component was 
negligible.  These assumptions could be readily justified, for example: 
suspended sediment inflow from four main tributaries is in the order of one 
percent of the suspended sediment discharge of the Fraser River at Hope; 
densities of deposited sands vary from 10 to 120 pounds per cubic foot 
(Inter-Agency Committee on Water Resources, 1963) and so on. 

The budget is based on daily flow, suspended sediment and bed load 
data.  The sediment discharge at a station is represented by: 

n 
QS(QB,QSB) = "!£_  QS(QB,QSB). (1) 

i = l 

Continuity within a reach is represented by: 

QS(QB,QSB)x. = QS(QB,QSB)y. - SSxy. (2) 

Also of interest is a comparison of sediment measured at Port Mann with the 
material dredged downstream: 

QSB. - DSB. = OSB. (3) 
ill 

In these equations, QS, QB and QSB are suspended sediment, bed load, 
and total load respectively.  DSB and OSB are respectively the total load 
dredged and outflowing total load, that is, total load transported past the 
area of dredging.  The particle size ranges are represented by subscript i, 
number of particle size ranges by n, upstream and downstream stations of a 
reach by x and y, and storage or deposition within a reach by SS, SB and SSB 
for suspended sediment, bed load and total load respectively. 
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The particle size distributions  for both the suspended sediment and 
the bed load were determined for each day for the Fraser River stations  from 
available data.       The seasonal variations were found to be quite significant. 
These  are  illustrated in Tables   1  and 2,   showing the particle size  distributions 
for January  10  and June  10,   1969  for suspended sediment  and bed material 
respectively.     (The flow at Hope on January  10 was  42,000  cfs  and on June  10, 
274,000  cfs). 

With the daily particle size distributions,   and daily flow and 
sediment discharges,  it was  possible to perform the budget analyses  on a 
daily basis using equations   1 and 2.       Thus,   the suspended sediment transported 
by the river was  computed for the four Fraser River stations on a daily basis 
for the particle size ranges  0.000  - 0.062,   0.062  - 0.125,  0.125  -  0.500,  and 
0.500  -   1.000 mm.       Bed  load transported was  also computed on a daily basis 
for these particle size ranges  and also, where applicable,  for the ranges 
1.000 -  2.000,   2.000  -  4.000,  4.000  -  8.000,   8.000  -   19.10,   19.10  -  38.10, 
38.10  -  76.20  and 76.20  -   152.4 mm.       Bed load data were not  available for the 
Fraser River at Hope. 

The  daily details  are too numerous  for illustrating in this paper. 
Furthermore,  these  are more meaningful on an annual basis  and are thus 
represented for each main channel station in Tables 3,  4 and 5.      These tables 
show,  respectively,  the annual suspended sediment, bed  load and total  load 
discharges  for the four main channel stations  for the years  of available data. 
Partial year data are not shown. 

The total  load budgets,   as  determined by equation 2,   are illustrated 
in Figures  5  and 6  for the Agassiz to Mission City and Mission City to Port 
Mann reaches  respectively.       Similar budgets  could be prepared for suspended 
sediment and bed  load discharges  from data shown in Tables   3,   4 and 5. 

Finally,   annual  data were used in equation  3  for comparing the total 
sediment discharge at Port Mann with the material dredged downstream from this 
location.       It  is  convenient to illustrate these results  in terms  of percent 
of material dredged of the total sediment discharge  at Port Mann.       The 
percentages  for the various particle size ranges  are shown in Figure  7. 

CONCLUSIONS 

A number of observations with respect to the sediment balance in 
the Lower Fraser River can be made. 

Gravels  and boulders  are transported by the river during very high 
flow only and are deposited at  about the  tidal  limit between Agassiz  and 
Mission City.       Within the tidally influenced reach,   a natural  sorting of 
grain sizes  occurs,  the coarser particles being deposited in the upstream 
reaches.       In the most active dredging reach, between Port Mann and Steveston, 
which  is  also within the reach  of salt water intrusion,  the sorting appears 
to terminate resulting in a river bed composed of relatively uniform grain 
sizes.       The results  shown in Tables   1 to 5  inclusive illustrate this 
phenomenon. 

It  is evident  from Table 2 that  clay and silt sizes   (sizes  finer 
than 0.062 mm)   constitute only a very small fraction of the bed material at 
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the four Fraser River stations and in the main channel downstream from Port 
Mann. For this reason the silt and clay sizes were not subdivided for the 
budget computations hut were instead treated together in the particle size 
range 0,000 to 0.062 mm. The absence of this fraction in the dredging 
region, as far downstream as Steveston indicates that the silts and clays 
are transported into the Strait of Georgia and must be deposited nearer to 
the foot of the delta. 

The comparison of dredged and measured quantities is illustrated 
in Figure 7 and is perhaps relatively more difficult to interpret.  The 
results perhaps indicate that more coarse material is dredged than is trans- 
ported by the river to the dredging region considered. At least part of the 
difference must be the result of the settling out, in the dredging area, of 
some of those sediments which are in suspension at Port Mann. It has been 
observed in other tidal rivers that the upstream tip of a saline wedge is a 
focal point for sediment deposition.  This factor and the fact that it 
is during the peak of the freshets that the bed of the river becomes most 
active in shoaling and scouring, could account for much of the heavy shoaling 
which occurs at Steveston.  There is evidence that the salt water intrusion 
does not extend much further upstream than Steveston during a freshet. 
(Pretious, 1972). Other possible explanations for the measured and dredged 
differences are possible, for example, removal of large quantities of material 
for construction of the international airport and of bridge approaches; re- 
distribution of the bed within the dredging area; undersampling of bed load, 
in the sense that suspended sediments in suspension at one point of measure- 
ment could become bed load at a downstream point; the distribution of total 
sediment load into the various channels of the lower estuary is not known 
and hence the possibility of overdredging of only one channel could not be 
evaluated; all dredged material was assumed to be represented by the average 
particle size distribution of the bed material in the main channel; and other 
factors. In summary, this part of the analysis is inconclusive because of 
insufficient data downstream from Port Mann. 

Finally, one other observation should perhaps be noted:  the sedi- 
ment balance in the two river reaches Agassiz to Mission City and Mission 
City to Port Mann. Figures 5 and 6 illustrate that there is a net degradation 
of the upstream reach and a net aggradation of the downstream reach. In both 
reaches, however, there is an aggradation of coarse sediments. Hence these 
figures further verify the sorting process which is occurring in the Lower 
Fraser River. 
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TABLE 1 

Particle Size Distributions for Suspended Sediment 
for January 10 and June 10, 1969. 

Day 

Percent finer than indicated size ( mm) 

Station 0.062 0 .125  0 .250 0.500 1.000 2.000 

Fraser River at Port Jan. 10 100 100 100 100 100 100 
Mann 

June 10 51.2 71.6 87.1 96.7 100 100 

Fraser River At Mission Jan. 10 100 100 100 100 100 100 
City 

June 10 42.7 58.4 82.3 96.9 100 100 

Fraser River near Jan. 10 89.8 95.0 100 100 100 100 
Agassiz 

June 10 59.6 72.0 88.9 97.6 100 100 

Fraser River at Hope Jan. 10 90.0 95.0 100 100 100 100 

June 10 57.1 74.0 90.4 93.3 100 100 
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TABLE 3 

Fraser- River Suspended Sediment Budget (per Station) 

o.ooo-(a) 0.062- 0.125- 0.250- 0.500- 

Location Year 0.062 0.125 0.250 0.500 1.000 Total 

Hope 1966 14,400(b:) 2,590 2,420 1,270 1,660 21,800 

1967 17,600 3,410 2,370 1,220 1,250 25,900 

1968 18,100 3,050 4,470 1,550 681 27,900 

1969 9,340 1,910 1,920 894 477 14,500 

Agassiz 1967 17,700 4,170 3,530 2,020 536 28,000 

1968 16,100 3,710 2,600 944 258 23,600 

1969 9,580 1,690 1,680 897 252 14,100 

Mission City 1966 14,400 1,900 3,360 1,160 1,110 21,900 

1967 19,300 4,850 3,700 2,810 1,490 32,200 

1968 16,800 3,080 2,760 2,590 613 25,800 

1969 9,360 3,030 2,880 1,560 503 17,300 

Port Mann 1966 14,000 2,730 1,600 960 323 19,600 

1967 15,400 3,800 3,650 1,440 2,420 26,700 

1968 16,100 2,550 2,500 1,080 447 22,700 

1969 8,990 1,760 1,310 669 279 13,000 

(a) figures indicate particle size ranges in millimeters. 

(b) figures represent thousands of tons suspended sediment discharge per year. 
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CHAPTER 60 

EXPERIMENTS ON BED FORM GENERATION BY WAVE ACTION 

by 

G.R. Mogridge1 and J.W. Kamphuis2 

ABSTRACT 

Experiments to determine the length, height and steep- 
ness of bed forms generated by wave action have been con- 
ducted in a laboratory wave flume and an oscillating water 
tunnel.  The effects of a wide range of oscillatory flows 
were examined on polystyrene (specific gravity 1.05, diam- 
eter 1.54 mms), bakelite (specific gravity 1.60, diameter 
0.52 mms), bakelite (specific gravity 1.51, diameter 
0.67 mms) and sand (specific gravity 2.68, diameter 
0.36 mms). 

From the results of the experiments design curves were 
plotted which make it possible to predict the length and 
height of bed form that will develop on any specified 
sediment bed for given conditions of fluid oscillation. 

INTRODUCTION 

Knowledge about the formation of sand waves by wave 
action is limited when compared to what is known about sand 
waves caused by unidirectional flows.  Yet bed forms result- 
ing from wave action are at least as significant as those 
formed by unidirectional flows, since they exert an excep- 
tionally strong influence on the sediment transport.  For 
example, it is found in the laboratory wave flume that 
although sediment transport over a flat bed is in the same 
direction as the waves, i.e. the positive direction, when 
sand waves are present on the bed, the direction of net 
sediment transport may be either positive or negative. 
Therefore, as a first step to further research in sediment 
transport, a state of knowledge on sand waves should be 
reached where it is possible to predict what size sand waves 
form for specified sediment and wave conditions. 

Different methods have been used to obtain data about 
the development of bed forms by the action of waves.  Experi- 
ments have been conducted in laboratory wave flumes by 

1Assistant Research Officer, Hydraulics Laboratory, National 
Research Council, Ottawa, K1A 0R6, Canada, formerly, Queen's 
University at Kingston, Canada. 

2Associate Professor of Civil Engineering, Coastal Engineering 
Research Laboratory, Queen's University at Kingston, Canada. 
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Scott (9), Yalin and Russell (12), Kennedy and Falcon (6), 
Homma and Horikawa (3) and Horikawa and Watanabe (4).  The 
range of bed form size that is obtainable beneath model 
waves is limited, however, and attempts have been made to 
extend this range by the use of prototype scale fluid 
motions.  Thus, Bagnold (1) and Manohar (7) have studied 
bed forms using an oscillatory plate in still water 
Carstens et al (2) studied the bed forms produced by the 
oscillatory flow generated in an oscillating water tunnel. 
Inman (5) actually measured the bed forms occurring in the 
ocean up to depths of 52 m and produced a valuable analysis 
of the data. 

The present study commenced with wave flume experiments 
and was completed by extending the range of fluid amplitude 
and period of oscillation in an oscillating water tunnel.  A 
number of wave flume experiments were repeated in the water 
tunnel to confirm that all experiments belonged to the same 
population. 

DIMENSIONAL ANALYSIS 

If Q is a quantitative property of the phenomenon of 
sand wave formation then it may be described by the follow- 
ing characteristic parameters, 

Q = fQ(p,y,Um,a6,D,ps,g), (1) 

where p is the density and y the dynamic viscosity of the 
fluid; U  is the maximum fluid velocity and ar is the m o 
amplitude or semi-orbital diameter of the fluid motion, 
immediately outside the boundary layer.  D is the median 
diameter and p  is the density of the sediment.  The 

acceleration due to gravity, g, is only necessary to des- 
cribe the submerged weight of the sediment particle, i.e. 
it only appears in the submerged unit weight of the sediment, 
i.e. Y~ = (p  - p) • g.  Therefore, equation 1 may be re- 

written as, 

Q =f£(p,u,Um,a5,D,ps,Ys) (2) 

Dimensional analysis yields, 

U D pU2  p   a, m    m  s   6 
u ' y   D' p ' D ' s "Q   Q 

I 

where u = y/p is the kinematic viscosity of the fluid. 

(3) 
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If the fluid motion is sinusoidal. 

U  = constant m (4) 

where 
to, 

T is the wave period and equation 3 may be simplified 

a6D 

uT 

Pa 

' s 

Because a„ is an important parameter in determining the bed 

form properties such as length and height, the variables as 
expressed in equation 5 are not convenient for design of the 
experimental procedure, since a. occurs in three of the four 

variables.  To simplify the experiments, equation 5 may be 
written as. 

2 Y   T2D 
s 

i 

pa6 

• 
D 

{   S) 
pa2 

l        °   J 
v   T2D 

s 

Y Dd  pD 

po' YsT2   p 
(6) 

As a result of mass transport, the fluid motion is rarely 
sinusoidal.  The mass transport distance, E,,   the net distance 
moved by the fluid in a wave period immediately outside the 
boundary layer, is of minor importance in sand wave formation, 
and is small compared to 2 • a„.  During preliminary tests it 

was found to be difficult to exercise any control over its 
magnitude and therefore, instead of considering %  as a 
separate parameter in equation 1, it was included with the 
fluid amplitude in a parameter called the effective fluid 
orbit length A, which is defined as, 

A = 2 a6+ |€| (7) 

Thus the relationship finally used to describe the phenomenon 
becomes, 

Y D- ' s 

pu' 

pD 

Y I1 

' s 

ps  A 
(8) 
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which will be denoted as, 

where, 

xl 

v   D3 

_    s ;       x2 

pD 

Y   T2 

X3 = ps/p ;     *4 

_  A 
D 

(9) 

The effect of each of the above dimensionless variables 
on sand wave formation was obtained by organising the experi- 
ments so that the dimensionless bed form properties were 
measured for different values of X..  The values of the re- 

maining dimensionless variables were then altered one at a 
time in order to determine the effect of each individual 
variable on the bed form properties.  X1 was varied by 

changing the temperature of the water, X? was varied by 

altering the oscillation period, X  was varied by using 

different sediments and in the wave flume X4 was varied by 

increasing the wave height or altering the water depth. 

EXPERIMENTAL EQUIPMENT 

Experiments were conducted at the Coastal Engineering 
Research Laboratory of Queen's University at Kingston.  The 
wave flume experiments were performed in a 50 m long, 1 m 
wide and 1.2 m deep wave flume.  Waves were absorbed by a 
porous beach.  Wave reflections varied with the wave height 
and period, but reflection was generally less than 8%.  The 
sediment bed was 6 m long, 1 m wide and 7.5 cm deep. 

Since it is generally recognised (8), (10), that proto- 
type bottom conditions are difficult to model accurately in 
a wave flume, such oscillatory motions were reproduced to 
prototype scale in an oscillating water tunnel.  The tunnel 
has a working section 12 m long, 1 m deep and 0.5 m wide, 
Fig. 4, and is constructed of reinforced concrete.  A 
detailed description of the design and construction of the 
tunnel is given by Riedel (8).  The rear portion consists 
of a large chamber 2 m by 2 m in cross section in which a 
piston moves to oscillate the water.  The piston is connected 
by means of a shaft which extends through the wall of the 
tunnel, to a crank arm which is driven by a 18.7 KW variable 
speed motor.  The amplitude of the oscillation may be varied 
between 2.5 cm and 4 m by adjusting the eccentricity on the 
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crank arm, and the period of oscillation may be varied be- 
tween 2.5 and 14 seconds by varying the speed of the motor. 

For the present study, a false bottom was constructed 
in the tunnel for the purpose of placing a sediment bed 
which was 4 m long and 15 cm deep.  Thus, the effective 
tunnel depth was 85 cm.  Four different sediments were used; 
two crushed bakelite sediments, a sieved and washed natural 
sand and a polystyrene sediment.  Their characteristics are 
given in Table I. 

TABLE I 
Sediment Characteristics 

Specific   Median   Geometric Standard 
Sediment   Gravity  Diameter D    Deviation a 

Bakelite 1.60 0.52 mm 1.33 
Bakelite 1.51 0.67 mm 1.40 
Sand 2.68 0.36 mm 1.39 
Polystyrene 1.05 1.54 mm 1.09 

The geometric standard deviation was determined assuming a 
logarithmic normal distribution of sediment grain sizes. 
Thus, as an example, 6 8.2% of the grain sizes in the distribu- 
tion are within the range D/a  to D • a . 

g      g 
The fluid orbit lengths in the vicinity of the bed forms 

were measured by recording the paths of almost neutrally 
buoyant particles in the fluid on videotape.  A General 
Electric television camera fitted with a 15-150 mm zoom lens 
was used in conjunction with a television monitor and an 
International Video Corporation video-recorder with facility 
for slow motion playback.  By replaying the videotape and 
following the tracer particles on the television monitor, 
accurate measurement of the fluid orbit length could be made. 
Bed form lengths and heights were measured on the glass 
windows. 

EXPERIMENTAL RESULTS 

(a)  Variation of X. = A/D 

Figures 1 and 2 show how, for some typical tests, the 
bed form length and height vary with X. while the values of 

X,, X_ and X are kept constant.  Figure 1 indicates for 

bed form length that at low values of X., the data falls on 

a straight line of slope 1:1.  This means that, 

A = constant • A, 
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and thus, the bed form length is independent of the 'sediment 
grain size and is a function of the fluid orbit length only. 
At high values of X. in Fig. 1, the relationship becomes a 

horizontal straight line, i.e. 

A "= constant • D 

The constant of proportionality is a function of X,. 

The curves in Fig. 2 show that bed form height increases 
to a maximum as X. increases and then begins to decrease to 

the stage where the height is barely measurable. The slope 
of the rising leg of the curve is slightly greater than 1:1 
indicating that for this range of X., the bed form height 

depends largely on the fluid orbit length A, but also is 
slightly dependent on the grain size D.  Thus, the bed form 
is slightly dependent on the shear stress exerted by the 
fluid on the sediment particles. 

Figure 3 shows the effect of X. on bed form steepness 

S, which is defined as bed form height divided by length. 
As X. increases, the steepness increases to a maximum and 

then decreases. 

Previous studies on bed forms resulting from wave action 
have produced results showing variation of A/D and A/D 
with X., very similar to those in Figs. 1 and 2.  Bagnold (1) 

using an oscillatory bed in still water and Carstens et al (2), 
using an oscillating water tunnel, both showed that the bed 
form length becomes dependent only on grain size diameter 
for high values of X..  Bagnold (1), Carstens et al (2) and 

Yalin (12), all give curves for bed form height which reach 
a maximum and then continuously decrease for increasing 
fluid orbit lengths. 

It may be concluded from the results that bed form 
properties such as length, height and steepness are in 
general strongly dependent on the fluid orbit length.  There- 
fore, the experimental results to determine the effects of 
X.. , X_, and X, are all plotted on graphs of dimensionless 

bed form property against X.. 

(b)  Variation of X  = y  D3/pu2 

Two series of tests were conducted in the wave flume 
using sand as the sediment. The first series was in cold 
water at 6°C and the second series was in relatively warm 
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water at 22°C.  The viscosity of the cold water was one and 
a half times the viscosity of the warm water, thus providing 
a range in viscosity similar to that normally found under 
prototype conditions.  For the first series of tests 
X, = 346.6 and for the second series of tests X, = 801.9. 

There was virtually no difference in bed form length, 
height or steepness for different values of X..  Therefore, 

assuming a null hypothesis for differences in X., a significance 

test was applied to the data.  For bed form length and height, 
there was no significant difference at the 5% probability 
level, between the results for the two values of X,.  How- 

ever, for bed form steepness the null hypothesis was rejected 
as the results showed a significant difference for the two 
values of X..  Therefore, although X, may be a significant 

variable, the difference it causes over a practical range is 
so small that it may be considered unimportant. 

(c)  Variation of X, = p /p 

In previous studies it has been assumed by Yalin (12) 
and Carstens et al (2), that the density of the sediment 
particle is important only when associated with the accelera- 
tion due to gravity.  That is, in the dimensional analysis, 
only the parameter Y  = (P  - P) • g was used.  This assump- 

tion is satisfactory for unidirectional flows where accelera- 
tions other than gravitational are negligible, but in 
oscillatory flows, the fluid and therefore the sediment 
particles are subject to almost continuous acceleration or 
deceleration.  As the acceleration due to gravity is not the 
only acceleration involved, the density of the sediment cannot 
be considered to occur only in association with g, and it must 
remain as a separate variable X,. 

Figures 5 and 6 show that bed forms are indeed a function 
of X,.  The lighter material (bakelite, X, = 1.60) produces 

bed forms which are both longer and higher than those produced 
by the denser material (sand, X, = 2.68).  Bed form steepness 

did not appear to be as sensitive to changes in X,.  These 

results obtained from wave flume experiments are at a 
constant value of X_ = 21.9 x 10-6.  The effect of varying 

X, is most important at the high values of X, occurring for 

laboratory waves.  Low values of X_ occurred for experiments 

with large periods of oscillation in both the wave flume and 
the oscillating water tunnel and for these conditions the 
effect of the variable X  was found to be insignificant. 
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To determine why the variable X, affects the results 

as it does, the flow conditions at either end of the ranges 
of X_ and X. were considered.  At low values of X. and high 

values of X„ as occurring mainly in the wave flume, the 

maximum fluid accelerations are high.  Because of these 
high accelerations there is a substantial phase lag between 
the sediment particle velocities and the fluid particle 
velocities, particularly for sediments of high density. 
Therefore, the distance the fluid can transport the sedi- 
ment particles is smaller for the denser sediment, and it 
follows, that bed form lengths and heights will also be 
smaller.  Thus, X, has a strong effect on bed form.  As 

X. increases while X„ decreases, fluid accelerations become 

smaller until at values of X. occurring in the water tunnel, 

the phase lag in velocity for the light and dense particles 
behind the fluid velocity is small in both cases and X, has 
no effect on the properties of the bed forms. 

(d)  Variation of X2 = pD/YgT
2 

Figures 7 and 8 are results of experiments in the 
oscillating water tunnel using polystyrene sediment.  For 
bed form length, Fig. 7, the curves all have an initial 
slope of 1:1 and they appear to stem from a single straight 
line.  In the case of bed form heights in Fig. 8, the rising 
slopes of the curves for each value of X2 all have approxi- 

mately the same steepness and overlap so that a straight line 
envelope may be drawn to the data at a slope of approximately 
1:1.  The curve for X_ = 196.3 x 10~6 is an exception since 

its rising slope is much steeper than for the other X_ curves. 

Tests were also conducted in the oscillating water tunnel 
using sand and bakelite sediments for which much lower values 
of X_ were obtained than for the polystyrene.  The results 

for these tests are given in Figs. 9, 10, 11, 12 along with 
results from wave flume experiments.  For X_ = 21.9 x 10-6 

in Figs. 11 and 12 two sets of results are presented.  One 
was taken in the oscillating water tunnel and the other in 
the wave flume, while all other experimental conditions were 
exactly similar.  The agreement between the two sets of 
results was quite close, giving confidence in the use of the 
two methods for measurement of the same phenomena. 

Although the data in Figs. 7, 9 and 11 falls approxi- 
mately on straight lines, closer examination reveals that 
each group of points for a specific value of X_ actually 

defines a curve or portion of a curve similar to those shown 
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in Figs. 1 and 2.  Each curve for X„ describing bed form 

length is slightly offset to the right from the one at the 
next higher value of X?, so that the data as appearing in 

Figs. 7, 9 and 11 seems to define one straight line at a 
slope slightly less than 1:1. 

The experimental results for the sand and bakelite could 
not be extended to very high values of X. for constant values 

of X_, due to physical limitations of the experimental equip- 
ment . 

The experimental results showing the effect of variation 
of X„ on the bed form steepness, are shown in Figs. 13, and 
14.  The data obtained using polystyrene clearly shows a 
series of curves for different values of X_.  The maximum 

steepness for a particular value of X2, decreases as the 

value of X_ increases.  Thus, for the high values of X_ 

obtained in the wave flume, bed form steepness was approxi- 
mately 0.14.  For the highest value of X? obtained, i.e. 

196.3 x 10-6, using polystyrene in the water tunnel, the 
maximum steepness was 0.115.  In Fig. 14 showing bed form 
steepness in the bakelite experiments, there is more scatter 
in the data, but in some cases the characteristic rising and 
falling curves may be distinguished. 

(e)  Design Curves 

From the experimental data for bed form length and 
height presented, it may be seen that for a specified value 
of X„ there are maximum possible values of length and height. 

These maximum values are plotted against X_ in the Figs. 15 

and 16.  Included are the results of Carstens et al (2) who 
also used an oscillating water tunnel.  They show a reasonable 
agreement with the results of the present experiments. 

Having obtained the two curves for maximum possible bed 
form length and height in Figs. 15 and 16, it is possible to 
plot the design curves for bed form length as in Fig. 17 and 
for bed form height as in Fig. 18. These curves neglect the 
effects of X.. and X.,.  Although neglecting X, at the highest 

values of X  may introduce an error of approximately 15%, 

for X? < 20 x 10"6 the error would be negligible. 

Using Figs. 17 and 18 it is now possible to determine 
the length and height of bed form that will develop on any 
specified sediment bed for given conditions of fluid 
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oscillation amplitude and period. 

CONCLUSIONS 

Experiments have been conducted in both a laboratory 
wave flume and an oscillating water tunnel to determine the 
characteristics of bed forms produced by wave action.  From 
the results of these experiments the following conclusions 
are drawn. 

1. For the variation of bed form length with X., as X. 

increases, bed form length is initially dependent only on 
the fluid orbit length.  At large values of X., the bed 

form becomes directly proportional to the grain size 
diameter.  The constant of proportionality is a function of 
X„.  Bed form height and steepness at first increase with 

increasing X., reach maximum, values and then decrease until 

the bed form disappears. 

2. Tests conducted over the practical range of viscosity 
showed that the difference in bed form caused by X, is so 
small as to be unimportant. 

3. X_ was shown to be an important variable as in the 

present experiments, results for X, = 2.6 8 and X, =1.60 

showed a difference of approximately 15% in bed form length 
and height.  However, X, is an important variable only at 

high values of X., i.e. for X  greater than approximately 
20 x 10-6.      l Z 

4. Graphs have been presented to show the variation of 
bed form length, height and steepness with X_.  At values 

of X_ greater than approximately 200 x 10~6, bed forms do 

not appear on a sediment bed. 

5. Design curves have been drawn by means of which it is 
possible to predict the length and height of bed form that 
will develop on any specified sediment bed for given condi- 
tions of fluid oscillation amplitude and period. 
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CHAPTER 61 

ON THE GEOMETRICALLY SIMILAR REPRODUCTION OF DUNES 

IN A 

TIDAL MODEL WITH MOVABLE BED 

M.S. Yalin * 

ABSTRACT 

A model design method is suggested which is based on the 
principles of the theory of dimensions and which is evaluated by 
experimental relations for the geometric properties of dunes. The 
model is distorted and, in general, non Froudian. The geometrically 
similar model dunes are reduced in vertical model scale. The scale 
of the flow velocity is derived from a generalised friction equation 
which takes into account the influence of both skin friction and form 
drag. The application of the method is illustrated by a numerical 
example. This example indicates that a practicable set of scales is 
obtained if the model bed is formed by a light weight material. 

INTRODUCTION 

When carrying out model tests with drilling structures, buried 

pipelines or any other objects which are in contact with a movable 

bed a major consideration is that the model dunes should be 

geometrically similar to their counterparts in the prototype. Indeed 

the functioning of the structures mentioned depends to a considerable 

extent on how their geometry compares with the geometry of dunes 

around them, so that a reliable prediction of the performance of 

these structures can only be made if the model and prototype dunes are 

geometrically similar. 

At present no systematic information on dunes formed by tidal 

flows is available. On the other hand the measurements carried out 

in the North Sea, Liverpool Bay, Outer Thames and Sandettie 

*  Professor of Hydraulics, 

Coastal  Engineering Research Laboratory, Queen's University at 

Kingston, Canada. 
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(in English Channel) indicate that the dunes produced by tidal 
currents should be very similar in their size and shape to the dunes 

* produced by the equivalent unidirectional flows.  This similarity 
between the tidal and unidirectional dunes is, in fact, not surprising, 
for the formation of dunes by tidal currents takes place mainly in 
those parts of the periodic cycle when the whole body of the fluid 
moves in one direction, that is when the tidal flow becomes virtually 
a unidirectional flow. Considering this (fortunate) similarity 
between the tidal and unidirectional dunes, the present method is 
developed by using the existing information for unidirectional dunes. 

SOME QUANTITATIVE ASPECTS OF RIPPLES AND DUNES ** 

It can be shown that the dimensionless combinations (variables): 

v*D        pv*2        h  *** 
X =    ;  Y = —n-  ;  Z = £ 1) 

V y D D 

are sufficient in order to express any dimensionless property of sand 
waves formed by a unidirectional tranquil (Fr < 1) flow (i.e. of 
ripples and dunes). 

From the analysis of a large number of data it follows that the 
relative length A/h of dunes is a function of two variables : 

£ = MX, Z) (2) 

Furthermore, the same data reveals that for X > z  25 and/or 
2 > ~  5000 the function f (X, Z) reduces into a constant (2TT) : 

£ = ^ (3) 

* The author is grateful to R.C.H. Russell and A.W. Price 
(HRS - Wallingford) for this information. 

** Extensive information on all the aspects summarised in this 
section can be found in Chapter VII of Ref [1]. 

*** See "List of Symbols" at the end of the paper. 
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In natural estuaries, the values of X and Z are almost always 

large enough, as to assume that the length of dunes is given by the 

proportionality (3). 

For the height a of dunes the following expression is valid 

£ = * (f- . X, Z ) (4) 
cr 

where the subscript cr signifies the "critical stage" (initiation of 

sediment transport), while the fundtion $ characterises the dune 

steepness.  Here the most important variable is Y/Y  ; the 

variations in <3> induced by X and Z are comparatively small. 

Accordingly the relation (4) can be replaced by its approximate 

equivalent: 

£ *  * ( y— ) (5) 
cr 

If Z > * 1000, then ripples and dunes exist in the regions 

shown in Fig. 1. When Z decreases from * 1000 to * 200 the 

point X„ moves towards the fixed point X, * 5 , as to reduce the 

interval XpX, to the point X„ = X, ~ 5 , for all Z smaller than 

x  200. Hence, for Z < K 200 the simultaneous occurrence of ripples 

and dunes (in the form of ripples superposed on dunes) becomes 

impossible; the sand waves are either ripples o£ dunes. This is only 

natural, for ripples can be superposed on dunes only if their size 

A = const. D is much smaller than the size A of dunes. Observe, 

however, that 

-r     is proportional to jr = Z 

and thus that A  cannot be "much smaller" than A if Z is not 

sufficiently large. 

It follows that the presence of ripples on model dunes will 

certainly be avoided if the model value of X is selected as to be 

larger than = 25 . (Note that this requirement coincides with one 

of the requirements for the validity of the proportionality (3)). 
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SCALE RELATIONS 

Let A' and A" be the prototype and model values of a 
quantity A , and A. = A"/A' be the scale of A . 

From Eqn (5) it follows that the steepness of model and prototype 
dunes will be approximately the same, i.e. the approximate scale 
relation 

A ~-    1 (6) 
AA 

will be valid if the condition 

AV    =    AVcr (7) 

is fulfilled. 
Consider now the X; Z plane shown in Fig. 2. From the text 

preceding Eqn (3) it follows that if the model and prototype "points" 
M" (X" , Z") and M' (X' , Z1) are both outside the shaded region, 
then 

h   -    \    • 

The present method is an attempt to achieve the similarity of 

dunes, i.e.  the scale relation: 

h   *   h   ~~   \ (8) 

by satisfying (7), and by selecting M" outside the shaded part of 
the X; Z plane (assuming, of course, that the prototype point M' 
is also outside it). 

A certain prototype corresponds to a certain set of the values of 
the variables X, Y, Z and Y  . Knowing the prototype values 
X', Y', V    and Y' , one determines the model values X", Y", Z" 
and Y"  from the relations: cr 

x" = xxr   ;   Y" = xYv   ;   z" = xzr   -,   rr = yrr (9) 
where ? 

X    An X X 

h= ^r1       *Y = x  /  A h - x- (10) 
X yi Y       Ax A       AD /      AD 
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In the relations above, X  and Xv are horizontal and vertical 

model scales respectively. These relations follow directly from the 

set (1) by substituting 

xg = xp = xv = 1 (11) 

(model operating with water) and 

X^ = XhXs       ;       Xh = Xy       ;    Xs = XyAx (12) 

The following procedure can be suggested for determining the 

model scales. 

(i) Choose vertical scale and the model bed material 

(i.e. choose X , X  and X~ ); 
y  Ys 

(ii) Knowing X  and XQ , determine X_ and thus 

Z" = Xj.V   ; 

(iii) Knowing Y" = X  Y'  and D" = XnD' , determine Y" s   Yq s D cr 

(from the Shields curve); 

(iv) Knowing Y' , Y^. and Y^, determine Xy = Y^/Y^ and Y" = XyY1; 

(v) Knowing Xy , determine X  (from second eqn of (10)); 

(vi) Knowing X , X , and XQ , determine X» (first eqn of 

(10)) and the distortion X /X = n; 

(vii) Check whether the position of the point M"(X" , Z") on the 

X; Z plane and the value of n are acceptable. If not 

repeat the procedure for another set of values of 

X , X   and Xn . 
y YS    o 

Nothing has been said so far on how the flow velocity scale X 

must be determined, and it is intended now to consider this relevant 

aspect of the model design. 
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GENERALISED FRICTION FORMULA:VELOCITY SCALE 

Let S. and S. be the pure friction and form drag components 

of the total slope (free surface slope) S 

S = Sk+SA (16) 

Suppose the granular material is (almost) uniform. In this case, the 

"skin roughne 

expressed as 

"skin roughness" k * D and the pure friction slope S, can be 

Fr Fr 

r?lf1<AF>]2 [ 1 ln(AZ)]2 
k 

(17) 

while the form drag slope S. can be given by 

. Fr 

Hence: 
S_ 
Fr 

A 

1 I 
2 • Ah 

1 

[^•ln(AZ)]2 

') 

1A_ 
2 Ah 

(18) 

(19) 

Observe, that since Fr = v /gh the eqn (19) can be written in 

the Chezy form 

v = c\/gSh (20) 

where the generalised dimensionless Chezy coefficient c reflects the 

influence of the skin roughness (k •« D) as well as of the sand waves 

(A,A) as follows: 

c = 
u [lln(AZ)] 

_ + 1£ 
2   2 Ah 

-1/2 
(21) 

(Note, that if the sand waves are not present (flat bed: A = 0) then 

the expression above reduces into the familiar form c = (l/i<).ln(AZ)). 

* See e.g. Ref [2] and observe that S^/Fr implies [VAJ^/V]^ . The 
comment on the values of A is in the last footnote of the text. 

Refs [3] , [4] , [5] . 
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The Eqn  (19) gives for the scales 

and thus 

[£ln(AZ")]      +£ 1     A „2 

A"h" 

^ [^ln(AZ')]"2
+l   $*r 

*Fr 

where 

1n b 2   -1      -1 
[1+lW)]     +ti'^lh   h      ) 

1 + M' 

1 A__ 
2 A'h' ln(AZ' 

(22) 

(23) 

Since A = A /A = n and since the dunes are geometrically similar, 

i-e- 2 -1  -1 

the Eqn (22) can be written as 

In A, 

vFr 

-2 

t1+wyj   +N' 
1  + N' (24) 

which gives immediately 

with A    = 5VA 
v     sv  y 

In A, 
1 + ln(AZ' 

n(l + 

-1/2 

(25) 

If the scales involved in the procedure explained at the end 

of the preceding section are determined, then A  and all of the 

terms that appear in the expression of the multiplier £ are known, 

and the value of the scale A  can be computed from (25). 

Note, that the multiplier C reflects the deviation from a 

"Froudian model". Indeed the model becomes Froudian (A =v A ) only 

Note that Eqns (19) and (22) are the generalised versions of the 
expressions given in Ref [6]. 
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if 5=1, i.e. only if n, Xj, V    and N1 are interrelated as 

follows: 
In X 

n  -   n+W[)] 

-2 

(26) 

Usually it is very difficult to select such    A,    and    n   which can 

satisfy the condition (26) and which can, at the same time, be regarded 

as "reasonable"  (Z1  and N1  being determined by the prototype).    In 

such cases it may be wiser to relax the condition (26) and thus to 

allow a deviation from a Froudian model   (especially if the phenomenon 

forming the subject of model  tests is related to the vicinity of the 

bed rather than to that of the free surface).  * 

NUMERICAL EXAMPLE 

Consider the prototype specified by the following 

characteristics: ** 

h'  = 27 m ( » 90 ft) 

D'  = 0.2 mm 
L'  = 70° km   U - 10"5 

H'  = 7 m 

Y;/Y'  = 1-65 

(27) 

(v = 10"6 m2/S, g = 9.81 m/S2) 

Using Eqns  (1) and the Shields'  curve one determines for this 

prototype the following values of the dimensionless variables 

X'  = 10.3      ;      Y1  = 0.82      ;      V  = 1.35.105      ;      Y^, = 0.052 

(28) 

If X    = 1/45, then h" = 27/45 = 0.6 m which is reasonable. Adopting 

this value of X     and using it for various combinations of X       and 
y Ys 

See more on the importance of the Froude number in Ref [7] 
(Introduction). 

** Due to R.C.H. Russell (HRS - Wallingford). 
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A  one arrives (by applying the procedure described and the Eqn (25)) 

at the results shown in the table below. * 

TABLE 1 

Model  Bed 
Material Ys *D \ Xx 

n = 

VXx h *Y h 5 

polystyrene 1 
33 15 1 1 11.85 7.70 1 

1.73 
1 

675 2.50 
(Y; = 0.05) 

3.0 mm 

45 532 

polystyrene 
(Y" = 0.05 

2.0 mm 

1 
33 

10 1 
45 

1 
343 

7.64 4.12 1 
1.79 

1 
450 2.05 

polystyrene 
(Ys = 0.05) 

1.35 mm 

1 
33 6.75 1 

45 
1 

239 5.32 2.32 1 
1.73 

1 
304 1.77 

perspex 
(Y^ = 0.19) 

1.5 mm 

1 
8.7 7.5 1 

45 
1 

209 4.65 2.41 1 
1.85 

1 
338 1.64 

sand 1 1 1 1 
1775 39.5 1 

1.78 1.46 
1 

27 5.64 
(Yj = 1-65 
0.12 mm 

1.67 45 

sand 
(Yj = 1-65 
0.10 mm 

1 1 
2 

1 
45 

1 
1745 38.80 1 

2.15 1.70 1 
22.5 5.53 

*    The values of N' were computed by adopting A = 15.00.    The quantity 
A is related to B of Ref [2]   (Chapter XX) by A = e^8.    Using 
Fig.  20.18 of Ref [3] one can show that the value of A = f(v*ks/v) 
varies within a relatively narrow interval  16.50 > A > 11.00 (for 
all    v*ks/v>10).    Hence the reason for a constant (average) 
value    A = 15.00. 
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Note, that sand models can hardly be regarded as acceptable 

(at least not for the prototype under consideration), as they require 

very large distortions (n) while their velocities deviate too much 

from the Froudian velocities (large £). Conversely, light weight 

materials yield acceptable values for n and £ , and among them 

1.35 mm - polystyrene and 1.5 mm - perspex appear to be as most 

favorable. 
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LIST OF SYMBOLS 

'  representative values 

h flow depth 

S free surface slope 

v average velocity 

v* shear velocity 

p fluid density 

p grain density 

Y specific weight of grains in fluid 



REPRODUCTION OF DUNES 1153 

v kinematic viscosity 

D typical grain size (usually D•) 

Fr = v /gh  Froude number 

X,Y,Z,W     dimensionless variables of the two phase motion 

as defined by Eqn (1) 

a1 and a"   prototype and model values respectively of a quantity a 

X = a"/a'   scale of a a 
x,y       horizontal and vertical coordinates 

n = X /X    distortion 

5 ratio of the non Froudian model velocity to the 

Froudian model velocity 
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CHAPTER 62 

PHASE DEPENDENT ROUGHNESS CONTROL OF SAND MOVEMENT 

by 

Douglas L. Inman and Edward B. Tunstall 

Scripps Institution of Oceanography, University of California 

La Jolla, California 92037 

ABSTRACT 

Experiments with wave motion over asymmetrical "ripple-like" forms 
show that the difference between a net sand transport in a down-wave versus 
an up-wave direction is related to a subtle phase dependent mechanism 
associated with the intensity of vortex formation in the lee of the form. 
Artificial roughness modules have been developed, consisting of arrays of 
asymmetrical forms resembling natural ripples. The asymmetry of the forms 
causes an intense vortex to form in the lee of the steep face. This vortex 
traps and suspends sediment, which when the orbital motion reverses its 
phase, is lifted above the roughness element and carried in the new direction. 
Thus, the direction of the net sand transport is dependent upon the relation 
between the steep face of the roughness element and the phase of the orbital 
velocity; the net transport being in the direction of the orbital velocity 
that is out-of-phase with the maximum vortex formation. 

INTRODUCTION 

Progressive waves traveling over a sand bed usually produce sand 
ripples that are almost symmetrical in profile. This wave action over 
horizontal beds, in the presence of the Longuet-Higgins bed drift current, 
produces a net sand transport in the down-wave direction. However, experi- 
ments with waves and currents showed that asymmetrical sand ripples could 
cause a change in the direction of sand transport so that the net transport 
is opposite to the drift current and the direction of wave propagation. 

Investigation of this phenomena indicates that the difference between 
a net sand transport in a down-wave direction versus an up-wave direction is 
related to a subtle phase dependent mechanism associated with the intensity 
of vortex formation in the lee of the ripple crest. Artificial roughness 
modules have been developed, consisting of arrays of asymmetrical forms 
resembling natural ripples. The asymmetry of the forms coupled with the 
oscillatory flow causes large vortices to be generated on the steep side of 
the crest and smaller vortices to be generated on the gentle side of the 
crest. These different sized vortices suspend differing amounts of sand or 
sediment, which when the orbital motion reverses its phase, is lifted above 
the roughness element and carried in the new direction. Since the larger 
vortex suspends a greater amount of sediment, the direction of the net sand 
transport is dependent upon the relation between the steep face of the rough- 
ness element and the phase of the orbital velocity: the net transport being 
in the direction of the orbital velocity that is out-of-phase with the 
maximum vortex formation. This differential vortex formation and sediment 
suspension is depicted in Figure 1. 
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B 

Figure 1. Asymmetrical bottom forms under oscillatory wave motion showing 
differential vortex formation and sediment transport. Wave travels from 
left to right. 
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It is well known that oscillatory ocean surface waves produce 
horizontal and vertical water particle motions in the water column which have 
been found to affect the bottom sediment to depths in excess of 52 meters 
(Inman, 1957). One of the more common effects of this motion is to form sand 
ripples, which in the absence of extraneous currents are generally 
symmetrical in profile. 

The formation of vortices in the lee of the ripple crests has been 
described as early as 1884 (Darwin, 1884) and 1910 (Ayrton, 1910). Good 
photographic evidence of vortices was obtained by Bagnold (1946), and many 
studies have been conducted since. However, most of these studies have been 
conducted with standing waves or oscillating beds, which give flow conditions 
that differ in some respects from those of progressive waves. The oscillatory 
flow is seen to form the vortex over symmetrical ripples with the vortex being 
released into the water near the bed as the flow reverses (Figure 2). This 
alternate formation and release of vortices leads to the existence of a 
vortex sublayer near the bed under oscillating flow. This vortex sublayer is 
a zone of two dimensional vorticity rotating about axes that are parallel to 
the ripple crests. Figure 3 shows this vortex formation over symmetrical sand 
ripples. 

Inman and Bowen, 1963, while studying the transport of sand in a wave 
flume with a superimposed current, found that for certain combinations of wave 
and current speed, the sediment could be made to move in an up-wave and up- 
current direction. That is, in opposition to the direction of wave propagation 
and flow of current. It was argued that this direction of sediment transport 
was caused by differing amounts of sediment suspension due to differential 
vortex formation. This differential vortex formation was caused by the 
asymmetrical form of the ripples. The asymmetry of the ripples was due to 
the unidirectional current superimposed upon the velocity field of the wave. 

The following series of demonstrations were performed to illustrate 
the capability of the phase dependent roughness mechanism in controlling the 
net movement of sand. A roughness form in two segments with five identical 
asymmetrical wavelengths in each segment was used. The segments were arranged 
to form a test section as shown in Figure 4. For the first arrangement, 
particles were placed on the down-wave end of the test section. The direction 
of particle transport was out-of-phase with the intense vortex formation and 
the particles moved up-wave and off of the forms. In the second arrangement, 
the forms were turned around, and the particles were placed on the up-wave 
end of the test section and the particles moved down-wave and off of the 
forms. In the third arrangement, only the up-wave form was turned around and 
a group of particles was placed in the center of the forms. Approximately 
one-half of the particles moved up-wave and the other half of the particles 
moved down-wave, both groups of particles moving completely beyond the forms. 
For the fourth arrangement, both forms were turned around and particles were 
placed at both ends of the test section. In this case, both groups of 
particles moved toward the center of the test section and remained in the 
center. 

This series of demonstrations showed that: (1) the direction of 
transport is not determined by currents in the wave tank; and (2) end effects 
are not important in determining the direction of motion of the particles. 
From these results, it may be stated that the direction of motion of the 
sediment is determined by the orientation of the asymmetrical forms. 
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Figure 2. Particle trajectories over a rippled bed showing the height of the 
vortex-sublayer (after Inman and Bowen, 1963). 
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Figure 3. Vortex formation over symmetrical ripples, using the hydrogen bubble 
technique (note counting lights in lower left portion of figure). The wave 
form travels from left to right. Upper picture taken at a phase of 40 degrees, 
lower picture taken at a phase of 55 degrees, wave crest passage denotes 
zero degrees phase. 
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TYPICAL EXPERIMENTAL CONDITION 

Water Depth 

Wave Period 

Wave Height 

Orbital Displacement 

pvc, p = 1.5 gm/cm 

acrylic, p = 1.1 gm/cm"' 

h = 160 cm 

T = 3.4 sec 

H = 21 cm 

d  = 24 cm o 

Tracers Used 

ROUGHNESS DIMENSIONS 

Height    =     1.5 cm Wavelength     =     10 cm 

Asymmetry:     7.5  cm;   2.5  cm 

Waves  Propagate  from Left  to Right 

Direction of Particle Transport  is Shown by the Arrows 

1st Arrangement 

<  <- 

2nd Arrangement 

->  > 

3rd Arrangement 

4th Arrangement 

Figure 4. Laboratory demonstration of the capability of phase dependent roughness 
elements to control the direction of sediment transport. In each case the wave 
traveled from left to right. 
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EXPERIMENTAL PROCEDURE 

In order to investigate the up-wave movement of sediment and the 
effect of asymmetrical ripples on this sediment transport, tests were 
conducted in a laboratory wave tank which is 45 m long, 2.5 m wide and 
2.5 m deep. Water depths of 1.7 m were used throughout the testing program. 
The wave tank is equipped with a hinged paddle wave generator and a 1 in 8 
slope at the far end to minimize reflection. The laboratory tests were 
conducted to take advantage of the benefits of good control and ease of 
measurements. Later tests on a full scale basis were carried out in the near- 
shore zone. 

The tests in the wave tank were scaled to the prototype scale by 
using the ratio of water particle orbital diameter, d0, to the wavelength of 
the asymmetrical roughness form, X. For Airy wave theory the parameter 
d0/2x is equal to the wave Strouhal number 

aX 

where um = ird/T is the maximum horizontal component of the orbital velocity 
near the bed, a  = 2TT/T is the radian frequency, and T is the wave period. 
This scaling has been found to be a relevant parameter for naturally formed 
symmetrical ripples. 

The first series of tests consisted of the construction of asymmetrical 
roughness elements and the study of the direction of particle motion caused by 
the wave induced flow over the forms. The testing method consisted of placing 
particles on the roughness forms and studying their direction of motion. Three 
types of particles were used: polyvinylchloride, PVC, with a density of 
1.5 gm/cm3; acrylic, with a density of 1.1 gm/cm3; and, beach sand, with a 
density of 2.5 gm/cm3. The beach sand was used in order to check that 
erroneous results were not being introduced by the usage of the larger and 
less dense synthetic particles. In all cases, the three types of particles 
behaved in a similar manner. The demonstration described in the introduction 
of this paper was first conducted during testing of the asymmetrical forms 
with these particles. 

Once the nature of the movement of the particles was determined for 
various wave conditions and asymmetrical roughness elements, experiments were 
next conducted to study the nature of the vortex formation over the forms and 
the subsequent movement of these vortices. The vortices were studied using 
two flow visualization techniques; dye injection, and hydrogen bubble 
generation from a fine platinum wire. The dye injection technique proved most 
useful in determining the location and time of formation of the vortices and 
in following the path of the vortices after they were ejected from the surface 
of the roughness elements. The hydrogen bubble technique proved useful in 
studying the size and rotational characteristics of the vortices. 

Motion pictures were taken of both visualization techniques. The 
pictures were correlated with the water surface motions by the use of timing 
lights in the field of view of the camera. The output of the timing lights 
also appearing on the strip chart of the analog record of the surface waves. 
The motion pictures were then analyzed frame by frame to study the motion and 
rotation of the vortices. Figure 5 shows a vortex generated over the steep 
side of one of the asymmetrical roughness elements. 
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Figure 5. Large vortex formed over steep side of asymmetrical roughness element. 
Wave form travels from left to right. 
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EXPERIMENTAL RESULTS 

From the particle motion studies, it was found that for low values of 
steepness of the forms, where steepness is defined as form height/form 
wavelength, n/x,  the particle motion was always out-of-phase with the orbital 
motion causing the most intense vortex. That is, for steepnesses of about 
0.15 to 0.2, the particles always moved in a direction opposite to that faced 
by the steep side of the roughness forms. For greater steepness values, the 
higher orbital velocities caused breakdown of the system and particle trans- 
port in the direction faced by the steep side of the forms. 

It should be noted that the phase dependent mechanism is valid over 
the same range of steepnesses that are found for natural sand ripples. 
Figure 6 presents the results from these tests. The solid characters represent 
points where the direction of particle transport was as predicted by the phase 
dependent mechanism, while the x's represent conditions for which the particle 
transport was in the direction opposite to that predicted by the phase 
dependent mechanism. 

The reversal of particle transport direction for forms with higher 
steepnesses was due to vortex destruction over the steep side of the ripple 
form. For forms with low steepness, the vortex remains well formed during the 
orbital motion causing it, with the consequence that the vortex is able to 
raise the sediment as a plume and move it up into the higher layer of reversed 
orbital motion (Figures 1 and 2). However, for forms with higher steepnesses 
the higher velocity flows caused a plaining off and destruction of the vortex 
on the steep side, and hence a degradation of its ability to suspend sediment. 
While vortices were destroyed over the steep side, the vortex over the gentle 
side remained well formed during the entire orbital motion. For these greater 
steepnesses, the vortex over the gentle side suspended more sediment than the 
vortex over the steep side, hence reversing the direction of preferred trans- 
port. 

In unidirectional flow, vortex formation in the wake of an obstacle 
is due to an adverse pressure gradient caused by the presence of the obstacle. 
This adverse pressure gradient leads to reversed flow in the boundary layer 
near the obstacle, which in turn ultimately leads to the vortex roll-up 
observed in the lee of the obstacle. In oscillating flow there is an 
additional source of adverse pressure supplied by the pressure field of the 
oscillating fluid itself. As the velocity field passes through a maximum in 
one direction, it starts to be retarded by a pressure gradient in the opposite 
direction from that of the current velocity. This is due to the fact that 
under progressive waves, the pressure field has a phase lead of 90 degrees 
over the velocity field. Thus, under oscillating flow conditions, the 
phenomenon of vortex formation is optimized. The presence of asymmetrical 
roughness forms causes an intensification of the vortex over the steep face 
and minimizes the vortex over the gentle face. Thus, in oscillatory flow 
under progressive waves the difference in the relative intensities of the 
vortices determines the direction of net sediment transport. 

ENGINEERING APPLICATIONS 

Upon completion of the laboratory phase of the investigation, it was 
decided to test a 2 meter by 2 meter square array of asymmetrical roughness 
forms in the nearshore zone under natural wave conditions. Using Figure 6 
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as a design criterion, and a typical Southern California summer wave condition 
of 9 second period with wave heights of about 0.75 m, the test roughness forms 
were constructed with a wavelength of 40 cm and a wave height of 6 cm. This 
set of roughness and wave parameters corresponds to a steepness of 0.15 and a 
wave Strouhal number of 1.0 (Figure 6). 

The roughness elements were cast with Portland cement concrete with 
an added 2.5 cm base for strength. Figure 7 shows the array of roughness 
forms just prior to installation in the nearshore environment. In addition 
to the asymmetrical roughness forms, two forms were cast which had the same 
wavelength as the asymmetrical forms, but were symmetrical in form. These 
forms were placed in the same locality as a control for the tests. The forms 
were placed in 6 meters of water, and metal rods were implanted on either side 
of the array in an on-offshore direction. Measurements were taken on the rods 
to ascertain the amount of sand loss or gain on each side of the array. The 
results of two weeks of observations on the array are presented in Figure 8. 

The array was first arranged so as to move sediment in the offshore 
direction. After 24 hours in place the array had developed a pit on the 
inshore end of the array^and had a mound on the offshore end of the array. 
Thus indicating that the*array was having the intended effect even in this 
limited scale. Observations were continued for the next 6 days, with the 
maximum depth of the pit on the onshore side of the array attaining a depth 
of 13 cm below the level of the sand when the array was first installed. At 
the end of this one week period, the two symmetrical forms were completely 
buried with the crests of the ripple forms being 3 cm under the surrounding 
sand level. The asymmetrical array had no sand on top of it. The top portion 
of Figure 8 illustrates the effects of the array on the surrounding sand 
level. 

The array was next arranged so as to move sediment in the onshore 
direction. After 24 hours in place, there was a 4 cm deep depression on the 
offshore side of the array with little noted change on the onshore side of 
the array. After 48 hours there were depressions on both sides of the array, 
with the depression on the offshore side of the array being some 2 cm deeper 
than the onshore side depression. It would seem that the effect of the array 
was not as pronounced when it was aligned in this direction. A possible 
explanation for the apparent lack of effectiveness in transporting sand in an 
onshore direction, is that at this time of year, the local beaches are accreting 
and sand is naturally moving toward shore  (Inman and Bagnold, 1963). This 
sand transport rate would be sufficient to overshadow the effects of the 
asymmetrical array. However, when the array was arranged so as to move 
sediment in an offshore direction, it apparently prevented the onshore move- 
ment of sand from taking place. When the asymmetrical array was turned around, 
the symmetrical forms were uncovered and placed on level sand. Again within 
3 days, the symmetrical forms were completely buried. The results of the 
second trial with the array are shown in the lower half of Figure 8. 

From the preceeding discussion of the laboratory and field tests of 
phase dependent roughness elements, it seems likely that the phenominon is 
valid and should be further tested to determine the extent of its usefulness 
in sediment control in the nearshore zone. Along these lines, plans are 
underway to construct an array of roughness elements approximately 300 meters 
along the shore and 3 to 4 meters wide in the on-offshore direction to test 
their effect in preventing the loss of sand from the beach that naturally 
occurs during the winter storms. 
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INLET WITH PRONOUNCED LONGSHORE TRANSPORT 

INLET WITH WEAK LONGSHORE TRANSPORT 

Figure 10. Possible applications for phase dependent roughness elements. 
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The area to be tested is a strip of beach just north of the Scripps 
Institution of Oceanography which is terminated by the presence of a rocky headland 
which will act as a barrier to "close" off one end of the experiment. The array 
is to be aligned with the 5 to 6 meter contour which has been found to be an 
area of equilibrium in terms of the seasonal on-offshore movement of sediment. 
In an effort to counteract the scouring effect which was present along the 
ends of the small test array, the 300 meter array will be placed atop a type of 
plastic filter cloth which will allow the passage of water, but not the passage 
of sand through its weave. Figure 9 is a plan view of the proposed test site 
showing the location and length of the test array of phase dependent roughness 
elements. To test the effectiveness of the system for controlling sediment 
movement, bottom profiles will be measured in the area of the array and also 
to the south of the pier to detect any differences in sand level between the 
"controlled" and "uncontrolled" strips of beach. 

In addition to the management of beach erosion shown in Figure 9, 
several additional applications of phase dependent roughness elements are 
suggested. These are shown schematically in Figure 10. The first application 
is used in an area of pronounced longshore drift in which sediment continually 
gets around the end of a channel maintained by a jetty. The phase dependent 
roughness elements can be used to direct the sediment toward a dredge or 
crater-sink pumping system, (Inman and Harris, 1970) to increase the efficiency 
of the overall system in keeping the harbor entrance open. 

For areas of less pronounced longshore drift, the phase dependent 
roughness elements could be placed at the ends of jetties to prevent the 
formation of a bar at the entrance to the jetty. The longshore transported 
sediment would be moved away from the entrance, where it would be available 
for longshore transport past the end of the jetty. 

Present plans call for the construction of the nearshore test elements 
out of concrete. However, it may be possible to construct movable elements 
so that the roughness form could be changed as the wave conditions change, 
thus keeping the roughness elements operating in their most efficient range 
(Figure 6). 
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CHAPTER 63 

SCALE SELECTION FOR MOBILE BED WAVE MODELS 

by 

* 
J. William Kamphuis 

ABSTRACT 

A rational basis for the design of wave models with a mobile bed 
is presented. The discussion is of a preliminary nature and further 
model analysis, underway at present at Queen's University, should 
introduce a sounder basis for model design. 

INTRODUCTION 

The determination of scales for mobile bed wave models is an area 

of great uncertainty and a discussion at the 12th Coastal Engineering 

Conference in Washington in September 1970 resulted in the conclusion 

that in spite of a great deal of practical experimentation and model 

analysis relatively little is known about modelling with mobile beds. 

An earlier report   has been written to serve as a framework 

for further study of modelling techniques presently under way at 

the Queen's University Coastal Engineering Research Laboratory. Here 

the derivation of scale relationships for fixed bed models as well 

as for mobile bed models is described in greater detail and the 

reader is referred to this work for further information. 

FIXED BED MODEL SCALES 

For wave models it is necessary to distinguish between short wave 

models and models of long waves and unidirectional current. 

Short waves may be said to consist of two regions, the upper 

region, outside of the boundary layer, and the boundary layer region. 

Upper region models are the normal type of fixed bed short wave 

Associate Professor of Civil Engineering, 
Coastal Engineering Research Laboratory, 
Queen's University at Kingston, Canada. 
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nH = nL = nd = nz = na 

nu = nt = nT = n
1'2 

nx = ny = Nn 
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model constructed to model refraction, diffraction, reflection, etc. 

Often these models are distorted and the scale relationships 

governing these models are 

(1) 

Here n is the general model scale - prototype value divided by 

model value to result in integer model scales rather than fractions 

for the major scales. H is the wave height, L the wave length, 

d the depth of water, z the vertical co-ordinate, a the orbital 

amplitude, u the water particle velocity, t the time 

co-ordinate, T the wave period, x and y the space co-ordinates 

and N the model distortion = n /n ~ nJn
z  • 

Both N and n may be freely chosen, and each could be coined 

as a "degree of choice", n is usually a function of the accuracy 

of the field measurements of depth and wave height, model 

accuracies of the same quantities, minimum depths required in certain 

model areas and maximum slopes that can be used without causing 

additional effects such as separation and vortices; N is normally 

determined by the laboratory size and the area to be modelled. A 

model with two "degrees of choice" may appear to be an easier model 

to design, but it is based on a number of additional trade-offs, 

necessary in order to achieve this extra choice. These must be 

carefully evaluated for each model. As an example consider a 

refraction-diffraction model. If two "degrees of choice", i.e. a 

distorted model, are insisted upon, the total wave field, consisting 

of the model diffraction pattern and the model refraction pattern, 

does not correspond to the prototype wave field. Thus the effect of 

this discrepancy must be evaluated and, in the light of this, the 

number of "degrees of choice" must be determined - either one 

(undistorted), or two (distorted). 

When the researcher is interested in the motion within the boundary 

layer, as he would be in the case of mobile bed models the situation 
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becomes considerably more complex. Only models with a rough 

turbulent boundary layer are considered here. Details regarding 

other boundary layer models may be found in Kamphuis l . 

It is not unusual that the bottom roughness k  cannot be 

reproduced to model scale, because the model bottom would be too 

smooth. Not modelling k  to scale represents another "degree of 

choice" and again constitutes certain further limitations imposed on 

the model. The ratio of n. / n may be defined as the bottom 
Ks 

roughness distortion N. . When a larger roughness is used (usual 
Ks 

case), N, < 1. 
Ks 

The required model scales for fully developed rough turbulent 

oscillatory boundary layer flow may be derived as: 

ny - n
]/2 N|<-V42 s  nl/2 

n.-nN^ ;   V . n^ ^ 
s *       s 

Here Z refers to the vertical co-ordinate within the boundary 

layer, measured from the bottom up. U is the velocity within the 

boundary layer, 6 refers to the top of the boundary layer, T is 

nH - nL = nd = 
n = 
z nz= , a 

nu 
= nU u6 

= nt : = nT -n
1'2 ' 

n 
X = n = 

y 
nX = nv = Nn ' 

n6 
~ nNk 

1/7 

the shear stress and v* is the shear velocity = y-r /p , where 

T  is the shear stress on the bottom. o 
For long waves and unidirectional flow models the following 

scale relationships apply. 

nd = nz = n 

n0 = nu = nV2 ; nt = nT = Nn
1/2 

nx = ny = n. = Nn 

N. = N"4 
ks 

nr = N
1/2   . C         ' nf = 

9 n = nN"1 
T 

;    ns-N"
1 

(3) 
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Here U is the average velocity. It is capitalized because the 

totality of the flow constitutes a boundary layer. C, f and S are 

the Chezy friction coefficient, the Darcy-Weisbach friction factor 

and the surface slope. 

Equation 3 refers to the situation where all additional 

roughness required as a result of model distortion is supplied on 

the bottom. If vertical roughness elements are used, the bottom 

shear may be considered to result from k  only and 

nN 1/4 (4) 

while C and f refer to the combination of bottom and vertical 

"roughness". 

When a combined model is used, i.e. short waves, long waves 

and unidirectional currents it becomes evident that when all the 

additional roughness is placed in the bottom, the short wave boundary 

layer thickness becomes grossly exaggerated. Thus vertical 

roughness elements must be used. The resulting scale relationships 

for such a combination model are: 

nH = nd nz = nz 

n"u snU n 

n 

1/2 

n = n = nv x  y  X 

snL 

snt 

= n 

s»T - »V2 

n = nN, 
ST   k 

2/7 

n. = nN, 
s 6   k 

s 
1/7 

s 

J/2 

Nn 

>,-! 

A"t 

V = nNk s    s 

l\  = Nn 

inT Nn 1/2 

„n = nN. 
IT k 

1/4 

(5) 

where refers to short waves and . refers to long waves and 

unidirectional flow. 
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EQUATIONS- FOR A MOBILE BED 

Sediment transport along the bottom may be described by the 

following parameters, Yalin * '   '. 

A = f (p, y, D, ps, g, I,  vj (6) 

where p and y are the fluid density and viscosity, D 

and p  are the particle diameter and density, g  is the 

acceleration due to gravity, and £ is a typical length. 

If initiation of motion is basically considered to be a lift 

phenomenon it is possible to replace g by the submerged unit weight 

YS = (PS - p)g (7) 

This results in the following dimensionless relationship 

H - * ( -IT ' $f~' "P ' D ) {8) 

The first two dimensionless variables are the grain size Reynolds 

Number and the Shields parameter, the X and Y axes of the 

Shields diagram. 

For a flat bed and unidirectional flow v* is readily determined 

and easily varied in a definable fashion since 

v* = (gRS)V2 (9) 

where R is the hydraulic radius of the flow. If bed forms are 

present 

S = sk + Sf (10) 

where S,  is the slope caused by the friction on the actual grains 
Ks 

and S, is the slope caused by the bed form. Experimentally the 

following two expressions have been derived, Yalin ' ' c   . 
2 

\    =    (2.5 in'll f )2      ;    Sf    =   *•   F 01> 

-o 
where   F    is the Froude number of the flow   =   U /gd,    A    is the 

height of the bed form and   A    its length. 
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Under waves    v*    is not an easy variable to use and it would 

be convenient to rewrite Eq. 8 as 

U\D       pu\2       p a„ 

snA    "    *s  < ^ •    ifr •    f •   TT ) 02) 

for short waves and long waves respectively. 

This is justified when deriving model  scales,  if 

Vx      s v* U      £ v* 

and Eq. 5 indicates that this is not unreasonable except for the 

case when all roughness is bottom roughness ^ 'p  . The direct 

determination of x below waves is at present also under 

investigation at Queen's (Riedel et al  ). 

SCALE SELECTION FOR SHORT WAVE MOBILE BED MODELS 

General 

In order to model the boundary layer and the wave motion both 

simultaneously and correctly, it was seen that the boundary layer 

motion must be fully developed rough turbulent in case of the 

prototype as well as the model. 

The following model scales may be derived from Eq. 8 using a. 

as the typical length for models of short waves and assuming 

n = n = 1 
v  p 

VnD = 1 04)       nD\s
=nv*       (15) 

nps = np = l       (16)       nD = nafi = n     (17) 

Equations 14 and 15 ensure that both model and prototype fall on 

the same point on the Shields diagram, i.e. it ascertains that when 

motion occurs in the prototype, motion will also occur in the model. 
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(3) Valembois   combines these into 

-3 n  = nn Ys   D 

Equation 16 states that the density scales for the fluid and the 

sediment must be the same. Since n  is usually equal to unity, 

the only proper model material is the material found in the prototype, 

a very restricting concept. Yalin ' 'p '  states that this is only 

of importance when considering the motion of individual grains. 

When mass movement of bed form and discharge of material is of 

interest, this very  stringent scale law may sometimes be relaxed. 

Without the assumption that Eq. 16 need not be satisfied, it is 

impossible to construct models using larger, light-weight sediment. 

If the effect of p /p is small, the assumption introduces a scale 

effect, where scale effect is defined as a discrepancy in the model 

results caused by not adhering to all scale laws. If the effect of 

p /p is large, the model is useless. When particle ballistics are 

involved, e.g. in the formation of ripples or the formation of 

equilibrium beaches, Mogridge and Kamphuis ^ , Paul, Kamphuis and 

Brebner   j it may well be impossible to use light-weight material. 

If the mobile bed is flat, i.e. without bed forms such as 

ripples, then from Eq. 2, 14 and 15 

nn = n"
1'2 N -W  and   n  = r?'2  N,3/7 (18) 

s 's       s 

For mobile beds, it is at present usual to assume that 

V    =    nD (19) 
s 

and therefore Eq.  18 becomes 

nD = n"5/16     and      n     = n15'16 (20) 
Ys 

For beds with bedform it can either be assumed that the bottom 

roughness is the same as the grain roughness (Assumption I) or that 

it is equal to the total roughness (Assumption II). In the latter 

case 
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nn = rf1'2 N -y     and     n     = n3/2 N3/7 (21) D k Y„ k 
's 

Both assumptions are incorrect, but certain situations, e.g. long 

ripples may warrant Assumption I, whereas other configurations, 

such as short ripples may warrant Assumption II. 

Bijker v ' and others follow the example of Einstein and 

introduce a ripple factor, a , so that T' = ax , where x' is the 

effective shear stress, i.e. the shear stress that moves the sediment. 

In how far this applies to ripples under waves remains to be seen 

and in any case, it is unlikely that the other properties such as growth 

of bed form, bed form dimensions, etc. are dependent on a . 

Furthermore, it is found that in most cases n = 1 . Therefore the a 
ripple factor has only a small effect on the scaling problem and this 

approach becomes synonymous to Assumption II. 

Equation 17 has not been discussed so far and it may be seen that 

since n > 1 , Eq. 17 results in nD > 1 while Eqs. 18 and 21 yield 

nQ < 1 . This is a conflict which must be resolved for all mobile 

bed models. 

Large Grain Sizes 

From the Shields diagram it may be inferred that when 

— > 100 (22) 

the grain size Reynolds number effect, i.e. Eq. 14 may be neglected 

and thus Eqs. 15 and 17 yield 

n/ 

\  " V " Nk2/?  ;  "D " "a " n ^ 

where it is understood that li refers to total roughness or grain 

size roughness, depending on the assumption made. For Assumption I, 

since k  varies with D , N.  is likely very close to unity and 
s 

n  = 1 . s 

Ys 
The resulting model bed consists of prototype sand material, 

with its grain size scaled down by the model scale. Note that in 

this case Eq. 16 is also satisfied automatically. For Assumption II, 
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N. is a function of the grain size, as well as model wave conditions 

which cause the bed form. At present little is known about the 

variation of bed form below waves and research is underway at Queen's 
(A) 

University v ' to determine this. It is very likely that N, is a 

function of n  , which means that an iterative procedure may need 
ys 

to be followed in order to select the correct n   even after 
Ys 

expressions for N. have been determined experimentally. 

Preliminary test results indicate that both ripple height A 

and ripple length A are primarily functions of aJD  .    Thus if 

Eq. 23 is satisfied, N. could still have a value close to one, 

as long as a JO    does not change a great deal within the model and 

prototype. Therefore ripple sizes scale down approximately by the 

model scale and again n  - 1 . 
Ys 

There are obvious lower limits to this type of model. Problems 

arise when the model boundary layer becomes smooth and laminar, or 

when sand size particles are modelled by clay size particles. Under 

those circumstances the condition in Eq. 23 must be dropped. 

Smaller Grain Sizes 

In most cases the flow around the individual grains is not 

turbulent and a conflict between Eqs. 14 and 17 exists. Since it is 

almost impossible to satisfy Eq. 17, especially for the smaller grain 

sizes, as shown above, Eq. 14 is considered, leaving the 

misrepresentation of Eq. 17 to scale effect. This scale effect is in 

addition to the scale effect resulting from not adhering to Eq. 16, 

which now is an impossible condition to meet. 

As an example the total bed roughness k , may be considered 

since it influences the value of N, which, under Assumption II, 

may be used eventually for scale selection. This is one problem 

presently under investigation at Queen's University. 

? 
K     v*D  pv*  p.  a,. 

If the scale laws resulting from Eqs. 14 and 15 are satisfied, it 

may be stated in very  simplified terms that 
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mk      mk mk
7/8 

nk = \ nD = nl/2 N 1/7  
= -jm ; "k = \ nD = ^57T6       (25) 

k
s 

for Assumption I, and Assumption II respectively. Here m, is the 

scale effect with respect to k , resulting from Eqs. 16 and 17 not 

being satisfied. 

Yalin * '^  ' and present research at Queen's University 

indicate that in models, ripple height and length are indeed functions 

of a„/D and that therefore k/D must also be a function of this 

parameter ^ ,p  '. But a, is also a function of water depth and 

therefore in a single model there are many values of m. , each 

corresponding to a different depth. The use of a single value of m. 

is dangerous since this means that the model is designed for one 

distortion of roughness with respect to D . The factor m^ must 

therefore be thoroughly investigated. 

If Assumption II is made the scale effect m. is found back in 

the other scale relationships which include N. , e.g. 

nT • n *?>  . .«• V" , ., • • \W  - «nm ^ 

"u- 5/i6   i/a    •   \ - »W'SV<I W 
n   m, 's 

The smaller powers of m,  indicate that the influence of the scale 

effect is not very serious for nfi and nD , but the actual value of 

m. can conceivably be quite large since for small waves A and A 

are direct functions of a„/D , while for prototype waves this 

relationship may be decoupled and A and A may be independent of 

VD • 
The sediment transport scale may be derived in a similar fashion 

2 
v^D  pv*  p„  a- 

v*D   ^ {    v ' YSD ' p ' IT ; Ka) 

q is the solid volume of material transported per unit width, per 

unit time. By analogy to the above derivation 

"q = mq \* "D = mq (28) 
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Thus if Eqs. 16 and 17 are not satisfied the sediment transport scale 

is not equal to unity. Also m  is again a function of depth and 

therefore n  is not constant throughout the model. Bijker and 
(7) q 

Svasek K ' discuss this in more detail. It is only possible to 

design a model for a single value of m . The proper choice is of 

extreme importance and worthy of additional study. 

Model Distortion 

Model distortion is a "degree of choice" for fixed bed models 

but must be chosen more carefully for mobile bed models. Since many 

models involve beaches, the model shoreline and slope must correspond 

to the prototype shoreline and slope so that they both represent 

the same conditions. If the equilibrium beach slope is denoted by 

0 and the shoreline position is called x , then it may be stated in 

a simplified fashion that 

N = FN (e,xs) (29) 

where the function is determined by an experimental fit of model vs 

prototype. Equation 29 is at present under investigation at Queen's 

University 'e,g- 5^. 

Summary 

The scale relationships for short wave models with a mobile bed 

are therefore Eqs. 2 and 29, with for models with large grain size 

Reynolds number Eq. 23 and if N.  or N. are near unity 
Ks K 

n       -    1      ;     n     ~   n (30) 
^s p ps 

Because of very small model grain sizes, these models quickly become 

physically impossible.    For the more usual models with grain size 

Reynolds numbers below the fully turbulent range, 

nD = n"^2 Nk -V7 = n-5/16        Qr ^ = n-5/16 ^-1/8 (3]) 

n     = n3/2 A7 = n15'16 or n     - n15/16 m3/8 
Ys ks Ys k 
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\ - \ -"1/2 \1/7 = m* n"5/16 or   n* • ^ n"5/16 

„    =nN2/7 = n5/8 or = n5/8      V4 
ks T       k       (31) 

n5 - n V
7 = n13/16 or    n, = n13/16 m^8 «***'*) 

"q = "q 

for Assumption I and Assumption II respectively. 

Substitutions for v^. 

Although v* has been conveniently eliminated from the scaling 

problem, the actual experimentation with the model still depends 

on the measurement of v* as expressed in Eq. 8. It was indicated 

earlier that for short waves, substitution of U. for v* is not 

unreasonable. If the wave motion is sinusoidal, Eq. 12 may be 

further simplified to 

U^D  pU 2  pc aK 

s A   *s  N v  y D    ' p ' IT ' * 

where " indicates the maximum value. Since for sinusoidal motion 
a. 

U6    = cst ( -£. ) (33) 

2 a.D     pa. p„      a. 

S"A - K <-§r • ^ • f • r > (34) 

It must be recognized that above dimensionless quantities are not 
entirely constant, for instance: 

na    nn 
n     =    5<S    °   - n  1    = N -1/7 =    3/16 (35) 

%      \    "T       n1/2    '    n1'2 N„1/7 \ ^ 

or 

 n  3/16 m -1/8 ,,,, 
% =    J/2 n5/16 m 1/8     =    n mk (36) 
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Distortion of H 

At times it is suggested in the literature, e.g. Goddet and 

Jaffry ' '  that the wave height may be distorted to force proper 

sediment transport conditions by waves, i.e. n„ =  N„ n, since an 

increase in wave height has little influence on the wave refraction 

patterns. It must be borne in mind, however, that the position of 

the breaker is influenced by this distortion and therefore the 

effects on the model results of this "degree of choice" must be 
(8) evaluated carefully. Goddet and Jaffry v ' suggest that 

1/4 N„ = N '  is permissible. 

SCALE SELECTION FOR LONG WAVE AND UNIDIRECTIONAL FLOW MOBILE BED MODELS 

For long waves and unidirectional flow similar reasoning may be 

used. From Eq. 8, using the water depth d as a typical length, 

Eqs. 14, 15 and 16 are valid while Eq. 17 becomes 

nQ = nd = n (37) 

If the mobile bed is flat, substitution of Eq.  3 into Eqs.  14 

and 15 yields 

nn - n"1'2 N1'2    ;    n     - n^2 IT3'2 (38) D Ys 

These equations are identical to those derived by Le MghautS ^ 'p   ' 

for both short wave and long wave and unidirectional models! When 
(8) 

multiplied together, Goddet and Jaffry's l '  expression may be derived 

as well as Bijker's expression K   '        '  assuming n , the ripple 

factor scale, to approximate one. Model distortion introduces a 

requirement for additional roughness and Eq. 38 presupposes that all 

this additional roughness is added in the form of bottom roughness. 

There is also again a conflict between Eqs. 37 and 38 with respect to 

n„. Eq. 38a is the basis for a common expression for model distortion 

developed by Yalin l 'p  '. From experiment it has been found that 

d 1/5 

Using Eqs. 5 and 38a it is possible to derive 
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N    =    n1'2       or       n, - n,3'2 = n3'2 (39) 

Yalin  'P   has plotted values for model studies performed at 

Wallingford which substantiate Eq. 39. It may be noted in passing 

that Eq. 39 may be derived from Lacey's regime equations. These 

equations are based on erodible channels in an identical soil medium 

where the smaller channels form "models" of the larger channels. 

Le Mghaute" v ' calls this the natural distortion and states it is 

only valid when prototype material is used in the model, i.e. when 

n„ and n  in Eq. 38 are equal to unity. The above development, 

however, indicates that this distortion can be generally accepted for 

all long wave models as long as all additional roughness is added 

to the bottom. 

Most sediment transport problems do not present a flat bed and 

if the model is distorted, additional roughness must be added. Thus 

the total model roughness may be described as the sum of grain size 

roughness, bed form roughness and artificial roughness, i.e. 

x = T, + T- + T. . The extra roughness may be added to the bottom 

or consist of vertical roughness elements. The use of the latter in 

sediment transport models may be open to question. Roughness strips 

will cause substantial scour in their immediate vicinity and also, 

roughness strips must be present in the original bottom before 

erosion has taken place. It is felt, however, that the addition of 

roughness to the bottom causes unacceptable conditions, since the 

additional roughness will greatly alter the bed forming process. Also 

if short waves are present, it causes exaggerated bottom boundary 

layers. Additional vertical roughness must undoubtedly consist of 

a close grid of small elements in order to bring the local scour 

problems to a minimum. 

The shear acting on the bottom particles and causing sediment 

movement surely excludes the artificial roughness. Therefore it is 

a function of the actual bottom roughness distortion N,  or N. 
ks     k 

depending on whether Assumption I or II is used. If Eq. 37 is not 

satisfied, Eqs. 4, 14, 15 and 19 yield 
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nD = n-1'2 Mk -1'8 = n"1'3       or       nQ = n"1'2 N^8 (40) 

nk = mk nD = mk n"1/3 or       nk = mR 
8/9 rf1/3 (41) 

which leads in turn to 

nT H n H|{ 1/4 „ n2/3 Qr       ^ „ „ „ y* = n2/3 ^2/9 (43) 

nD = n-V2 h -V8 = n-V3        Qr        ^ = n-l/2 Nk-l/8 = n-l/3 ^-1/9 

(44) 

n      =n3/2N    3/8=n Qr        „      = r)3/2      3/8 1/3        (45) 
Ys ks ys k k 

for Assumptions  I and II respectively.    Here   m.     is the scale effect. 

It is again only possible to design a model  for a single value of 

m.   , while in fact    m,     is a function of the variation in the water 

depth    d  . 

Some indication as to the value of   N.     or   m.    may be obtained 

from using Eqs.  11 which may be assumed to apply to both model  and 

prototype.    These yield 

n =    m n,    =    n N      1/4 (46) 

X \ s 

"A2 

\      =   7T (47) T
f nA 

Yalin ^ '^  ' indicates that A is a function of d and independent 

of D for dunes while ripples A is a function of D only. Also 

•r- depends slightly on excess shear but may be approximated as a 

constant for model and prototype with considerable sediment transport. 
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Similar to the case of short wave models, the scale for 

sediment transport may be derived as n = m . q   q 

MOBILE BED MODELS FOR COMBINED SHORT WAVES, LONG WAVES 

AND UNIDIRECTIONAL FLOW 

From the foregoing discussion it appears that to combine short 

waves with the other two, vertical additional roughness elements are 
(6) 

necessary in distorted models. In previous studies Bijker * , 

Goddet and Jaffry * ' and Le Mghaute" * ' inherently assume that all 

the shear necessary for the long wave model portion is supplied on 

the bottom, hence their scale relationships are variations of 

n^nN"1 ; „„ - .f1'2 N1'2 ; n  = n3'2 N"3/2      (48) 
's 

This results, however, in an undue distortion of the short wave 

boundary layer. 

Bijker ^ ' has performed his experiments without additional 

roughness. This is the method used for most wave-current models. 

For this case he correctly suggests that in order to achieve the 

correct wave-current interaction, the long wave or unidirectional 

current velocities must be exaggerated. The bottom shear stresses, 

resulting from waves and currents, must be the same. This results 

in 

"o = «1/2V/7\ (49) 
0 

f7_y3-2^ 
Bijker's relation v    'is slightly more simplified and compares 

with Goddet and Jaffry ^. 

The following scale relationships for combination models may be 

deduced from Eqs. 5,29,31 and 41 to 45. 

n„ = n • = n = n, = n = n„  = n 
H   d   z   Z  a   a. 

nx = ny = Nx = Ny = Nn      ;      N = fN (e'xs} 

snu = snU6 = *nU = AJ ~~ snU = nV2 (50) 

snL   =    n ; A = Nn 

nx =    nT = n1/2 ; „ru =  „nT = Nn1/2 

st     s T     " ' JTt     ri 
1/2 nc = N ; nf = ns 
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These scales are based on the assumption that additional 
1/2 roughness is supplied to cause nc = N  . If no additional roughness 

is supplied, U must be exaggerated with respect to U. as outlined 

in Eq. 49. 

For Assumption I, i.e. velocity distribution is a function of 

grain size 

snD    =    n"5'16 *nD    =    n"1/3 

qn       =    n15'16 pn       =    n 

-5/16 -1/3 /,-,, 
snk    =    smkn J^nk    =    An (51) 

,n      -    n5'8 -      =    n2'3 

s T IT 

,.n     =     m „n     =    „m sqsq £ q £ q 

For Assumption II, i.e.  velocity distribution is a function of the 

bed form and grain size 

n      =    n-5/16       -1/8 =      -1/3       -1/9 
snD n smk 1% n A 

(52) 

ST sk £ x £ k 

13/16      1/8 
sn6    =    n sV 

snq    =    smq i\    =    A 

It may be seen that although Eqs. 51 and 52 give slightly different 
scales, the short wave and long wave scales are quite close and 
relatively similar so that if either one is chosen, the other will 
not be very wrong, as long as the additional roughness is supplied 
by vertical roughness elements. 
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TIME 

In Eq. 50, two time scales are given and these are the time 

scales used for the wave motion, the forcing mechanism in a mobile 

bed model. For the sediment transport, the list in Eq. 6 may be 

extended using the general time parameter t , resulting in a time 

scale for individual grain motion 

nD 
ft = X 

which when using Eq. 14 becomes 

int = nD
2 = _L^ (53) 

V 
where n  is a function of Assumption I or II and whether or not 

"* 
vertical roughness elements are used. When dealing with erosion or 

deposition, it is the volume eroded or deposited which determines the 

time scale. Therefore, using Eq. 28, recognizing that q refers to 

transport of solids: 

n  _ Vl-p _ N2n3 .  _ Nn2 n ,,.* 
ent " nyT  " RnfS^ nl-P = ST" nl-P       (54) 

where V is the total volume of material and p is the material 

porosity, m  is different for the short wave and long wave portions 

of the model. 

Similar time scales may be derived for other model transport 

phenomena such as movement of sand waves, transport of tracer 

materials, etc. 

From Eqs. 50, 53 and 54 it may be noted that 

ent > uPt    >    snt > int (55) 

This is very fortunate. Changes in bed formation, erosion and 

accretion, are very long term processes. Because  n. is so large, 

it is possible to perform model studies on these phenomena within a 

reasonable time. 

BREAKERS AND LONGSHORE CURRENTS 

Since sediment motion in a coastal mobile bed model is brought 

about mainly by the agitation of sediment in the breaker zone, it is 
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essential that conditions in this area are modelled correctly. The 

breaker position will be correct if nH = n, and the refraction 

pattern will be correct if  n. = n , while the beach upon which 

the waves act will be modelled correctly if N = f (e,x ). All these 

conditions are incorporated in Eq. 50. However, if a simplified 

littoral transport mechanism is envisioned, in which the waves stir 

up the material which is subsequently transported by the wave orbital 

motion and the longshore current, generated by the wave action, it is 

essential that 

"w  = 1  and  5^  = 1 (56) 
snu \ 

where U,  is the longshore current velocity and w is the fall 

velocity of the sediment particles. Q3 

Yalin ^10'p69^ shows — to be a function of -^    •    This is 

also stated by Valembois v ' . Using Eqs. 51 and 52 it may be seen 

that   n  , = 1, i,e, n n =1       and thus for proper 
YsDJ        -^ 
 2 

pv 

reproduction of fall velocity 
-1 

'w   - -   "D (57) 

(n: This relation has also been derived by Bonnefille 

Yalin ^ 'p ' also demonstrates that if the X and Y parameters 

on the Shields diagram are the same for model and prototype, i.e. 

Eqs. 14 and 15 are satisfied, then ~-     = cst  which is the same 

as Eq. 57. 

The above argumentation is based on spherical particles but 

could be extended to particles of any shape, as long as the shape 

factors in model and prototype are similar. 

The conditions expressed in Eq. 56 must now be checked. The 

longshore current velocity U.  is generated by the waves and many 

formulas are proposed for the generation of longshore currents, 

e.g. Fan and Le MShaute'   'p '. Preliminary investigations into 
(13) this area, Kamphuis *   indicate that most of these formulations 



1192 COASTAL ENGINEERING 

fit laboratory results adequately but do not describe field results. 

The single factor that appears to influence the longshore current 

velocity most is the wave height. Results indicate that 

.UL = cst (H)n (58) 

where n lies between 0.5 and 1, and from Eqs. 50, 51, 52 and 57 it 

may be seen that Eq. 56 is approximately satisfied. It is not very 

fruitful to pursue this line of thought any further until additional 

research has shown more clearly what drives the longshore current 

velocity. 

FOOD FOR THOUGHT 

Throughout this paper the problem of the proportion of total 

shear going into sediment transport has been touched upon as a basic 

criterion for similarity in sediment transport. It has been suggested 

that the prototype and model points must fall on the same location of 

the Shields diagram. It is obvious that if the model falls below the 

Shields curve for initiation of motion, while the prototype falls 

above, the model will be useless, but it is not entirely clear when 

Eqs. 14 and 15 are satisfied, that the model will represent the 

prototype correctly. If the bed form is identical, a , the 

proportion of shear going into sediment transport should be the same 

and the model results should represent the prototype. If the bed 

form is different, a   must be taken into account and the following 

scale laws may be developed from 

n   2   n 1/2 apv*     a  v*D 

YSD 
(59) 

Present sediment transport relationships for unidirectional 

flow are usually presented in a form related to 

2 
pv* 

vjr   - f < 77 > (60) 

i.e. a simple version of Eq. 27. The relationships apply to the 

turbulent region of the Shields curve and it is understood that v* 
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is not the total shear. Therefore, to extend this system using the 

present terminology, it is possible to write 

q 
V2     n 

f  ( 

2 
pa v* 

'  P 

I 
V2    n ~     f   [          V >YsD '  D 

(6i: 

The relationship between Y and X, and Xp in Eq. 61 may be 

represented by a modified Shields diagram with axes X, and X„ 

projected into a third dimension thus presenting a surface as 

shown in Fig. 1. 

SEDIMENT TRANSPORT CURVE 
(SIMILAR TO EINSTEIN OR 
MEYER-PETER) 

a'/2v#D 

FIGURE 1 SEDIMENT TRANSPORT SURFACE 
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This yields the more complete scaling laws 

1/2 2 1/2 
a    v* D        a v*     y      D    q   a    V* D 

'S 

or 
n n 2 

n l/<: n  = — ; n  =   = -^  ; n = 1 (62) v*  nD    Ys   nD     ^3     q 

The above equations assume no scale effect in q and indicate that 

the derivations used in this paper are limited to n =1. The 

problem associated with the determination of a and n  is of 

course the largest single problem in sediment transport study. It 

should be of prime concern, not only to the model builder, but 

also to the sediment transport student in general. Under oscillatory 

waves, the problem may be relatively simple and is very worthy of 

intensive investigation. 

Finally it must be stated that Eqs. 27 and 61, concerned with 

sediment discharge are incomplete. These equations are essentially 

correct for unidirectional flow and long waves but for short 

oscillatory waves, sediment transport is highly dependent upon the 

asymmetry of particle accelerations, velocities and displacement. 

This asymmetry is a function of wave shape and relative depth d/L. 

The wave shape cannot be modelled in most cases; the relative depth 

in a propertly designed model is the same as in the prototype. Thus 

Eqs. 27 and 61 are adequate for scaling purposes, but the actual 

value of sediment transport under short waves lies considerably below 

the plane sketched in Fig. 1. Research underway at Queen's University 

indicates that under waves, sediment discharge is 1/2 - 10% of the 

value given by the Einstein function. 
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CHAPTER 64 

MOVABLE-BED MODEL STUDIES OF PERCHED BEACH CONCEPT 

by 

C. E. CHATHAM, JR. 

U. S. ARMY ENGINEER WATERWAYS EXPERIMENT STATION, VICKSBURG, MISSISSIPPI 

ABSTRACT 

Hydraulic model studies were conducted to aid in ascertaining the 
technical feasibility and optimum design factors of the perched beach con- 
cept.  Among these were two-dimensional, movable-bed studies to determine 
an estimate of the amount of sand which would be lost seaward over the 
submerged toe structure by normal and storm wave action, the optimum eleva- 
tion of the submerged toe structure, and the length of a stone blanket required 
to reduce seaward migration of sand to a minimum.  The model beach was subjected 
to test waves until equilibrium was reached for a wide range of wave conditions 
for both the existing beach and the perched beach. Test results indicate that 
(a) little or no beachfill material will be lost seaward of the toe structure 
for normal wave conditions but the larger storm waves may cause erosion of 
the perched beach, (b) the installation of a stone blanket shoreward of the 
toe structure will reduce the amount of beach erosion, (c) if the beach fill 
is extended a sufficient distance seaward, the toe structure serves no useful 
purpose, and (d) a three-dimensional movable-bed model study is feasible and 
is necessary to determine the final design features of a perched beach. 

INTRODUCTION 

The concept of building a perched beach, that is, extending the berm of 
an existing beach seaward of its original position, has received favorable 
attention in recent years for the purpose of expanding or creating recreational 
areas and providing more coastal area for development.  Since the beach profile 
in a given area is governed by the wave climate in that area, in a beach-fill 
project the existing profile must be reproduced for a considerable distance 
seaward if the fill is to be stable. The basic concept of the perched beach is 
to reproduce the existing beach profile to some convenient seaward point and 
then intersect this profile with a submerged toe structure to retain the beach 
in a perched position (see figure 1).  Since turbulence induced by the oncoming 
waves as they travel over the submerged toe structure could transport quantities 
of beach material seaward, a stone riprap apron might be needed along the shore- 
ward edge of the toe structure crest to reduce seaward migration of sand.  In 
order to be effective, a perched beach must allow the natural littoral processes 
to continue without being supplemented by excessive beach replenishment. 
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Hydraulic model studies were conducted to aid in ascertaining the 
technical feasibility and optimum design factors of the perched beach 
concept for a site in Santa Monica Bay, California. Among these were two- 
dimensional movable-bed studies to determine an estimate of the amount 
of sand which would be lost seaward over the toe structure by normal and 
storm wave action, the optimum crown elevation of the submerged structure, 
and the length of the stone riprap apron required to reduce seaward migra- 
tion of sand to a minimum. 

Scale models of hydraulic phenomena are essentially a means of replacing 
the analytical integration of the differential equations governing the pro- 
cess, including initial conditions and boundary conditions.  However, before 
reliable information can be derived from scale models, the physical laws 
which cause the processes must be understood so that the relative magnitude 
of the forces involved remains the same. 

A movable-bed model study guided by proper similitude relations and 
procedures can offer quantitative results which are vitally important in 
seeking an efficient engineering solution. In addition, by observing the 
display of the model, an investigator can develop a more concrete feeling of 
the nature of the problems which could not be achieved otherwise. 

SELECTION OF SCALES 

The perched beach movable-bed model was designed in accordance with the 
scaling relations developed by Noda (1971) which indicate a relationship or 
model law among the four basic scale ratios; the horizontal scale, vertical 
scale, sediment size ratio, and the relative specific weight ratio. These 
relations, which are valid mainly for the breaker zone, were determined experi- 
mentally using a wide range of wave conditions and beach materials. To determine 
the validity of the experimentally derived model law, Noda modeled a prototype 
dimension beach profile in the laboratory and comparisons of test results showed 
good correlation. 

Using the scaling relations of Noda and the physical characteristics of 
the prototype sand at the perched beach site, a search was made of all readily 
available model beach materials, and possible model scales based on the charac- 
teristics of these materials were computed.  Preliminary model tests were 
conducted using polystyrene (specific weight = 1.05) but this material proved 
to be too light and serious operational problems were encountered.  Polystyrene 
was therefore abandoned and a quanity of crushed coal (specific weight = 1.30) 
was obtained. The model scales were computed as follows: 

Y = 1.00 = specific weight of water 

Y = 2.65 = specific weight of prototype sand 
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1.30 = specific weight of coal 

Y     -  Y ,       's       'w 
Y     =    
's           Y 'w 

= 2.65  - 
1 

•   1 

Y     "  Y 1.30  - •   1 

= 1.65 = apparent specific weight of 
prototype sand 

= 0.30 = apparent specific weight of 
'w       * coal 

Y1 

n. i = —r = . ',, = 0.182 = ratio of apparent specific weight 
Ys 

D  t    = 0.4 mm = median diameter of prototype sand 

model    ^.   ..  ,.   .. nn = pj  = ratio of median diameters 
proto 

A = horizontal  scale 

u -    vertical scale 

D  , -, = 0.55 mm = median diameter of available coal model 

0.5S  , _,c 
nD = M0 = 1-375 

0.55      1.46  n ,_. , 10„1.46 V = nDnY,    = 1.375 (.182)     ; v  = 0.0192 = 1/52 say 1/50 

X = u1-02 n t"
0-35 = C.0192)1'32 (.182)"0-35 = .0098 = 1/102 say 1/100 

Q  = . ., -••- = 2 = model distortion using coal 

To check the validity of the computed scales, equilibrium profile tests 
were conducted using coal as the beach material and the test results were 
compared with data from full scale tests run at the Coastal Engineering 
Research Center using natural sand as the beach material.  Since these data 
were generally in good agreement, the computed scales were considered adequate 
for the movable-bed tests. 

The two-dimensional inovable-bed model was constructed in a 2-ft wide, 
4.5 ft deep, 148-ft long wave flume. A flap-type wave generator capable 
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of generating waves with the required characteristics was positioned 
at the seaward end of the flume. Using coal as the beach material and 
the computed scales, average beach slopes were constructed between eleva- 
tions of +20 and -60 ft. 

SELECTION OF TEST CONDITIONS 

Still-water levels (swl) for wave action models are selected so that 
the various wave-induced phenomena that are dependent upon water depths are 
accurately reproduced in the model. These phenomena include the refraction 
of waves, the overtopping of structures by the waves, the reflection of 
wave energy, and the transmission of wave energy through porous structures. 
The primary purpose of the movable-bed model was to determine the amount 
of beach fill material which would be lost seaward over the toe structure. 
Since the waves would break further seaward for lesser depths probably causing 
greater losses of material, a model (swl) of 0.0 mean lower low water (mllw) 
representing a low water stage was selected for these tests. 

Measured wave data on which a comprehensive analysis of wave conditions 
could be based were unavailable for the Santa Monica Bay area. However, hindcast 
wave data were secured from deepwater stations 7 (National Marine Consultants) 
and A (Marine Advisers). The locations of these stations are shown in fig. 2. 
The data prepared by National Marine Consultants were computed in accordance 
with the theory of wave spectra and statistics as presented by Pierson, Neumann, 
and James. The data prepared by Marine Advisers were in accordance with 
Bretschneider's modification of the Sverdrup-Munk theory.  Data for stations 
7 and A were analyzed to establish the characteristics and estimated duration 
of deepwater sea and swell approaching the problem area from all directions 
clockwise from south to west. The deepwater wave data were then converted to 
shallow water data for use in the model by application of refraction and shoaling 
coefficients, and the results of this conversion are presented in table 1 for 
a depth of 60 ft.  Since waves were to be generated from one direction (that 
normal to the beach) table 1 shows the estimated duration and magnitude of 
shallow water waves approaching the problem area from all directions combined. 
The following test waves were selected as being representative of those approach- 
ing the study area: 

Selected Test Waves 
Period, sec Hei ght, ft 

7 S 
7.9 10 

10 3 
10 8 
10 14 
11.3 12 
16 4 
16 8 
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Figure 2 
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Table 1 

Estimated Duration and Magnitude of Shallow-Water Waves (60-ft depth) 
Approaching Santa Monica Bay from all Directions (South to West) 

Wave 

Height Duration , hr/yr, for the Various Wave Per iods (sec) at Station A 
(ft) 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 Total 

0-0.9 395 27 47 10 612 342 1433 

1-1.9 245 2 28 55 1387 982 100 29 11 2839 

2-2.9 132 1 1 27 583 492 204 30 18 1488 

3-3.9 159 3 91 151 118 10 2 534 

4-4.9 64 13 46 99 12 234 

5-5.9 22 22 

6-6.9 71 9 1 3 18 1 103 

7-7.9 20 9 29 

8-8.9 18 1 2 21 

9-9.9 1 1 2 

10-10.9 3 3 

11-11.9 2 2 

12-12.9 1 1 

TOTALS 640 355 162 82 104 2687 2016 549 85 31 6711 

Wave 

Height Duration , hr/yr, for the Various Wave Periods (sec) at Station 7 
(ft) 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18 + Total 

1-1.9 106 2 63 20 2 4 197 

2-2.9 202 115 196 103 56 31 10 2 715 

3-3.9 49 89 86 48 31 2 10 2 317 

4-4.9 100 52 22 22 22 218 

5-5.9 21 33 36 11 6 4 111 

6-6.9 20 33 28 81 

7-7.9 27 39 22 4 92 

8-8.9 26 14 9 49 

9-9.9 10 23 33 

10-10.9 2 6 2 10 

11-11.9 15 15 

12-12.9 8 8 

13-13.9 4 4 

TOTALS 357 347 526 338 168 84 26 4 1850 
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MODEL TESTS AND RESULTS 

The term "base test" as used herein denotes a test performed with 
existing prototype conditions installed in the model. Movable-bed tests 
were conducted for base test conditions and 8 variations in design elements 
of the proposed perched beach. Brief descriptions of the plans are given 
in the following subparagraphs. 

a. Plan 1 consisted of a 700-ft wide perched beach (measured 
from the toe structure centerline to the 0.0 mllw contour) 
with the submerged toe structure located at the -25 ft 
contour and a crown elevation of -15 ft. 

b. Plan 1A was the same as plan 1 with a 100-ft stone apron 
installed shoreward of the toe structure. 

c_. Plan 2 consisted of a 350-ft-wide perched beach with the 
submerged toe structure located at the -22-ft contour and 
a crown elevation of -10 ft. 

d. Plan 2A was the same as plan 2 with a 100-ft stone apron 
installed shoreward of the toe structure. 

e. Plan 3 consisted of an 1100-ft-wide perched beach with the 
— submerged toe structure located at the -28-ft contour and a 

crown elevation of -20 ft. 

f. Plan 5A was the same as plan 3 with a 100-ft stone apron 
— installed shoreward of the toe structure. 

g_. Plan 4 consisted of a 700-ft-wide perched beach with no toe 
structure. 

h-  Plan 4A consisted of an 1100-ft-wide perched beach with no 
toe structure. 

The movable-bed tests were conducted in the following mariner. The 
movable-bed material (coal) was installed in the flume to correspond to one 
of the test plans. The wave generator was then started and allowed to run 
continuously until the beach profile had reached an equilibrium condition. 
The length of time required to reach equilibrium varied from 3 hours (model 
time) for the smaller waves to as much as 13 hours (model time) for some of 
the larger waves. Profiles were measured at regular intervals (usually 
hourly) to determine the bed evolution. Since initial tests indicated that 
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considerable wave energy was reflected from some of the steeper profiles, 
a wave filter was installed in front of the flap-type wave generator to 
dampen re-reflected waves. 

The results of movable-bed tests with base test and plans 1 through 
4A installed are presented in fig. 3-9.  These data indicate that normal 
wave action on the perched beach caused no appreciable loss of beach fill, 
but for some of the larger storm waves, severe erosion of the perched beach 
occurred. 

Tests to determine the effect of a 100-ft stone apron installed shore- 
ward of the toe structure reveal that installation of such a structure in 
conjunction with a 700-ft perched beach (plan 1A) significantly reduced the 
amount of beach fill lost seaward.  When installed with a 350-ft perched 
beach (plan 2A) however, the stone apron had little or no effect on beach 
erosion.  When installed with an 1100-ft perched beach (plan 3A), the stone 
apron had a slight beneficial effect on reducing erosion, however, from a 
comparison of the data for base test, plan 3, and plan 3A, it appeared 
questionable whether the toe structure itself was beneficial in this loca- 
tion. Tests were therefore conducted with the toe structure removed (plan 
4A) and these test results, when compared with those of plans 3 and 3A, 
indicated that the toe structure would have little or no beneficial effect 
on reducing beach erosion when located 1100-ft seaward of the 0.0 contour. 
Tests with the toe structure removed for the 700-ft perched beach (plan 4) 
revealed that beach erosion increased significantly without the toe structure. 

From a comparison of all the data in fig. 3-9,  it appears that plan 1A 
(700-ft perched beach, toe structure crown elev of -15 ft, and 100-ft stone 
apron) offers the greatest degree of protection to the perched beach fill of 
any of the plans tested. 

While the overall test results using coal as a movable-bed material 
appear satisfactory, there are two inconsistencies which bear further dis- 
cussion. The first of these is the behavior of the coal in the area above 
the swl. As can be seen from fig. 3-9, the amount of shoreward erosion 
between the 0.0 and +20 contours is inconsistent for several of the plans 
tested (especially for the larger waves).  In addition, in some cases the 
profile at the shoreward limit of erosion is characterized by a vertical (or 
possibly undercut) bank as much as 20 ft high. This is probably due to a 
discrepancy in the moisture content of the coal above the water line as com- 
pared to the prototype sand (the coal appears to be more cohesive in this 
area).  This inconsistency should be kept in mind when examining the data in 
fig. 3-9 and a more accurate evaluation can probably be drawn by considering 
only that portion of the profile which is below the swl. The second inconsistency 
is the formation of a series of bars seaward of the toe structure for the 16 
second test waves (fig. 8 and 9). It was known, prior to the use of coal in 
the present study, that it had a tendency to form unrealistic ripples or waves 
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for higher velocity oscillatory flow (longer period, larger amplitude 
waves); however, the wave statistics at the Santa Monica location reveal 
a relatively mild wave climate, and since coal was available it was an 
expedient choice for the present study.  It was found that coal would be 
satisfactory except for the longer period waves which have a low frequency 
of occurrence. 

THREE-DIMENSIONAL MOVABLE-BED MODELS 

Prior to performing a three-dimensional movable-bed model investigation, 
additional wave-flume tests are needed using various materials with a speci- 
fic gravity range from 1.3 to 1.6 to aid in the selection of a suitable beach 
material. Another problem which must be analyzed during the two-dimensional 
tests is the size distribution of the model material.  If Noda's scale re- 
lations are accepted without modification, any appreciable size distribution 
in the prototype will be difficult to scale correctly in the model (at certain 
scales) due to the sensitivity of the calculated model scales to variations in 
particle size.  This means that one must either show that the size distribution 
is essentially a delta function or else the particle size distribution in the 
prototype has a negligible effect on the onshore-offshore transport as well as 
the littoral transport.  It is believed that the answer to the problems lies 
somewhere in between these two elements. That is, the scale relations should 
not be quite so sensitive to particle size and, hopefully for a specific loca- 
tion, the size distribution will not have a large effect on the erosion and 
accretion characteristics of the beach. 

It is well known that quantitative three-dimensional movable-bed model 
investigations are difficult to conduct and each area where such an investi- 
gation is contemplated must be carefully analyzed. The following computations 
and prototype data are considered essential for such investigations: 

a. A computation of the littoral transport based on the best available 
wave statistics. 

b. An analysis of the sand size distribution over the entire project 
area (offshore to a point well beyond the breaker zone). 

c. Simultaneous measurement of the following items over a period of 
erosion and accretion of the shoreline (this measurement period should be 
judiciously chosen to obtain the maximum probability of both erosion and accre- 
tion during as short a time span as possible): 

(1) Continuous measurements of the incident wave characteristics. 
This means enough sensors to obtain accurate estimates of the directional 
spectrum over the entire project area and a detailed analysis of these data. 
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(2) Bottom profiling of the entire project area using the shortest 
time intervals possible. 

(3) Nearly continuous measurements of both littoral and onshore- 
offshore transport of sand. This is especially important over the erosion- 
accretion period. A wave forecast service is essential to this effort in 
order to be prepared for full operation during the erosion period. 

Upon verification of the model based on the data acquired, one should 
then be prepared to evaluate the effectiveness of various project plans. 
A quantitative three-dimensional movable-bed model investigation of littoral 
transport is feasible and should be successful provided it is approached in 
the manner prescribed and provided adequate prototype data are acquired. 
Insofar as is known, prototype data to the extent described above have never 
been acquired; however, it is certainly within the state of the art to obtain 
such data. Admittedly the measurement of littoral and onshore-offshore trans- 
port will be most difficult, but it is felt that such measurements can be made 
with sufficient accuracy for model verification. It should be noted that the 
prototype data acquisition would include measurements of the size and intensity 
of rip currents in the prototype area and, if they persevere to any appreciable 
degree, measurements of the amount of material moved seaward in the rips would 
be obtained as a part of the overall data. 

CONCLUSIONS 

Based on the results of the two-dimensional hydraulic model studies, it 
is concluded that: 

a_. Normal wave action on the perched beach will cause no appreciable 
loss of beach fill. 

b. For the larger storm waves, severe erosion of the perched beach may 
be expected. 

c_. The installation of a 100-ft stone apron in conjunction with a 350-ft 
perched beach (plan 2A) will have little or no effect on reducing 
beach erosion. 

d. The installation of a 100-ft stone apron in conjunction with a 700-ft 
~  perched beach (plan 1A) will significantly reduce the amount of beach 

erosion. 

e. If the beach fill is extended as far as 1100 ft seaward of the 0.0 mllw 
contour, the toe structure itself will have little or no beneficial effect 
on reducing beach erosion. 



PERCHED BEACH 1215 

f. Of all plans tested, plan 1A (700-ft perched beach with -15-ft 
toe structure crown elev and 100-ft stone apron) appears to 
offer the greatest degree of protection against erosion of beach 
fill material. 

g_. Additional wave flume tests are needed in the specific gravity 
range from 1.3 to 1.6 prior to performing a three-dimensional 
movable-bed model investigation. 

h.  Provided adequate prototype data are available for use in model 
verification, a three-dimensional movable-bed model investigation 
of the perched beach is feasible and should result in a valid 
indication of the relative merits of various project designs. 
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CHAPTER 65 

SIMILARITY OF EQUILIBRIUM BEACH PROFILES 

1 2 3 M.J. Paul , J.W. Kamphuis , and A. Brebner 

ABSTRACT 

In the design of mobile bed coastal models it is inherently 
assumed that prototype beach processes may be modelled using lightweight 
sediment. At the Queen's University Coastal Engineering Research 
Laboratory, a long range project is currently in progress to determine 
scaling laws and scale effect for mobile bed coastal models. A large 
portion of this program is directly concerned with beach profiles 
and in this paper preliminary work is reported, in which a comparison 
is made between two dimensional laboratory beach profiles obtained 
from controlled "prototype", undistorted model and some distorted 
model tests. 

INTRODUCTION 

A recent publication by Nayak (1970) provides a bibliography of 

the work on beach profiles to date, and summarises the conclusions 

drawn by several investigators. Fundamental differences in 

definition and experimental conditions make it extremely difficult to 

compare the data accumulated, and in previous work very little attempt 

has been made to achieve model similarity for the physical processes 

of beach formation which is required before a valid comparison can be 

made with prototype data. 

This paper concerns itself with the derivation and use of 

reasonable scale laws for modelling equilibrium beaches. In practical 

cases, it is seldom possible to adhere strictly to all scale laws. 

This causes errors between the prototype and the model, which are a 

direct result of non-adherance to certain scale laws. These errors 
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Formerly Research Associate, Queen's University at Kingston. 

2. Associate Professor of Civil Engineering, 

3. Professor and Head of Civil Engineering, 
Coastal Engineering Research Laboratory, 
Queen's University at Kingston, Canada. 
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are called "scale effect" in this paper and some causes and types of 

scale effect are discussed. 

DIMENSIONAL ANALYSIS 

Two phase phenomena in the vicinity of a mobile bed may be 

expressed as a function of 

P, V, Ys> D, Ps. A, V* 

where p is the fluid density, v the kinematic viscosity of the 

fluid Ye the submerged unit weight of the sediment, D a general 

length parameter which specifies the overall particle geometry, p 

the sediment density, I   a general length parameter describing the 

fluid motion at the bed, and v* a typical shear velocity. For more 

detail see Yalin (1971) and Kamphuis (1972). 

For beach profiles formed by short waves l   may be replaced by 

the wave orbital amplitude at the bed, a, . The shear velocity v* 

is time varying and is characterised here by v* , the maximum shear 

velocity during the wave cycle. Particle geometry cannot be adequately 

described by a limited number of parameters, however, in order to draw 

attention to the most important ones, the general length parameter D 

is defined as 

D = f (D50, a§, a) 

where D• is the sediment median grain size, a. the standard 

deviation of its 4> size distribution, and a the natural angle of 

repose. The beach profile P , may now be expressed as 

P = f ( p, v, YS, D5Q, o$, a, ps, ab, v*, iQ, )     (1) 

where i  is the initial beach slope. Equation 1 may be rewritten in 

the dimensionless form 

, D50v*  pv* P  a. 

"P " $(J^- '^o'V-F'i-o)     (2) 

In determining practical model scale laws, it is desirable to 
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eliminate a. and v* since they vary with location and are almost 

impossible to measure. 

Equation 2 may be rewritten - Paul (1972) - as 

n 
D5oM) p9Ho ps D50 Ho d 

-    V      l     •  pi   9 3*9     Ctj 9  "l 9  1 9 "i P         v Y„DI-A 0   p L„ L„ L„ r ' s 50 w o o o 

u50 
nC (4) n,,     =    n    n, H               y 

o           's 

n 
ps 

n     =    1 
P 

(6) n         =    n. 
"50           Lo 

;    n 
z (8) n       =    n 

and the maximum shear velocity v* has effectively been replaced by 

^o • 

SCALE LAWS 

Since in practice it is necessary to use water in both model and 

prototype n = n = n =1, where n is the scale expressed as 

prototype value over model value. From Equation 3 the 

following scale laws may be derived 

, (5) 
J50 

(7) 

= ni  =1   (9) 
o 

Equations 4 and 5 yield conflicting values for nn  since 
50 4 is essentially derived from a Reynolds number while 

5 is derived from a Froude number (a type of Shields parameter). This 

familiar situation is discussed in detail in Kamphuis (1972). One 

case which has a simple solution occurs when the particle Reynolds 

number is large enough to ensure turbulent flow around the grains in 

both model and prototype. Then the influence of fluid viscosity is 

negligible and Equation 4 may be ignored. Equation 6 implies that 

lightweight sediments cannot be used, while Equation 7 indicates that 

particle sizes must be scaled down geometrically. The non-similarity 

of Equation 4 is then considered to cause scale effect. This type of 

model is very limited because Equation 7 quickly results in model 

particles in the silt and clay range, subject to suspension and electro- 

chemical charges. 

If the particle Reynolds number is not in the turbulent range, one 

expedient often used is to neglect similarity of p /p and D../L , i.e. 
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lightweight sediment is used (Fan and Le Mehaute, 1969; Yalin, 1971; 

Kamphuis 1972). Thus Equations 4, 5, 8 and 9 form a basis 

for the design of practical scale models using lightweight sediments 

while the non-similarity of p /p and D,-n/L  is considered to cause 

"scale effect". 

For a laboratory beach model, the only water depth d, over which 

control can be maintained is the limiting depth at the toe of the beach 

6j.    Thus of necessity Equation 8  has been restricted to n , = n . 

This equation and n. = 1, often are not satisfied when different 

laboratory tests are0compared. Since these scale laws may be important 

(Paul, 1972) it is difficult to make a valid comparison between different 

beach profiles reported in the literature. It is generally also difficult 

to exercise any real control over the variable a, and thus n f  1 
contributes to "scale effect". The requirement n  = 1 is a rough 

indication that the shape of the grain size distribution curves for the 

model and prototype sediment should be similar. This can be achieved 

by proper mixing of materials. 

EXPERIMENTAL INVESTIGATION 

In order to determine the validity of the scale laws derived 

and the scale effects introduced by non-similarity of the various 

dimensionless variables, several series of two dimensional equilibrium 

beach profiles were tested using both lightweight and natural beach 

materials. Coarse sand, coarse bakelite, fine sand, fine bakelite were 

used and the largest beach which reasonably could be constructed in the 

laboratory wave flume using coarse sand, was defined as the prototype. 

Waves of constant period, T, = 1.71 sec, were generated in a water depth 

dT = 0.68 m, corresponding to a fixed ratio d-p/L = 0.15. These waves 

impinged on an initial beach slope of 1:10, for sufficient time to form 

an equilibrium profile. Separate tests were undertaken at fixed values 

of deep water wave steepness H /L ranging from 0.016 to 0.040, the 

upper limit being controlled by wave stability in the flume. 

The test series, using coarse bakelite and fine sand were defined as 

models of the coarse sand prototype. The lightweight bakelite models 

followed the scale laws expressed by Equations 4, 5, 8 and 9, 

which agree with those proposed by Fan and Le Mehaute (1969) and Yalin 

(1971) for a distortion, N = 1; the fine sand models were based on the 
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assumption that the grain size Reynolds number was in the turbulent range 

and thus followed Equations 5 to 9 .    One additional series of 

tests was completed in which fine bakelite, modelled a fine sand prototype, 

just as the coarse bakelite modelled the coarse sand prototype. This 

was intended to provide an additional check on the validity of the scale 

laws proposed for the use of lightweight sediments. The variables involved 

are listed in Table 1, while the resulting values of the Reynolds numbers 

and Shields parameters for the various tests are listed in Table 2. 

All tests were carried out in a 50 m long x 1,20 m deep x 0,60 m 

wide wave flume at the Queen's University Coastal Engineering Research 

Laboratory. A flap type wave generator was used which could be adjusted 

to produce waves of any desired height compatible with the practical 

range of wave periods, 0.6 - 2.0 sees. Wave heights were measured 

immediately seaward of the toe of the beach slope, using a capacitance 

type proximity probe. They were recorded on chart paper, at the beginning 

and immediately before the completion of each test. An average wave 

height H,, allowing for wave reflection, was determined by moving the 

wave gauge, mounted on a level trolley system, along the flume centreline 

for a distance of at least one half a wave length at a speed of approx- 

imately 20 mm/sec. Since the waves were generated in shallow water 

(dT/L = 0.15) allowance was made for shoaling in the determination of a 

deep water wave height H from the measured wave height H-,. 

The sand beach profiles reached equilibrium within 24 hours, but 

were run for at least 36 hours, the bakelite beach profiles reached 

equilibrium within 6 hours, and were run for 12 hours. Each beach 

profile was measured with a blunt point gauge (10 mm dia tip) along 

the flume centreline. Ripples covered a portion of the beach profile 

following most tests. Where these were particularly prominent their 

heights and lengths were measured. Otherwise the profile recorded was an 

envelope of the ripple crests. The beach profile data were plotted in 

the dimensionless form x/L versus z/L , where x is the horizontal 

distance measured from an intersection between the initial profile and 

mean water level, and z is the vertical distance above mean water level. 

In Figures 1, 2 and 3, the different model beach profiles are 

compared with their corresponding prototype beach profiles. For both 

coarse and fine lightweight bakelite models (Figures 1 and 2) a 
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TABLE 1 

Comparison between variables for the different beach profile test series 

Variable Coarse Sand 
(Series 4) 

Coarse Bakelite 
(Series 7) 

Fine Sand 
(Series 5) 

Fine Bakeli 
(Series 6) 

te 

Ys  (kg/m3) 1710 600 1670 600 

D5Q (mm) 0.63 0.91 0.357 0.525 

dT (m) 0.68 0.34 0.38 0.19 

T1   (sec) 1.71 1.20 1.29 0.91 

L0  On) 4.54 2.26 2.57 1.28 

Av. water 
temp.   (°C) 

19.5 9.9 18.7 20.4 

2 v(cm /sec; 
stokes ) 

1020 1300 1040 1000 

Ps/P 2.71 1.60 2.67 1.60 

(D50/Lo)xl05 13.8 40.0 13.8 40.7 

VLo 0.15 0.15 0.15 0.15 

a$ 0.667 0.653 0.458 0.550 

a(in water) 33°20' 37°40' 32°50' 37°50' 

i 
0 

0.10 0.10 0.10 0.10 
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Z/. LOCATION OF 
0.05r      °   . BREAKING WAVE 

1.20 
•COARSE SAND PROTOTYPE 
COARSE BAKELITE MODEL 

FIGURE 1 :  DIMENSIONLESS COMPARISON BETWEEN PROFILES IN 
COARSE SAND AND COARSE BAKELITE 
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1.20 

FINE SAND PROTOTYPE 
FINE BAKELITE MODEL 

FIGURE 2 : DIMENSIONLESS COMPARISON BETWEEN BEACH PROFILES 
IN FINE SAND AND FINE BAKELITE. 
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/i_o      LOCATION OF 
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FIGURE 3 :  DIMENSIONLESS COMPARISON BETWEEN BEACH PROFILES 
IN COARSE AND FINE SAND 
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considerable difference was observed between the profiles. 

For all wave steepnesses (H /L ) greater than 0.025 the natural 

sand beaches formed a "storm" profile with an offshore bar whereas the 

bakelite beaches showed no evidence of an offshore bar even at a wave 

steepness H /L = 0.060. Nayak (1970) summarised several different 

criteria for the generation of offshore bars (Figure 4). Superimposed on 

Figure 4 is the range covered by the present test data. The range is 

limited and therefore no general conclusions can be drawn as to the 

validity of the previously published criteria. However, for those tests 

using natural sand, transition from a "summer" to a "winter" profile 

occurred at wave steepnesses slightly less than those predicted by Johnson 

(1949) and Iwagaki and Noda (1963). On the other hand, for lightweight 

bakelite, no "winter" profile was evident, even for the highest values of 

H./L tested. This data throws considerable suspicion on the validity 

of any generalized criterion, such as proposed by Nayak, for the generation 

of an offshore bar. Instead it would appear that a separate criterion 

must exist for each different material. Most probably the criterion is a 

function of the dimensionless variable p /p , as well as of the reflection 

off the beach. It was noted that longshore bars for the sand profiles 

occurred at the antinodes on the reflection envelope. The bakelite beaches 

were much more porous in nature, and exhibited substantially smaller 

reflection coefficients and no appreciable offshore bars. Ripples, 

however, were noted for both materials at wave steepnesses exceeding 0.025. 

From all profile comparisons it was evident that a greater proportion 

of the crushed bakelite, rather than the natural sand, had been transported 

shorewards. This resulted in the bakelite beach, shorewards of the wave 

breaking zone, being invariably higher than the corresponding natural 

sand beach, and the shoreline being further to sea-wards leaving the 

impression that the bakelite model beach was considerably steeper. 

Initially it was sought to explain this difference simply in terms of a 

"natural" distortion phenomenon. Different slope parameters similar to 

those postulated by Waters (1939) and Bagnold (1940) were used to 

characterise the beach slopes e within the wave breaking zone. These 

yielded estimates of beach slope scales n  varying from 0.64 - 1.55, the 

lower values being associated with higher values of wave steepness H /L . 
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The comparison between test results for coarse and fine sand 

(figure 3) indicated a closer similarity between model and prototype. 

Offshore bars formed at corresponding values of H /L , and ripples dominated 

the offshore topography in both profiles, for wave steepnesses 

0.025 -H  /L SO.030. In spite of this improved similarity significant 

differences still existed between comparable profiles, and therefore it 

was concluded that fluid viscosity affected the model results, i.e. the model 

design was not acceptable because equation 9 (i) was not satisfied. 

Another possible source of difference between the sand prototype and sand 

model could be the replacement of v* by /gH in the scaling process. This 

would of course also affect the bakelite models and will be discussed later. 

DISTORTED MODELS 

Figure 5 indicates that for tests at wave steepnesses H /L    = 0.020 

and 0.040 a change in the initial  beach slope i   , for a lightweight 

sediment model, is sufficient to alter the final beach profile significantly. 

Although the basic shape of the beach profile in the foreshore region, 

from beach crest to wave breaking zone, is not greatly altered, Figure 5 

shows that the position of the final shoreline, and the size of the fore- 

shore berm are very much a function of the initial slope. 

From Figures 1 and 2 it is apparent that an undistorted model beach, 

using lightweight bakelite invariably produced a profile in which the fore- 

shore region was more prominent and the shoreline further to seaward than 

the corresponding prototype profile. Combining these two observations 

would indicate that distortion of the initial prototype slope in a light- 

weight sediment model, will reduce the beach berm, cut back the shoreline, 

and produce closer similarity between the model and prototype, except for the 

fact that offshore bars are not formed in the model at H /L 5 0.025. o o 
For a wave steepness of 0.020, a matching of the profiles and a com- 

parison of the measured beach slope parameters indicate that if n. were 

1.2 to 1.6, the best similarity with respect to foreshore berm and shoreline 

would be obtained. From the earlier reference to n. , the beach slope scale, 

it may be seen that e is very dependent upon its definition and that n. 

does not differ a great deal from 1. It is often argued that a model 

should be distorted so that 

N = ne (10) 

where N is the model distortion. Since n has an average value of approx- 

imately 1 this would indicate all models should be undistorted. However, 
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-0.40     -0.20 

tJ.  H0/Lo = 0.040 

FIGURE 5 : DIMENSIONLESS COMPARISON BETWEEN PROFILES IN COARSE BAKELITE, FOR DIFFERENT 
INITIAL SLOPES, I . 
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FOR TESTS AT A WAVE STEEPNESS Ho/LQ = 0.020 
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undistorted models do not reproduce the foreshore and shoreline correctly. 

This can be achieved by distorting i , as mentioned above. Thus the reason 

for model distortion is not Equation 10, but the matching of the onshore 

zone and shoreline. 

Yalin (1971, p. 235-) derives another expression for distortion 

N = nz
h (11) 

which, yields a value of N = 1.42 for the lightweight bakelite model. 

To determine the validity of model distortion, tests were carried 

out with the same coarse bakelite sediment, a constant wave steepness 

H /L = 0.020, and N = 1.50 and 2.01. Increasing the distortion decreases 

the dimensionless variable p^ o , and thereby reduces the mobility of 
v D the sediment particles.   <s 50 

In Figure 6 a) the coarse bakelite beach profiles obtained for 

distortions N = 1.0, 1.50, and 2.01 are compared by plotting Nx/L 

against z/L . In Figure 6 b) it may be observed that the closest fit 

to the sand prototype data, in the foreshore region, was obtained for a 

distortion N = 1.50. In the offshore region beyond the wave breaking 

zone the fit between profiles still was not particularly good. 

SCALE EFFECT IN THE ONSHORE ZONE 

The equation of motion for a solid particle moving through a fluid 

shows that the particle trajectory is dependent on the particle specific 

gravity p /p . Only for a situation where the solid particle acceleration 

dlls/dt +0, does the particle motion become independent of Ps/p. For the 

undistorted lightweight sediment models investigated the trajectory of a 

model bakelite particle will be proportionally higher and longer than for a 

corresponding prototype sand particle. This difference in particle 

trajectory, caused by non-similarity of p /p , is a possible explanation 

for the observed difference between model and prototype equilibrium 

beach profiles, particularly in the portions of the bed where high fluid 

accelerations are present such as the foreshore and wave breaking zones. 

It seems reasonable to attribute non-similarity of the beach profile 

in this region primarily to non-similarity of p /p . 

SCALE EFFECT IN THE OFFSHORE ZONE 

In the comparison between beach profiles it is apparent that, 

beyond the breaking zone, the bakelite model sediment was moved at a 

proportionally greater depth than the sand prototype sediment. This is 
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particularly obvious for the "summer" profiles formed by low steepness 

waves - Figures 1 (b) and 2 (a). This "scale effect" may be explained 

in terms of non-similarity of a./D• and this hypothesis was examined in 

some detail. Exaggerated model scour may be predicted by using the 

concepts developed by Riedel et al (1972). Figure 4 of their paper 

reproduces the experimentally determined relationship between wave 
~ ~ 2 

friction factor, f = 2(v*/U,) , the maximum amplitude Reynolds Number 

for sinusoidal motion RE = U.a./v, and a,/k the relative roughness. 

Here U, is the maximum wave orbital velocity near the bed, and k  is 

the equivalent sand grain roughness. 

If k  is assumed equal to D• the relative roughness becomes 

a./D,-n. Using small amplitude wave theory, it is possible to calculate 

values of a,/Dcr, and U,a./v for equivalent locations in the model and 
b 50    b b 

prototype, and determine corresponding values of f . For the test 
w 

illustrated in Figure 1 b) where H /L = 0.020, and d/L = 0.058 at the 

point of scour in the prototype.^ 
fw     = 2 (v*/Ub)

2     = 0.025 (12) 
proto. proto. 

If the model scour depth were the same, i.e. (d/L )     = 0.058 
model 

f     = 2(v*/Ub)
2     = 0.057 (13) 

model model 

and f     > f      for similar scour depths. More specifically 
wmodel    wproto. 

X 
X   • 13 <14' 

for the particular depth d/L = 0.058 and the wave conditions considered. 

Equation 14 demonstrates that 

XK X " x2 (15) 
* b o 

which is in conflict with the initial model  design assumption that 

v*°°/gH .    Since H /L    and D^„/gH /v are modelled correctly and d/L    is 

constant in this particular example the inequality expressed in 

Equation 15 must be a direct result of non-similarity in D5Q/L0-    Tne 

shear velocity and bottom shear stress for the model are exaggerated 

and additional  scour will occur in the model.    This is as observed, and 

the result is a deeper scour hole. 
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Kamphuis (1972) recognises that, for mobile bed short wave 

models, non-similarity of the variables p /p and Sk/Dcn cause 

"scale effect". For a plain granular bed roughness distortion is 

simply equal to the particle size distortion and the following scale 

laws may be postulated - (Kamphuis (1972a, Eq. (31)): 

nD  = n2-
5'16 ; ny  = n^15 ; nr - n5'8    (16) 

D50    Z        Ys    z        T 

If these are used for model tests instead of Equations 4.and 5, then 

for the same model material   (nn     = 1//2), n   would be equal to 3 
50 instead of 2 and n    = 2.    With nr:      now equal  to /3, Equation 14 

would become 

nv* =    \    /    1-2    =    n/2/    1.2 (17) 
* D 0 

Thus modelling v*a vgH. would now give closer similarity between 

model and prototype in the offshore zone. In addition, the 

distortion is entered as a function of the fit of model and prototype 

profiles only, therefore the tests performed using Equations 16 may 

be representative of any distortion. Tests are in progress to assess 

the validity of Equations 16 and similar equations for rippled beds. 

CONCLUSIONS 

Two dimensional equilibrium beach tests, based on the scale laws 

developed in this paper, indicate that it is impossible to achieve 

exact similarity between a sand prototype beach profile and its 

lightweight sediment model. Closer correspondence between the 

profiles exists when exact geometric similarity is maintained, and 

sand is used in the model. For normal prototype sand beaches, 

however, where D• < 1.0 mm, there is a severe limitation on the 

permissible scale reduction if these beaches are to be modelled using 

natural materials, because clay size model sediments must be avoided. 

This scale limitation renders these scale laws largely impractical. 

Practical circumstances require that water is used for the model, as 

well as the prototype. This invariably introduces "scale effect" 
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which is attributable to non-similarity of some of the dimensionless 

quantities since not all can be satisfied simultaneously. 

For beach profile models using lightweight sediment in particular, 

it may be concluded that: 

1. Non-similarity of the dimensionless variable p /p in a 

mobile bed short wave model causes non-similarity of the 

equilibrium beach profile. This scale effect is more 

pronounced in the foreshore and wave breaking zones where 

the influence of fluid accelerations is greatest. 

2. For "summer" beach profiles, formed by low steepness waves 

(H /L < 0.025), the above scale effect may be reduced by 

introducing a distortion N into the model design. This 

distortion is not equal to n ~  since n_ = 1. The 

distortion results from a desire to match the shoreline and 

foreshore in model and prototype. 

3. For "winter" or "storm" beach profiles which are formed by 

high steepness waves (H./L > 0.025) and exhibit substantial 

offshore bars, similarity of the beach profile cannot be 

achieved using lightweight sediments since the model 

profiles do not exhibit any bar structure. A generalised 

criterion for bar formation for all materials appears to be 

impossible to derive because of differences in specific 

gravity, porosity and angularity of the particles of the 

various materials. 

4. For the offshore region, beyond the wave breaking zone, 

mainly non-similarity of the dimensionless variable a^/Dcn 

causes exaggeration of the scour depths in the model. 

5. For "summer" beach profiles, this "scale effect" will be 

reduced by revisi 

on the basis that 

reduced by revising the initial assumption that v*"^ gH , 

=  f (  — 
/gH0       

50 
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This leads to an increase in the vertical scale n , with 
z 

respect to the scales n  and nn  , thereby decreasing 

both the mobility of the  model    sediment particles 

and the depth of scour. The scale laws recently proposed 

by Kamphuis (1972a) warrant investigation. 

6. If the model beach particles have an angle of repose that is 

radically different from the prototype material, then this 

difference will significantly affect similarity of the 

model beach profile. 

7. Natural sand beaches absorb less wave energy than those 

formed by lightweight bakelite. The resulting larger 

reflected wave may have a significant influence on the 

equilibrium beach profile and the formation of bars. 

8. If similarity of the bottom profile is required then large 

distortions, permissible for rigid bed models, are not 

valid for mobile bed models of the coastal regime, because 

distortion is limited by the maximum angle of repose of the 

model beach material. 
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CHAPTER 66 

EQUILIBRIUM CONDITIONS IN BEACH WAVE INTERACTION 

Dr. H. Raman, and John J. Barattupuzha 
Hydraulic Engineering Laboratory 
Indian Institute of Technology 

Madras, India 

ABSTRACT 

Laboratory studies were conducted in an attempt to find 
out a relationship between beach and wave characteristics 
when equilibrium conditions are reached in beach wave inter- 
action for the simple case of regular waves acting normal to 
the beach. Experimental results indicate the existence of 
stable points on beach profiles where the coordinates of the 
profile do not change with time when waves of constant 
characteristics act on the beach. Erperical relationship 
between the wave and beach properties are proposed. A new 
criterion for classification of beach profiles is indicated. 

INTRODUCTION 

In beach-wave interaction and the resultant process of 
mutual modification there is a tendency to attain equilibrium 
conditions under which beach and wave no longer cause any 
further change on each other. In nature however, the ever- 
changing meteorological factors which cause rapid changes in 
waves, tides and currents seldom permit this interaction to 
reach equilibrium conditions. Nevertheless* certain dominant 
tendencies in the wave pattern may persist over a season or 
part of a season thereby enabling us to delineate a few 
significant characteristics of waves to work out their 
influence on beach modification problems. This in turn 
offers us an opportunity for a meaningful determination of 
beach response to wave action, provided necessary numerical 
relationships are available for this purpose. Accurate 
formulae for determination of the nature and extent of changes 
on beach profiles for given wave conditions, though of great 
importance in a large number of shore problems, are not avail- 
able at present. It appears that the evolution of theoretical 
relationships, which can be used on practical problems with a 
reasonable degree of accuracy, may have to wait till better 
tools are available to deal with problems of sediment trans- 
port in an unstable and oscillating wave velocity field. This 
is discussed in detail by Silvester (1,2). Baperical relation- 
ship can however be derived for certain conditions ot profile 
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changes. la this paper an attempt la made to derive 
emperical relationships for the determination of the type 
and quantum of beach profile changes in the simple case 
of regular waves acting on a beach of uniform initial 
slope aligned normal to wave action. 

STABLB POINTS OH BBACH PROFILES 

Available experimental and field data on beach profiles 
indicate that usually there is a stable point on beach 
profiles near the breaker sons which does not undergo any 
considerable change during the process of profile modifica- 
tion due to incident waves of essentially constant charac- 
teristics. In the case of storm profiles a second stable 
point may exist in the offshore zone depending on the steep- 
ness of the incident waves (See ?ig.1). The stable point 
(or the second stable point in case two stable points exist) 
acts as a fulcrum about which the waves try to keep the 
material distribution in balance - erosion onshore and de- 
position offshore - within the active sone of the profile. 
Tor normal profiles the stable point does not exist in the 
strict sense, but there is one point on the modified profile 
which seem to serve the same function as above (See Fig.2). 
In this case there is erosion offshore and deposition on- 
shore. 

Heutral points on beach profiles where, material of a 
given size will be in oscillating equilibrium, with no net 
movement, have been discussed in a few previous works. 
Cornaglla (1898) was perhaps the first to make this obser- 
vation^). Inman*s(4; observations on sediment sorting and 
studies of Miller and Zeigler (5) showed that there are 
zones of oscillating equilibrium for each sediment size for 
the given wave conditions. Bagleson et al (6) in their 
theoretical analysis of the problem of sediment transport 
on sloping beaches under waves equated the forces acting on 
a bed pactiefeand arrived at a criterion for oscillatory 
equilibrium. Wells (?) defined a neutral point on the beach 
profile such that the skewness of the probability distribu- 
tion of horizontal water velocity of second order gravity 
waves will be zero at the point. 

Che neutral positions of particle motion described by 
these authors Indicate that particles of the same size will 
move in opposite directions when placed on either side of 
the neutral point. (A sediment particle on the seaward side 
will move seaward while one on the shoreward side will move 
shoreward of the neutral point for the same sediment size). 
The stable points mentioned In this paper are those which 
act as a fulcrum about which the profile swings while 
material is moved from one side of the point to the other. 
The net sediment motion is unidirectional, either towards 
shore or away from it, for appreciable distances on either 
side of the stable point, A directional variation is expected 
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only due to changes la Telocity field imposed toy reflec- 
tion or due to changes in material sice* The influence 
of the former is comparatively small and can he easily 
identified by the formation of nearly stationary humps 
and hollows on the bed whose spacing will he closely 
related to the wave length. This is easily understood 
from the profiles shown in figures 3 to 8 and from the 
profiles given in the references cited. 

Pig.3 shows the stable point on a set of natural 
beach profiles taken at a shore which is in equilibrium. 
Pig.14.22 of Bef (8) shows 12 sets of profiles on an 
actual beach. Bach set contains 5 profiles taken during 
the course of two to three months at a single station. It 
is seen that in most cases the profiles remain stationary 
at a depth of 5 ft. (1.52 m). 

Figures 4 to 7 show the stable points on experimental 
beach profiles of the storm type and Figure 8 shows the 
modified version of the stable point on a normal beach. In 
the experimental beach profile shown in Pig.14 of Ref(7) 
the stable point is visible at 1?.5 en depth. At this point 
there is no change for the original profile irrespective 
of the time of propagation of waves, although adjacent 
areas are getting altered with time of wave action. 

EXPERIMENTAL SET-UP AND PROCEDURE 

The experiments were conducted in a wave flume 31 » 
long 90 cm wide and 90 cm deep. The plunger type wave 
maker powered by a variable speed motor is fixed at one 
end for wave generation. At the other end of the flume, 
model beaches are laid to uniform initial slope using sand 
of required size. All tests in the present series were 
done under a constant water depth of 35 cm at the toe of 
the beach. 

Waves of constant characteristics were generated and 
allowed to work on the beach till the profile showed no 
significant change in time. In order to locate the stable 
points and to find out the pattern of modifying process 
the beach profile was measured at 5 to 10 hour intervals. 
Normally it took 40 to 50 hours for the profile to reach 
equilibrium conditions. Wave characteristics were measured 
by resistance type wave gauges and a recorder unit. 

EXPERIMENTAL RESULTS AND DISCUSSION 

Even though experiments were done with sand of different 
sizes and coal powder and with different initial slopes, the 
results of tests on 0.3 am sand alone is reported in this 
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paper* Other profiles also show the same pattern. But 
detailed analysis with respect to stable point is done 
only for 0.3 ma sand for different wave conditions and 
initial slopes and hence this is discussed in detail. 

typical storm type profiles for slopes 1/8, 1/10, 
1/12 and 1/15 are shown in Figures 4,5,6 and ? indicat- 
ing the progressive development of profiles towards 
equilibrium. Similarly Fig.8 shows the development of a 
normal type profile on a 1/10 slope. 

TYPES OF PS0F1LB CHARGES 

It is found that mainly there are three types of 
profile changes: 

(1) Storm type profiles with erosion on the shore 
and deposition in deeperwa&ers.Srosion takes place shore- 
ward of the second stable point when it exists or shore- 
ward of the first stable point when the second one is 
absent. Long shore bar is present. 

(ii) Normal profiles with deposition taking place on 
the shore from the material dug out by waves from offshore 
of the breaker by waves. Longshore bar is absent. 

(iii) Storm type profile with longshore bar, but 
deposition takes place on the shore. Shoreward of the 
second stable point erosion takes place and seaward of it 
deposition is seen. 

The last mentioned of these is an interesting phenomenon 
in that it is customary to think of storm profiles as 
indicative of shore erosion. Examination of this type 
of profiles show that onshore transport in storm profiles 
takes place when the distance between the two stable points 
is more than one local wave length . It appears that in 
such a case more than one set of mass transport circulation 
cells will be formed with possibility of a reversal in the 
direction of transport. It may be recalled that Longuet- 
Higgins (9) showed that mass transport circulation cells 
may be formed in pairs at spacings equal to half wave 
length for standing waves. In the present case there is 
reflection from the beach and hence there will be a partial 
standing wave, this incidentally explains why flat beaches 
usually show accretion on the shore while steep beaches 
erode for the same wave and bed material characteristics. 
It is interesting to note that the second stable point being 
the offshore limit of erosion of the original beach profile, 
its location is controlled by the local wave characteristics, 
which is primarily dependent on the depth below still water 
level, and bed material characteristics. The first stable 
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point is * product of the breaker at the longshore bar 
and hence is controlled by the elope of the beach also, 
therefore the distance between these points is a func- 
tion of the slope also. As the slope becomes flatter, 
the distance increases, increasing the possibility of 
creating more than one mass transport circulation cell. 
This helps in reversing the direction of transport at 
some point between the offshore bar and the second stable 
point, thereby permitting deposition on the shore. 

SISNIFICAirCB OF STABLE POIKTS 

A stable point can exist only on a beach which is 
in equilibrium - ie. a beach with a shore line which may 
oscillate between certain shoreward and seaward positions 
due to seasonal ohanges in waves while maintaining its 
mean position without significant change when considered 
over a period of one or two decades. This means that 
there should not be a net loss or gain of material to the 
beach in its active zone either due to onshore-offshore 
transport or longshore transport mechanism. The presence 
of a stable point on a beach profile can be taken as an 
indication that the beach is in equilibrium. 

She presence of stable points on natural beaches 
Fig.3 and Hef.(8) indicate that small changes in wave 
characteristics as may occur within a season for short 
periods do not annihilate the stable point or the 
corresponding alongshore stable zone. 

BQ0ILIBBIUM PBOBTLB ATO STABLE POINTS 

If the local wave steepness B/L» where H is the local 
wave height and L the local wave length calculated from 
the linear theory with Rayleigh's assumptions, is plotted 
against the ratio of x/h for a straight uniformly sloping 
beach, a straight line graph will be obtained for h/Lo 
ratios less than nearly 0.15. Here x is the horizontal 
distance from a suitable origin to be chosen on the still 
water line (SWX) to any desired point on the bed profile 
and h is the depth of that point below SWL. (See Fig.1 for 
definition). The slope of this line is controlled by the 
location of the origin on the still waterline as can be 
seen from I4g.9. Fig.9 gives plots of H/L Vs x/h for the 
case of uniform beach slope of 1/10 when a wave of deep 
water wave height, Ho • 11.28 cm and wave period, T • 1 sec 
acts on the beach for different locations of origins. The 
straight vertical line is for origin at the intersection 
of the SWL with beach slope. This is the point of zero 
chainage also. The plot becomes flatter and flatter as 
the origin is shifted further and further offshore. 
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Available experimental results indicate that a plot 
of H/L Vs x/h prepared for the final equilibrium profile, 
even though not falling strictly into a straight line, 
can be approximated to one for portions of profile off- 
shore of the longshore bar* The dashed line in Fig.9 is 
the line of best fit drawn in this fashion for the final 
profile resulting from the action of the above wave on 
the 1 on 10 initial beach slope. In this case the projec- 
tion of the 1st stable point on SWI< at ch.104 cm is taken 
as the origin. This line will then correspond to a 
straight line which represents the mean profile in the 
offshore part. 

Fig.10 gives plots of H/L Vs x/a for the final 
equilibrium profiles resulting from waves of different 
characteristics acting on the 1 on 10 initial beach slope. 
In all cases the origin is ohosen as the first stable point. 
The lines marked 1 to 4 represent storm type profiles and 
5 and 6 represent normal profiles. It will be noted that 
the lines for the same type of profile, either storm or 
normal are nearly parallel to each other. Also the dist- 
ances between these lines along the ordinate are nearly 
equal to the differences in deepwater wave steepness in 
the case of profiles of the same type. This perhaps, 
indicates the possibility of obtaining the mean profile 
resulting from any incident wave if H/L Vs x/h relation- 
ship for one wave condition is known for the same initial 
beach slope. 

LOCATIOH Of STABLE POIHTS 

Prom the available experimental results concerning 
an initially uniform slope of 1/10 with material having a 
median dia of 0.3 mm it is found that the depth at the 
first stable point is a function of Ho and X for the given 
slope. The depth at the stable point is found to increase 
linearly with the nondimensional parameter (Ho g T)/jJ 
where g is the acceleration due to gravity and JJ  is the 
kinematic viscosity of water. Shis is shown in Pig.11. 

The second stable point, when it exists, corresponds 
to the point of intersection of the plots H/L Vs x/h. for 
the initial and final profiles calculated with the origin 
at the first stable point for both cases. Pig.12 shows 
H/L Vs x/h relationships for initial and final conditions, 
for the four profiles shown in figures 4 to 7* These four 
profiles have four different initial slopes. The wave 
characteristics are given in the drawing. It can be easily 
seen that the intersection of the initial and final plots 
of H/L Vs x/h represents the second stable point. 



EQUILIBRIUM CONDITIONS 1243 

CLASSIFICATION OF BEACH PH0KLB8 

A new criterion for Johnson*s(11) classification of 
beach profiles as 'atom and normal* is briefly examined. 
If the formation of a normal profile la examined it will 
be seen that transport of material is onshore everywhere 
along the profile. This would suggest that the fluid 
particle movement at bottom, at least predominantly if 
not always is towards shore. A type of wave which satis- 
fies this condition is the solitary wave which in its 
ideal case has only forward movement everywhere) across 
its depth. In shoaling water it is possible that wave 
condition may approximate to solitary wave. If the point 
of threshold movement of bed material is onshore of the 
point at which the wave becomes nearly solitary, only 
onshore movement of sediments can take place. 

Taking Bagnold's (10) criterion T - lirv! to 

find the depth h at which a progressive wave may be 
approximated to a solitary wave for a given period T 
and finding the depth a. at which threshold movement 
starts by equating the maximum instantaneous horizontal 
velocity from linear theory to the threshold velocity for 
material movement as given in Hef.(11), the criterion for 
classification of profiles can be written as: 

—= !» 1   normal profile 
*1 

h. 
—-  «£ 1   storm profile 
''T 

Here, the quantity ah is given as a function of the 
ratio of amplitude n to depth below SWL, h by Bagnold (10) 
for easy extraction of the same for calculation purposes. 
Available experimental and field data generally confirm 
the validity of this test. A detailed description of the 
same is not attempted in this paper. 

CONCLUSIONS 

Available experimental and field data Indicate the 
existence of stable points on beach profiles of equilibrium 
beaches. On a normal beach two stable points may be present, 
one near the breaker sons and one at the offshore limit of 
erosion of original profile seaward of the longshore bar. 

The variation of the local wave steepness H/L with the 
ratio of coordinates x/n with the projection of stable point 
on SWL as the origin is nearly linear for the final equilibrium 
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profile. For the same initial slope and material charac- 
teristics, different wave characteristics give nearly 
parallel plots of H/L Vs x/ht the distance between these 
lines along the H/L axis being equal to the deepwater 
wave steepness* This indicates the possibility of get- 
ting the mean final equilibrium profile if the depth at 
the first stable point for the profile is known along 
with one plot of H/L Vs x/h for the same initial slope 
and bed material and any other wave characteristics. 

Experimente on a 1/10 initial beach slope using 
0.3 mm dia sand show that the depth at the stable point 
is proportional to the dimensionless parameter (Ho g T)/JJ 

She second stable point can be fixed if the first 
one is determined and the plot of H/L Vs x/h plot can be 
drawn as already described. 
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-ORIGIN  OF CO-ORDINATES 

X 

NOTE: 
<D,® INDICATE  SUCCESSIVE 

STAGES IN PROFILE  MODIFICATION STABLE POINTS 

FIG.1.. PROFILE MODIFICATION FOR   STORM 
BEACH   PROFILE 

STABLE   POINT ON 
MODIFIED PROFILE 

FI6.2..PR0FILE   MODIFICATION FOR NORMAL 
BEACH  PROFILE 
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CHAPTER 67 

HAWAIIAN BEACHES 

BY 

Frans  Gerritsen 
Chairman and Professor of Ocean Engineering 

University of Hawaii 
Honolulu, Hawaii 

ABSTRACT 

Hawaii's beaches  are  of  great economical and. social value; 
they serve  a variety  of purposes   and  are valuable both  to 
residents  and tourists   alike.     Like in many  other parts  of the 
world,  many of Hawaii's beaches   are in a state of erosion and 
measures  of improvement must be designed to  cope with this 
problem.     Although in the past several studies have been under- 
taken to evaluate Hawaii's beach systems  and to analyze possible 
measures  of improvement,   this  study  aims  at  an in-depth  analysis 
of the physical  factors  at work in the  coastal zone.     A thorough 
understanding of  these processes,  it is   felt,  is  indispensable 
for the  application of sound and economic measures  in stabilizing 
and maintaining Hawaii's beaches.     This paper describes  some 
preliminary  results   of  field  studies   conducted  in Waikiki Beach. 
The  latter beach was chosen because of the pressing need for 
improvements  and because  of its   convenient   location.     In order to 
project  this  study against the proper background,  a short  review 
of the general characteristics  of Hawaiian beaches  precedes  the 
results   of the Waikiki Beach study. 

INTRODUCTION 

The study  of beaches in Hawaii is  not new.     For many years  the value  of 
these beaches has been recognized and several studies have been undertaken to 
define  their general characteristics   or  to specify measures   of  improvement. 

A prime source  of information on Hawaiian beach systems  is   the valuable 
work by Moberly   and  Chamberlain for  the State of Hawaii   (ref.   1).     A treatise 
on Hawaiian beaches  can also be  found  in the work  of Shepard  and Wanless, 
"Our Changing Coastlines"   (ref.   2). 

For  an evaluation of  proposed measurements   of improvement of several 
Hawaiian beaches,   technical reports by the U.S.   Army Engineers, Honolulu 
District,   give background data for  those projects.    Previous studies  of 
Waikiki Beach  are documented in House Document No.   104,   89th  Congress,   1st 
Session,   1965   (ref.3). 

1257 
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What  is   then the need of and use  for additional studies   of Hawaiian 
beaches?    As   far  as  improvements   of Hawaiian beaches  are  concerned,   three 
important  factors put serious  restraints  on what  can and what cannot be 
done: 

— Adverse effects   to surfing should be  avoided,   or  at   least 
severely  reduced; 

— Suitable sand  for artificial nourishment is very scarce; 
most of it has  to be trucked in or transported from the 
other islands; 

— Adverse effects  of artificial nourishment on reef life 
cannot be tolerated. 

The  restraints  mentioned above severely limit engineering solutions   for 
the  areas  that need improvement.     In  light  of recent emphasis  on environmental 
protection,   those   restraints have  to be  considered very seriously so  that more 
advanced and sophisticated measures have  to be  considered in future planning. 
This   in turn  requires   a greater and more  fundamental knowledge of the processes 
at work in  the   coastal  zone.     To provide  the  information that  is needed  for the 
above mentioned  approach,   the present beach studies   at  the University  of Hawaii 
are being undertaken as part of its  Sea Grant program.     In order to  allow a more 
in-depth  analysis,   a limited number of beach sites have been selected.     These 
sites  include Waikiki Beach,  Waimanalo Beach  and Haleiwa Beach on the  Island  of 
Oahu  and Kaimu Beach,   the black sand beach mentioned before,   on the Island  of 
Hawaii.     The different beaches   on Oahu are with  different wave exposures;   the 
beach  at Haleiwa forms  part  of  a hydraulic model study  for Haleiwa Harbor 
conducted  for the State of Hawaii. 

CHARACTERISTICS  OF HAWAIIAN BEACHES 

Along most mainland beaches  the  littoral drift,  parallel to  the shoreline, 
plays   a dominant  role in the nourishment and preservation of beaches.     In most 
Hawaiian beach systems  the main transport of beach sand takes place in littoral 
cells,   in which the transport perpendicular to  the shoreline plays  an essential 
role. 

Many beaches   are characterized by  offshore reefs, which serve  as   a protec- 
tion  of the coastline  against  the attack of high waves  and tsunamis.     At  the 
same  time the  reefs  serve as an important  source  of   (calcareous)  beach sand. 
Chave,   Smith  and Roy   (as   reported  in ref.   4)   estimate  that the gross  production 
of  calcium carbonate by   reef communities   averages between 100 and 500  tons  per 
acre  per year.     This  production is  used   for  the building and maintenance of both 
the reef and  the nearby beaches. 

In many beach   areas  sand  channels  may be  observed  through  the  reef flats; 
these   channels  may serve as  supply   channels   to nourish  the beaches  or  they may 
act as  rip-channels,   carrying water and sand in offshore direction into deep 
water where extensive sand deposits may be   formed.     Usually  these deposits   of 
sediments   consist  of material finer than the beach sand  (ref.   1). 
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Because of their  important  function in protecting Hawaii's  shoreline, 
the preservation  of Hawaiian reefs  is  a matter of great  concern.     Although 
not  all damages   to  reefs   are man-made,   the interference  of man with  the 
natural environment  is   a major cause  for  this  development. 

The continental shelf in Hawaii is very  narrow,   almost  non-existent. 
In most  areas  deep water is   close  to the shoreline.     Where the protective 
reef does not  exist,  wave  attack  to the  shoreline  is very severe.     An example 
of  such heavy wave attack was  experienced during the  first  few days   of 
December  1969,  when a s'evere North Pacific swell hit  the north shore of Oahu 
causing severe damage to  coastal  lands   and property. 

Sources  of Beach  Sand 

Sand from the Hawaiian beaches  come from different sources.     The most 
important  are: 

coastal streams  and rivers 
coastal erosion  (e.g. weathering of beach  rqck) 
destruction of reef by wave action 

— from organic matter by biochemical  action 
— volcanic  action 

In Hawaii  the unique situation exists  that geologic activity in the  form 
of volcanic action is  still  a source  of both  land  formation and production of 
beach sand.     This   activity  is   concentrated  on the  Island  of Hawaii where active 
volcanoes  sometimes  pour  lava into  the  ocean, which  is   a source  for  the black 
sand beaches. 

Apart  from the   latter,  most   other beaches   on the  islands   are of  composite 
nature;   the beach sand  is  composed  of  two general   types   of  sand mixed together 
in proportions  that vary  from place to place;  the  light  colored calcareous  grains 
and the darker colored silicate  grains  of volcanic origin  (ref.   1).     The  calcar- 
eous  sands  are mostly  composed  of  the  remains   of organisms   that  lived  in  the sea. 
Foraminifera predominate in most beaches  and  appear  to be useful  as natural 
tracers   in   the  study  of   the beach   processes.     By  staining  the   foraminifera with 
Rose Bengal dye  it  can be determined whether  or not  they have  living protoplasm. 
Coral  fragments usually  constitute only  a minor portion of  the calcareous beach 
sands.     Quartz  is  absent   from most Hawaiian beaches;   it   is   found in a  few  areas 
only.    Most  island beaches have sand  of medium grain-size   (0.2  - 0.6 mm).     The 
windward beaches have usually  a smaller grain-size than the leeward beaches. 
Courser sand is  also formed on the exposed north and west  coasts. 

The Hawaiian Wave Climate 

The natural  characteristics   and behavior of various Hawaiian beaches  is 
closely  associated with wave  climate  and exposure.     The  following general types 
of wave  conditions   can be   recognized: 

!•     Northeast trade waves -generated by the northeasterly  tradewinds 
that prevail  75-80  percent  of  the year. 
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2. Southern swell - generated by storms  in the southern hemisphere. 
These waves have travelled over long distances,  are usually  of long  (14-22 
sec)  period and low  (1-4  ft)  height.     Time of occurrence is   from April 
through October. 

3. Kona storms - generated by local storms  of extra tropical nature. 
They usually  occur during the winter months. 

4. North Pacific swell - generated by  low pressure areas   on the North 
Pacific and arriving at  the Hawaiian Islands   as  swell.     These waves   create 
unique surfing conditions  on the north  and northwest  coasts   and are sometimes 
of destructive nature. 

5. Hurricane waves -  generated by tropical storms  that  travel in the 
vicinity of the  Islands. 

Whereas   the wave  conditions mentioned under 1-5  occur regularly  in the 
Hawaiian waters,  hurricane waves   occur only with  a low  frequency. 

Although of  less  serious nature than on the U.S.   mainland,  hurricanes 
do  occur and their effect should be  taken into consideration,   in particular 
when the design of coastal structures  is   concerned.     In  the latter case 
hurricane waves may very well produce  the most   critical design  conditions. 

A special  cause of change and of destruction in Hawaii  are tsunamis. 
Examples  of  destruction are the heavy damages in Hilo on the Big Island during 
the  1946  and  1960  tsunamis.     Under certain  conditions  the  tsunami wave assumes 
the characteristics   of a bore;   the  latter type  is particularly destructive. 

Differences  in wave exposure    cause beaches  on opposite sides  of the 
Islands  to have  different   characteristics.     On the windward side of the 
Island  of Oahu,   for example,   a  fringing  reef is  present  along most of  the 
shoreline.     After breaking  and regeneration waves   arrive  at  the beach with 
reduced height and period.     The beach  at Waimanalo along the southeast side 
of the island is   an example  of this   type  of beach.     It is  one of  the most 
beautiful beaches  on the  islands   (fig.   1). 

Waikiki Beach  (fig.  2)  is on the leeward side; waves  that  affect  this 
beach are turned shoreward by refraction.     Direct wave attack on this beach 
only  occurs  occasionally,  e.g.   during Kona storms  or with  a southern swell. 

Wave action on the beach in Waikiki is  generally mild,   offering good 
opportunities   for safe swimming.     Because of the  long and  relatively  low 
swell,  surfing  conditions  in the Waikiki  area are usually  good,  both  for  the 
experienced surfer and the beginner. 

On the north shore  the  fringing reef is  either small or non-existent. 
Wave attack on this   coastal part  is  very heavy during high waves  during  the 
North Pacific swell.     Surfing conditions   are excellent but  only for the 
experienced surfer. 
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Figure  1 

Waimanalo Beach 
Southeast  Coast,  Oahu 

Figure 2 

Waikiki Beach,  Honolulu 

Figure 3 

Island of Hawaii 
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The scope of this paper does not  allow to mention general characteristics 
of  all neighbor  island beaches.     Figure 4 shows   the situation  of  the major 
islands  in the Hawaiian  archipelago.     We will mention Kaimu Beach,  however, 
the well known black sand beach  on the Island of Hawaii situated  on the south- 
east   coast  of this  island.     Figure 3 shows   a picture  of  this   characteristic 
beach  that  is  subject   to serious   erosion.     The  developing  of   this  erosion 
is  due,   at  least partly,   to  a lowering  of the sea  floor associated with  a 
local earthquake  in 1868 so that  the beach became more exposed  to the windward 
trade waves.     The  current   circulation in the bay  off Kaimu Beach,   as   observed 
on April 7,   1972 is  shown  in Figure  5. 

The Corps   of Engineers is  presently studying measures  to stabilize this 
beach.     One  of the solutions   under  consideration is   the  construction of a 
low dam across  the bay, which project has met with serious   resistance  from 
various   groups,  because   of its  doubtful effectiveness   and  its   adverse  effect 
on  the  coastal  environment. 

DEVELOPMENT OF WAIKIKI BEACH 

The site  of Waikiki Beach has  undergone  drastic  changes   during  the  last 
decade,   a process   that  is   continuing today.     Started as   a very  rural area with 
fishponds  and insignificant beaches,   its  proximity to Honolulu and the ideal 
swimming  and surfing conditions have developed  it  the way  it  did.     Most  of 
the sand in the Waikiki Beach area is brought  in artificially  during the various 
improvements   that have been carried  out   over  the years.     The  last  improvement 
project, which  is  portion of works   of larger scope  presently being developed, 
has just been terminated;   it involved  artificial nourishment   of a section, 
known  as  Kuhio Beach,   during which  about  250,000   cubic yards   of sand was 
trucked  in  and deposited  on the beach.     The project  also included some minor 
groin  construction  and  a realignment  of the seawall with  extensive  landscaping 
and beautification.     Over the years,   sand  that was  deposited  on the beach in 
Waikiki has   gradually moved  away  from the beach  and deposited on the  relatively 
shallow  offshore  reefs.     Although  the  losses  do  not  amount  to  great quantities, 
the  gradual process   requires  a systematic nourishment  of  the beach  areas. 
Whether or not  the  deposition of sand  on the reef  flats   is   the  cause   for the 
dying of the  living reef in this  area is not  certain;  although some reef life 
can be   found,  most  of   it  is   dead  at the present  time. 

METHOD OF APPROACH 

For each selected  site  a program of   field observations  is  scheduled  in 
which  the  dominant  physical  parameters   are measured either continuously  or 
intermittently  and the behavior of the beach  is  analyzed by measuring of 
beach  profiles.     As  many  littoral variables   as  possible are being measured 
and  evaluated.     The success   of  a study,  based  on field  observations,   is highly 
dependent  on  the  quality  and  accuracy  of  the data collected.     For  this   reason 
suitable  instrumentation is   a first  order  of  concern and  much emphasis   is 
therefore placed on obtaining and installing  adequate instrumentation. 
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The  following types of observation are being undertaken: 

1. measurements of offshore wave conditions   (wave height  and period) 
with in situ wave recorders  in depth  of approximately  50  feet. 

2. measurement of wave direction by  aerial photography. 

3. measurement of wave conditions  on reef flat by means  of self- 
supported capacitance wave  gages. 

4. measurement of currents by means  of  current meters,  dye and 
drogue measurements . 

5. water level recorders  for measurement of vertical  tide. 

6. measurement  of sand'transport by means  o£ sand traps  and 
flourescent tracers. 

Wave  conditions  and  currents   are basic parameters  that   affect  the move- 
ment  of sand  in  a beach  area.     It  is not sufficient  to  characterize the wave 
climate offshore, but it is essential in Hawaii to evaluate energy  losses 
over the reef and the change in wave characteristics.     Often the  larger waves 
break in deeper water,   and the larger period waves break down in components 
of smaller period.     The latter represents the effective energy  available for 
the  littoral processes  in the nearshore region. 

Wave Conditions   and Measurements 

Wave data available  at present   as  support for  the present studies  include 
the  following information: 

1. a study by "Marine Advisors" regarding the wave conditions around 
the Islands. The results of this study of about one year came partly from 
hindcasting,   partly  from observations   (ref.   1). 

2. staff gage readings in the Waikiki area by the U.S. Army Corps of 
Engineers   (about  one year). 

3. measurements with two bottom mounted self-recording pressure wave 
gages  in 50 feet  of water off Waikiki Beach. 

4. wave measurements by pressure transducer  at   36  feet  depth near the 
entrance   of Kewalo Basin,   a small craft harbor west  of Waikiki Beach   (continuous, 
over about one year). 

5. computations   on significant wave height and  period associated with 
a number of storms by the U.S.   Army  Corps  of Engineers. 
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In order to evaluate the  frequency of occurrence of waves   of a given 
height on the leeward coast south of Honolulu,   the data mentioned under 
1,   4  and 5 have been used to construct a frequency diagram.    Various ways 
of constructing such diagram have been evaluated;  the  form that seems most 
promising is presented in  fig.  6.    The  offshore waves   (representing  condi- 
tions   at  30-40   ft.   depth)  have  a frequency  distribution that is built  up 
from two different  categories  of waves:     the distribution of wave height 
according  to daily  observations, measured near the entrance to Kewalo Basin 
(4),   and the distribution  of waves   obtained  from hindcasting during a number 
of storms   (5) . 

The data available  for storm waves  is   of  limited scope  and does  not 
allow a further breakdown as  to wave period and distribution,  so that a 
refraction and shoaling coefficient  can be  applied.     A practical approach is 
to use  an average value for refraction and shoaling to obtain nearshore condi- 
tions   from deep water values. 

The  available data suggest  that  for Mamala Bay  (fig.  6a)   a combined 
frequency  diagram,   representing all conditions   can best be obtained by two 
different  lines,  intersecting each other  on the diagram:    a steep line, 
representing the storm wave  conditions  and a more gently sloping line, 
representing the ordinary  daily  observations.     The part  of the  frequency 
diagram that  is   to be used depends   on the purpose  of the  analysis.     When  a 
design wave  for a structure  is needed,   the steeper portion will have to be 
used;   for workability  and  possibly   littoral drift phenomena the more gentle 
sloping portion  of the  frequency   diagram may be the most interesting part. 
A similar analysis was made for the west shore of the Island of Oahu regarding 
wave conditions prevailing near Pokai Bay, whereby the same distinction was 
made between daily wave conditions   and storm waves   (fig.  6b).     For this   area 
the two  groups merge into  one working line on the  frequency diagram. 

The next problem is  to  define the  frequency distribution for shallow 
water (above the reef)   given the  conditions   at 30-50  ft.   depth.     Under the 
assumption that  the  frequency diagrams   for offshore  conditions  represent the 
significant wave height,   the significant wave height   for shallow water may 
be derived utilizing  an  assumed wave height distribution and  a breaking 
criterion. 

Using  a Rayleigh  distribution for the wave height  and   a simple breaking 
criterion:     H,   = ah,      for the maximum wave height    H,    ,  in which    h, 

represents  the water depth;  the significant wave heights   for shallow water 
can be obtained by  constructing diagrams  of the  form of fig.   6.     The latter 
figure presents  the significant shallow water wave height  for various  depths, 
given an offshore wave height of 17.5  ft.     In this manner frequency distribu- 
tions   for shallow water  can be  constructed  as  shown in fig.  6a. 

It  is  of interest  to  compare  the  results   of this  type  of  analysis with 
the North Sea investigation as   reported by Paape   (1969)   (ref.   5).     Paape reported 
a ratio between maximum breaking wave height  and significant breaking wave of 
1.5.     Using  an  average value    a =  0.78   (from solitary wave theory)   this   ratio 
becomes   about   1.34  for 30   ft.,   1.04  for 20   ft.   and 1.0   for  10   ft.   depth. 



1266 COASTAL ENGINEERING 

H„(FT) 
35 

\ 
MAMA LA BAY 

25 

eo 

IS 

V «. 

2o FT 

5T0R/1 DAFA 

V 
1?   FT 

\ \ 

10  FT  A 
TYP/CA.L *£A% 

5 

^—        (a 

1 0-2-                                  1 3-f 1 0'                                          (0XN  t-^aWyccir;iOJ 

H.tFTJ 

°2 N(J""y»/y,af;
lc 

Figure 6 

Frequency Diagrams   for Offshore  and Nearshore Waves 
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Figure 9 Aerial Photograph Waikiki Beach,  Shewing Refraction of Waves 
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Realizing that for individual waves a may be larger than 0.78 and that 
the average depths at the measuring stations of the North Sea most likely 
is over 30 ft., the results suggest general agreement and therefore support 
the type of analysis suggested here, 

Flow Measurements at Waikiki Beach 

Transport of beach materials takes place under the combined action of 
waves and currents (Byker, ref. 6).  In order to establish prevailing trans- 
port patterns, it was felt necessary to obtain a clear understanding of the 
prevailing current circulation.  In cooperation with Dr. R. Tait of the 
Department of Oceanography who is involved in an analysis of environmental 
conditions in the Waikiki Beach area for the U.S. Army Corps of Engineers, 
an extensive program of current measurements was undertaken.  The current 
measurements were taken during flood and ebb conditions both close to the 
shoreline and on the reef flats and in the reef channels.  The methods included 
aerial observation of the movements of dye patches, triangulation of drogues 
and following of dye patches by small boats. 

Without going into details, a number of preliminary conclusions came 
forward from the studies that have been conducted so far.  Further analysis 
is necessary to clarify some uncertainties encountered. 

Current patterns could be clearly distinguished into three groups: 

1. currents associated with the tidal flow off the coast. 

2. currents associated with the pattern of breaking waves (longshore 
currents). 

3. rip currents, associated with the breaking of the (larger) waves. 
Where the tidal and longshore currents had principle directions parallel 
to the shoreline, the rip currents have directions perpendicular to the 
shoreline. 

Regarding the nature of the above mentioned current types, the observa- 
tions show the following characteristics: 

Ti.dal ^urrents 

Offshore currents beyond the reefs in this area are 
predominantly of tidal nature with reversing components 
parallel to the coastline.  On the reefs the currents are 
considerably smaller than in deep water; their maximum 
values are of the order of 0.1-0.2 m/sec. 

Flow measurements on the offshore reef areas show that 
in the eastern part of the study area the currents are 
persistently in easterly direction, both during flood and 
ebb periods, suggesting the existence of a large eddy during 
predominantly westerly flow in deep water. 
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In the western part of the study  area currents  of 
varying strength and  direction were  observed.     The nature 
of these variations  is not  completely understood at this 
time and needs   further  investigation.     The  general  circula- 
tion is shown in fig.   8. 

Lorigshore  Currents 

The direction of the longshore currents  inside the breaker 
zone and   close to  the beach  is   consistent with  direction of 
breaking waves  near the beach.     They  are usually small   (of 
the order of 0.05 ra/sec.) which  is   in agreement with the 
usually  low wave heights near the beach.     They do not  reverse 
with  the tide,  but  they may have  a component  perpendicular  to 
the beach  in the  vicinity  of a groin or  other coastal structure. 
These  currents  are  responsible   for  the  longshore and transport, 
which has   a predominant westerly  direction eastward of  the Royal 
Hawaiian Hotel   (fig.   8).     Reference is  also made  to fig.   9, 
showing  the  pattern of breaking waves   in the Waikiki Beach off- 
shore area. 

During conditions  of heavy southerly swell a large rip was 
observed  off the Royal Hawaiian Hotel,   and  a smaller  (and shorter) 
rip west  of the Kapahulu groin off the offshore breakwater. 

Recent  theoretical studies   on rip  currents   (ref.   7,   8)   indicate 
that  the  occurrence  of rip currents   can be  associated with  the 
phenomenon of edge waves.     The  latter  are  long period,   low  amplitude 
waves  that  travel  in a direction parallel  to the shoreline.     They 
may be progressive waves  or standing waves. 

The general topography  of the  offshore area at Waikiki Beach 
(Mamala Bay)   suggests  that  standing edge waves   of  a certain type 
could be a contributing factor  to the rip  current pattern. Further 
studies will be required to clarify this matter. 

Observations   of Beach Profiles 

In order to study  the stability  of the beach  in the Waikiki  area,  profiles 
have been measured at  regular  time intervals.     Where differences between 
successive measurements  are minimum,   the beach has its highest  degree  of 
stability.     Differences  in stability   characteristics may be  observed by 
comparing the profiles   at  Stations   4,   3  and 2 of  fig.   8.  The maximum and 
minimum profiles   over  a period of about  one-half year  are presented in 
fig.   11.     Profile No.   4 which is  situated in the  zone of predominantly 
westerly  drift,   is  relatively stable;  Profiles No.  3 and 2  are situated 
westward of the prevailing rip  and show a higher degree of  instability. 
The offshore reefs  are relatively  flat;  material is  moved from the beaches 
onto the  reefs where it fills holes   and channels. 
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Characteristic Beach Profiles, Waikiki 



1272 COASTAL ENGINEERING 

Figure 12 

Stations   for Measurement  of Sand Transport in Halekulani  Channel 



HAWAIIAN BEACHES 1273 

377 <*. ^\      , , 1 . •     en   In \ii. iihs.n •MI   : i !,,   ,    '  . 
•j      '               !    ,'    x 1 1 i  \M i         '   i    '      !ii 

,,,,,,              '   >    1       i        \ .1      1         ll-   1    H | 

»    '   ' '' !    =K_  ;" T   ^ v =- \ =
:  -f==    -r=   ._• i-   (        -it!     i,) 

«_J4+4.ir|== inJ ~-~-        ~--~-      h   '         --4          ll 

„ ffl iVHISIffl \-:^--=:= -r-=_. -••          'ii 'i't 
1\   _,   "    -   _. :   ._.    _ 

 1   p L          r   z:               _'           !r      -                         -.               \~ - —     L   -               --      :•:--..               "                  ^          ,r          if1 

.„    -       r              *   ------       '^ 
~   V        '   nT "~" ""-'1   t_f  |1 

---      --         = :   -_   :z:_-   — l -- -VT- -.   •"--    +-- --    I'-'Hu 
-     -      • 

1 «   -r3ajvkp  -jf • d rop-'>>i:ifc      H    I J      . _)(;-       - __-     .-—^ T   .  ~,rp 
""v                                                                    ll 

u :: :-_::_:::._::_:::^:  :__: ]      1                                         ^""^ . 

.      ^ . r» -:*="    —T ;                      | .     •      -•     j =t        Z----       |L_--     t        ^i-                                         I 
"I    \l    -     .      -     »--J    \Ht    H4       ,    -T 

,  ^.'"-,f fcTi _^^=d§^ B^-V-i-' r \L= ll ..tiki.        t            ,   1 
"t         C-- •            .—      . z —-.---. - -_-. -    K-+ ^=-==    ^-=-r 1'   ' 1 -, ""k 
T13;C ~ it"   " ":       •  ± "  ~~ 

-   - V-             '         U       4J=T   . t^- 

'                    ' "         _g"   '""41  -r1-  f   1 a—'I , 'K ,_Hlb-__. id 4  

-f- r.f j-tp J==i  =~-=t- E=:~" -  --   1=" i ""^-"l F_=-==1i     1J Vm V^^ T i ^~ 
,   ="',S'V f it "EEE""--   r       :===-'EH -    — r-5j  .      „-         "jjl-jlj^   "*=  S/^ 

:rot E —-— — _- —-1       _-€r_t~E:- =      :.-TU;;-'--     -   -*--   -=-X^ 

U z| ,4 JzJJdzH-HT 1+JT +H     11 1     N=R ;E:E;:"  "=::                ":==r = EM   P^    J 
_i_ _n fill: ttfnjMj j MM 11 -• J+ i' • 7 

rrrla n+ IITHI I irrTrhHm il3± i^i-it- -;-i..:—L:—-;:.- 
-_1i "    -      ".   .    " "       "                               Htl ^r^r 

J    , ,                    l_      .     _,   -1    - H-f     -+J-, H                        •>      ,                .       ,                     . i 
,    ;j    1--—      -= i    M-l      : J-l -ii-     , 1 {          t- 

3   1-   4zr    <-'-(-.=: -=++.=f;  J -   .       1   II   1 )' .1,   ^ 
-Tt     A-       X   j   -"' Ml 4 --I-- -- • -: J     ti.J I'T_  m H>   -- 

0V        , V-lTTITltP- - - ^4 Ti   rr [m I - l 

^  rSSSS^t tp=p0t|f -fteH - IBIl-liMf Ittt^ 4   _^ "            i " • 

~      fc.~TT"jf    nt:.rp1 -MM l H   M; ;;' 
rT'_jtL^:rjjii::_H J M i   i TI I Fr   H N -ffi i    , 

Figure  13 

Tracer Counts   for Transport  of Sand  in Halekulani   Channel 
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It may be expected that  the material  found on the   reefs will be of the 
same  characteristics  as   the material on the beach.     Analysis   of beach 
and reef sand by  Fred Casciano,   as  presented in fig.   10,   confirms  that 
beach  and reef sand is basically  of the same grain-size distribution 
characteristics. 

Measurements  of Material Transport 

Both  aerial photographs  and bathymetric charts  indicate  the presence 
of two sand channels  in the Waikiki Beach  area,   they  appear  to be the 
remnants   of previous   river mouths.     The western most   channel is   called 
the Halekulani  channel;   it  is   located  offshore of  the Halekulani Hotel. 

In earlier studies   for the improvement  of Waikiki Beach,   it was  felt 
that   this   channel  could possibly  function as  a drain to the littoral drift, 
allowing sand  to pass  seaward from the beach. 

To investigate this   possibility  a program of sand tracing was  developed 
by  Fred  Casciano and David Kern  (ref.   9).     Stations   in the Halekulani  channel 
were marked by  iron bars,   100   ft.   apart,   as  indicated in  fig.   12.     Rhodamine 
B  dye was used as  tracer;  sand   from the  channel was  dried  after which the 
grains were colored with the dye.     An initial deposit  of 362  lbs.   of  colored 
sand was  made  at  Station  4  and observations were made to study  the movement 
of the  colored sand.     On both sides  of Station No.   4,   a grid system of bars, 
10  ft.   apart was  installed  for detailed  observations   around Station No.   4. 
The  observations   consisted  of the collection of surface samples by  divers 
with the use of bottle caps,  provided with  a substance to let  the surface 
grains  stick to the  cap.     From January  23,   1970 two days   after the   fluorescent 
sand was  deposited  in the  channel,   to May  22,   1970,   13 sets   of surface  cap 
samples were taken,  each  on a different day.     The  time between successive 
sampling days  ranged between two days  in the beginning of  the study  and two 
weeks near  the end.     In addition to the  collection of surface samples  sand 
cores were taken  at  the end of  the study period.     At each station the number 
of  colored  grains was   counted,   using ultra-violet   long wave light. 

Assuming the number of grains   counted  in  a surface sample to be  a 
measure  of the total sand movement  the  count   at  the stations   on the  seaward 
side and  on the landward side of  the deposition point  indicates whether 
there is  a resultant shoreward or  landward movement   of the bottom sand in 
the   channel. 

Figure 13 shows  the  total count  at   all stations  in the  channels.     This 
result  and  the  results   of  individual counts   during each of  the   observations 
indicate  a resultant sand  transport  in shoreward direction in the  channel 
during the period of observation.     The results  of sand cores  confirmed the 
results  of the surface sampling. 

An additional  observation was made that  gave  further weight to the 
conclusion of resultant landward  transport:     at  each station the height 
of the bar over  the  (average) bottom was measured during each observation. 
At  the most  landward station an increased  elevation of the bottom of  about 
0.1 meter was   observed;   at  the other stations,   the elevation  of  the bottom 
did not  change significantly. 
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One  may  ask whether  the period  of  observation  (4 months)   is   long 
enough  to justify  a general  conclusion in the same direction.     This 
question is  partly  answered by  the  results   of  the  flow measurement. 
During the large southern swell,   observed in March  1972,   and also  during 
other periods   of observations no  indications were   found that  the Halekulani 
channel was   functioning as  a  rip   channel;   on  the contrary  the  currents 
under most   conditions  seemed  to move parallel  to  shoreline,  possibly with 
a very small shoreward  component.     The  conclusion regarding  a net material 
transport  in the Halekulani  channel in a shoreward  direction  therefore 
seems   to have a general significance. 

CONCLUSIONS 

Hawaii's beaches   are of great  economical and social value,   and there- 
fore worthy of careful preservation.     Past  actions   of man have  often been 
hap-hazardous   or detrimental, because  a thorough understanding  of the 
dynamic nature of beach systems was   lacking.     The present study undertaken 
at  the University  of Hawaii  to  obtain  detailed  insight  into the processes 
at work will be useful in guiding  future planning  and development   for 
Hawaiian beaches.     The study  at Waikiki Beach has  provided   a better insight 
into the mechanics   of water and sediment  motion in  this   area: 

It has  shown that  tidal  currents,   littoral  current   and rip 
currents   contribute  to the sediment motion and  the  formation 
of  the littoral cell. 

It has  provided insight  into the behavior and  direction  of  the 
littoral  drift  and has  given  further evidence to  the supposi- 
tion that the Halekulani  channel  does   not   function as   a drain, 
but  rather could have  a net transport in shoreward direction. 

—    A main rip  current was   found  to exist  off the  Royal Hawaiian 
Hotel at Waikiki.,  by which relatively   large  amounts   of material 
are moved in  offshore direction. 

In the study  of beach  processes   at Waikiki,   the  use of  aerial 
photography  has  been   of   great  value. 

The   findings   of studies  of this  type will be  valuable  in further engi- 
neering  of  coastal protection works   and will be of general use in under- 
standing the  prevalent  coastal processes. 
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CHAPTER 68 

FORMS OF EROSION AND ACCRETION ON CAPE COD BEACHES 

by 
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and Peter N. Turbide 

Abstract 

Frequent measurements of beach profiles have been made at sixteen 
areas between Maine and Long Island since September 1965 by members of 
the Coastal Research Center of the University of Massachusetts. This 
research effort has resulted in the accumulation of approximately 2000 
beach profiles along the New England coastline. The detailed analysis 
of profiles from Monomoy Island and Nauset Spit on Cape Cod has 
revealed the following erosion-accretion characteristics: 

1. The most active areas of the beach profile in terms of sand 
transport are at the low-tide, neap high-tide, and spring 
high-tide zones. The center of the beach face is relatively 
inactive. 

2. An exception to this behavior occurs during severe storms 
when large volumes of sand are removed from the entire 
beach face, producing a concave upward profile shape. 

3. During periods of relatively low wave activity there is 
much interaction in terms of sand movement between these 
three zones, resulting in the formation of distinctive 
profile shapes. 

4. These profile shapes tend to maintain themselves through 
sand movements which cause the berm to migrate back and 
forth along the profile. 

5. This activity is often accomplished with little or no net 
sand erosion or accretion to the total profile. 

These conclusions, combined with additional analyses, indicate that the 
traditional measurements of total beach width and high tide beach width 
(i.e., to the berm) are not a reliable indication of sand volume 
changes on beaches. 

Associate Marine Scientist, Virginia Institute of Marine Science, 
Gloucester Point, Virginia 

2 
Associate Professor of Civil  Engineering, University of Massachusetts, 
Amherst,  Massachusetts 

3 
Graduate Student, Department of Civil Engineering, University of 
Massachusetts, Amherst, Massachusetts 
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INTRODUCTION 

Measurements of beach profiles have been made at sixteen areas 

between Maine and Long Island since September 1965 over various time 

intervals by members of the Coastal Research Center of the Department 

of Geology at the University of Massachusetts. This research effort 

has resulted in the accumulation of approximately 2000 detailed beach 

profiles along the New England coastline. Analysis of these profiles, 

along with other data, has provided a considerable store of information 

on the nature of coastal processes and the development of coastal mor- 

phology along the depositional portions of the New England coast (1,4). 

More specifically, these measurements have provided a means for the 

precise determination of sand volumes added to or removed from beaches 

under a wide variety of climatic conditions (2). 

The characteristic response of a beach, in terms of volumetric 

changes and strandline migration, should be regarded as essential to the 

evaluation, planning, design, and operation of any coastal engineering 

project. It is the purpose of this paper to illustrate the type of 

information which is available from a detailed analysis of beach profile 

data and to show that the results so obtained are not always consistent 

with intuitive beliefs or "classical" patterns of beach behavior. 

MONOMOY ISLAND AND NAUSET SPIT 

Located on the "elbow" of Cape Cod, Massachusetts, Monomoy Island 

and Nauset Spit form a dynamic barrier island complex which originated 

in Holocene time (Figure 1). For a period of three years, beginning in 

June 1968, twelve beach profiles on Monomoy Island and four profiles on 

Nauset Spit were measured at intervals varying from two weeks to several 

months, depending upon the apparent beach activity. Very early in this 

study it was noted that the beach at various profile locations reacted 

in strikingly different manners to apparently similar beach-shaping 

mechanisms (5). A particular storm would cause considerable erosion at 

one profile location but comparatively little erosion would occur at 

another location as close as one mile away. This observation prompted 

an increased surveillance at certain locations, resulting in the collec- 

tion 393 beach profiles over the twelve-mile stretch of coastline 

(Table I). The number of profiles measured at any single location is 

generally indicative of the relative activity (i.e. erosion/accretion) 

of the beach at that location. 
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MONOMOY - NAUSET 
PROFILE    LOCATIONS 

POWCEH   HCLE 

Figure 1.    Location map for Monomoy-Nauset beach profile stations. 
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M0N0M0Y ISLAND 

r r u i i i e      •,   o 

Location 3  4  5  6 7 8 9 10 11 12 

Number of An    oc 
Profiles  40 26 15 30 33 41 

NAUSET SPIT 

9 25 5 16 18 3 

Profile Location 1  2  3 4 
Number of Profiles 30 35 28 28 

TABLE I. Beach profiles measured on Monomoy Island and Nauset 
Spit, 1968-1971. See Figure 1 for profile locations. 

ANALYSIS OF BEACH PROFILE DATA 

The 393 Monomoy-Nauset beach profiles were measured by means of a 

standard profiling technique (3). Each profile line extends seaward 

from a permanent stake in the foredune ridge perpendicularly across the 

beach to the low tide line. Vertical measurements are made at hori- 

zontal intervals of ten feet along the profile line, or at even shorter 

intervals when there occurs a distinctive morphological feature such as 

a beach ridge, an erosional scarp, or other significant break in the 

beach slope. The accuracy of this method is estimated to be ± 0.1 feet 

vertically over the total profile length. 

Field data obtained by this beach profiling technique were punched 

on computer cards in essentially the same form as they appear on the 

original data sheets. These data were then converted to an x-y coordi- 

nate representation of the profile, the results being punched automati- 

cally on cards or written on magnetic tape for subsequent analysis and 

permanent storage. A comparative analysis of the Monomoy-Nauset pro- 

files was made to determine detailed changes along any given profile 

with time. 

The analysis of the beach profile data is basically a computation 

of changes in the total sand volume at a given profile location over 

the time period between measurements. By computing the areal change in 

a vertical cross-section of the beach at the profile location, the 

amount of sand that was added to or removed from the beach is estimated. 

These volume estimates are properly stated in the units of cubic feet 

of sand per lineal foot of beach (i.e. parallel to the shoreline) but, 

for the sake of brevity, such results are hereafter given simply in 
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terms of cubic feet of sand.    This analysis allows not only the deter- 

mination of the net change to the beach as a whole, but also provides 

useful  information on the re-distribution of sand within the beach 

profile.    Correlation of these results with changes in beach shape and 

strandline migration form the substance of this discussion. 

A detailed analysis Of the Monomoy Island-Nauset Spit profiles, 

which are typical  of other New England beach profiles, has revealed 

several distinctive erosion-accretion characteristics.    These charac- 

teristics are illustrated by Figures 2 through 7, each of which is a 

set of profile comparisons selected to exemplify the observations 

listed below. 

1.    The most active zones of the beach profile in terms of sand 

transport are at the low-tide zone, neap high-tide zone, and 

spring high-tide zone.    The center of the beach face tends 

to be relatively inactive (Figures 2 and 3). 

SCALE 
VERTICAL EXAG. 

2.4'! 

Figure 2. Comparison of the September 27, 1969, and the November 1, 
1969, M-4 beach profiles, on Monomoy Island. Volumetric changes are 
indicated by the dark areas (erosion) and the light areas (accretion) 
between the two profiles. This comparison shows that 34 cubic feet 
of sand was removed from the beach face and 39 cubic feet of sand was 
added to the berm crest, resulting in a net total profile accretion 
of 5 cubic feet despite a neap berm retreat of 20 feet and a change 
in profile shape from convex to concave upward. 
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2. An exception to the behavior noted above (#1) occurs during 

severe storms when large quantities of sand are removed from 

the entire beach face, producing a concave upward profile 

shape (Figure 4). 

3. During periods of relatively low wave activity there is much 

interaction in terms of sand movement between these three 

zones (listed in #1), resulting in the formation of distinctive 

beach profile shapes (Figures 5 and 6). 

4. These profile shapes tend to maintain themselves through sand 

movements which cause the berm to migrate back and forth along 

the profile (Figures 5 and 6). 

5. The beach activity noted above is often accomplished with 

little or no net sand erosion or accretion to the total profile 

(Figures 2 and 7). 

The observations enumerated above, supported by additional analyses, 

suggest that the traditional measurements of total beach width and high 

tide beach width (i.e., to the berm) are not necessarily a reliable 

indication of sand volume changes on beaches. Intuitively, one expects 

accretion to be accompanied by a seaward migration of the strandline 

and erosion to be associated with a landward migration of the strandline. 

Figure 8 shows that such intuitive conclusions would have been correct 

for about two-thirds of the 154 beach profiles represented in that 

illustration. It is also readily apparent from Figure 8 that the appli- 

cation of any general formula for estimating volumetric changes corre- 

sponding to a given strandline migration would be inappropriate for the 

Monomoy-Nauset beaches. For example, the U.S. Army Corps of Engineers 

estimation rule (6, p. 216), "... one square foot of change in beach 

surface area equals one cubic yard of beach material ...", fails to 

indicate even the trend of the beach volume change associated with 

strandline migration. The Monomoy-Nauset conditions, typical of other 

Cape Cod beaches, are obviously not amenable to such simple formulations. 

Additional attempts to correlate beach volume change with strand- 

line migration led to examination of the ratio of the former to the 

absolute value of the latter. Figure 9 shows the frequency of occur- 

rence of various values of this ratio during the three-year study of 

the Monomoy-Nauset beaches. The significant feature of Figure 9 is the 
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distinct separation of ratio values corresponding to erosional and 

accretional beach conditions; that is, the ratio was less than ten 

for accretional profiles and it was greater than twelve but less than 

21 (except for one case of the 33 examined) for erosional profiles 

during the period of observation. The Corps of Engineers formula 

would predict a constant value of 27 for this ratio (i.e., 1 cu.yd./ft. 

= 27 cu.ft./ft.). 

The three-year summary for each profile is also shown in Figure 9. 

The graph shows that more sand was removed per foot of beach profile 

(i.e., the ratio is higher) than was returned. This indicates a net 

dune erosion for the period, amounting from one-half to two-thirds of 

the sand composing the beach. Thus, it becomes even more apparent that 

observations of beach profile length alone can be quite misleading if 

the intention is to estimate beach changes in terms of sand volume. 

CONCLUSIONS 

An abundance of information is provided by the detailed compara- 

tive analysis of beach profiles as demonstrated by this study. Quanti- 

tative identification of erosion/accretion zones on the beach and 

precise determination of sand volume transport along the beach profile 

are facilitated by this technique. Traditional observations of beach 

profile length are not reliable for these purposes, as shown in the 

case of Monomoy Island-Nauset Spit beaches. 



CAPE COD BEACHES 1291 

ACKNOWLEDGMENTS 

The field work for this study was supported by the Coastal 

Engineering Research Center, U.S. Army Corps of Engineers, Contract 

DACW-72-67-C-0004, for which Dr. Miles 0. Hayes was Principal 

Investigator. Computational analysis was supported by a grant from 

the University of Massachusetts Computing Center. 

REFERENCES 

1. Coastal Research Group, 1969, "Coastal Environments of Northeastern 
Massachusetts and New Hampshire: Field Trip Guidebook," 
Contribution CRG-1, Dept. of Geology, Univ. of Massachusetts, 
Amherst, 462 pp. 

2. Colonel!, J. M., and Goldsmith, V., 1971, "Computational Methods 
for Analysis of Beach and Wave Dynamics," Proc. Second Annual 
Geomorphology Symposium: Quantitative Geomorphology and its 
Applications," State University of New York, Binghamton, 38 pp. 

3. Emery, K. 0., 1961, "A Simple Method of Measuring Beach Profiles," 
Limnology and Oceanography, v. 6, pp. 90-92. 

4. Goldsmith, V., 1972, "Coastal Processes of a Barrier Island 
Complex and Adjacent Ocean Floor: Monomoy Island-Nauset Spit, 
Cape Cod, Massachusetts," Doctoral Dissertation, Dept. of 
Geology, Univ. of Massachusetts, Amherst, 469 pp. 

5. Goldsmith, V., and Colonell, J. M., 1970, "Effects of Nonuniform 
Wave Energy in the Littoral Zone," Proc. Twelfth Conference 
on Coastal Engineering, A.S.C.E., v. 2, pp. 767-785. 

6. U.S. Army Coastal Engineering Research Center, 1966, "Shore 
Protection, Planning, and Design," Technical Report No. 4, 
Dept. of the Army, Corps of Engineers, Washington, D.C., 580 pp. 





CHAPTER 69 

BEACH CHANGES AND WAVE CONDITIONS, NEW BRUNSWICK 

S. Brian McCann and Edward A. Bryant 
Department of Geography, 
McMaster University, 
Hamilton, Ontario, 

Canada. 

ABSTRACT 

The coast line of Kouchibouguac Bay, New Brunswick, within the 
southern Gulf of St. Lawrence coastal province, consists of a barrier 
island system of sand beaches and low dunes.  It is a relatively low 
energy system in a protected location with the important waves entering 
the bay through a narrow fetch window from the northeast.  The behaviour 
of these wave trains and their refraction patterns within the S. Gulf of 
St. Lawrence and Kouchibouguac Bay were simulated by the construction of 
a series of refraction diagrams, from which it is possible to obtain a 
realistic appraisal of wave conditions at the shore.  Waves entering the 
bay from N and NE directions are concentrated on the southern part of the 
barrier island system,, and those entering from the ENE and E are concen- 
trated on the northern part.  In greater detail, a series of wave 
refraction diagrams, based on former conditions of nearshore bathymetry 
at Richiboucto Inlet, help to explain the changes which have occurred 
there in the past 80 years.  The simulation of wave behaviour in 
Kouchibouguac Bay has provided useful additional information which helps 
to explain the recent evolution of the barrier island system. 

INTRODUCTION 

Barrier island systems constitute an important part of the coastline 
of the southern Gulf of St. Lawrence and the Kouchibouguac Bay, New 
Brunswick system with its limited fetch window to the northeast provides 
a simplified case study with implications for other more complex systems 
in the southern Gulf (Fig.l).  This paper concerns one aspect of a case 
study— the use of wave refraction diagrams in defining the important 
wave regimes and the resultant areas of wave energy concentration at the 
shore, which have modified in the past and continue to modify today this 
barrier island-sandspit system.  It is also concerned with a retrospective 
view of wave conditions over nearshore bathymetry near Richibucto Inlet 
since 1894 and the effect of such conditions on documented changes along 
the shoreline. 

The Kouchibouguac barrier system consists of 29 km of sand beaches 
and dunes running in a gentle arc from SSE to NNW across the head of the 
bay.  The continuity of the system is broken by three inlets of which the1 

southerly one, Richibucto Inlet, is the largest and most stable. 

1293 
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Structurally the system is simple with only local developments of dune 
ridges.  With a mean tidal range of 0.67m, the intertidal oceanside 
beach varies in width from 15 to 50m and is succeeded seawards by a 
series of offshore bars.  The smooth offshore countours parallel the 
curve of the coastline except that in the northern and southern parts 
of the bay braad submarine ridges extend outwards to the shallow trough 
which is succeeded eastwards by the northward submarine extension of 
Prince Edward Island (Fig. 1). 

There has been little research on the barrier islands of the 
Maritime provinces but it is clear that the general conditions of the 
barrier systems of the eastern U.S.A., with continual changes in con- 
figuration and overall shoreward retreat, are present here.  For 
Kouchibouguac Bay long term changes have been documented from earlier 
air photo cover and hydrographic charts, and short term changes have 
been measured in the field using conventional ground survey and mapping. 
There has been frequent and significant breaching and infilling of the 
barrier in the area of the central inlet, Blacklands Gully, and 
similar though less frequent occurrences at the northern end and at 
Richiboucto Inlet over the last 150 years.  Within the last thirty years 
at least 5 important breaches have occurred and been subsequently infilled. 
In the short term, beach profiles for 1970-72 show active erosion of the 
main dune ridge in the southern part of the bay. 

METHODS 

It is considered that waves generated within Kouchibouguac Bay (less 
than 6 seconds) are relatively insignificant in terms of changes in the 
gross configuration of the islands.  The important waves are generated 
in the southern Gulf of St. Lawrence and enter the bay through the narrow 
window between the northern end of Prince Edward Island and Point Sapln. 
These wave trains, from north to east directions, and the subsequent 
refraction patterns within the southern Gulf and across Kouchibouguac Bay 
were simulated using a computer program developed by R.S. Dobson (1967). 

In the absence of any suitable real wave data for the southern Gulf 
of St. Lawrence the selection of appropriate wave trains was based upon 
data contained in a comprehensive hindcast study by Quon, Keyte and 
Pearson (1963), which used the Plerson, Neuman and James method to compile 
characteristic hourly wave lengths and heights for the months March to 
December, 1956-60.  Five wave directions were selected—north, north- 
northeast, northeast, east-northeast and east, and refraction diagrams 
constructed for each of four periods—6.25, 7.65, 8.84 and 9.88 seconds— 
for each direction.  The procedure for the construction of the diagrams 
involved the use of base maps at three scales.    Wave rays from the five 
directions, for each of four periods in turn, were first generated in deep 
water in the Gulf of St. Lawrence using bathymetry and a grid based on the 
small scale hydrographic chart.  Once wave rays entered Kouchibouguac Bay 
they were transferred to a second larger scale grid with more detailed 
bathymetry and the refraction procedure continued until they reached the 
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shore.  Those rays entering the southern part of the bay and affecting 
the Richibucto Inlet area were transferred again onto a still larger 
scale grid and the refraction procedure continued using four different 
bathymetries taken from detailed charts dated 1894, 1930, 1955, and 1964. 
For the Richibucto maps high tide depths, plus an additional value for 
storm surge effects were used in the construction of the wave refraction 
diagrams.  Increased water levels due to surge conditions could reasonably 
be expected to occur in the Richibucto Inlet for the wave conditions, and 
causative weather conditions, which were modelled in the refraction 
diagram procedure. 

RESULTS AND DISCUSSION 

The series of diagrams of wave orthogonals accompanying this paper 
have been selected, from the more than 100 diagrams constructed for the 
analysis, to illustrate the refraction patterns for what appear to be the 
most significant waves to affect the coastline.   Each stage of the 
analysis is represented by a separate series of diagrams—Figure 2, Gulf 
of St. Lawrence;  Figure 3, Kouchibouguac Bay;  Figure 6, Richibucto 
Inlet.  In Figures 2 and 3, the first group of diagrams shows 7.65 second 
period waves from each of the 5 directions within the northeast quadrant; 
the second and third group of diagrams illustrate the behaviour of waves 
from the NNE and NE, respectively, at different periods.  In Figure 6, 
only waves from the NNE at four different periods are illustrated for 
four different bottom configurations. 

Wave refraction within the S. Gulf of St. Lawrence filters all large 
waves substantially before they enter Kouchibouguac Bay.  This refraction 
depends on the angle of wave approach to a large submarine ridge, which is 
the northward extension of Prince Edward Island, and the parallel trough 
to the west which is directed southwards into Northumberland Strait. 
The ridge affects waves from ENE and E, the trough waves from the N to NE, 
and the tendency is to create a divergence of wave rays into Kouchibouguac 
Bay and a concentration on the northwest coast of Prince Edward Island for 
all wave directions (Fig. 2.1).  The bathymetry of the S. Gulf acts most 
effectively on the longer period waves so that as wave period increases 
orthogonals diverge more into Kouchibouguac Bay and concentrate to a 
greater extent on the west coast of Prince Edward Island (Fig. 2.2). 
With NE waves (Fig. 2.3) as against NNE waves there is a somewhat greater 
concentration of orthogonals around Point Sapin at the northern end of 
Kouchibouguac Bay with the divergence within the bay increasing.  There- 
fore, of the waves entering from the S. Gulf those of shorter period (less 
than 8 seconds) will be most effective at the shoreline in Kouchibouguac 
Bay;  for longer wave periods those from the NNE and NE will be most 
effective. 

Within Kouchibouguac Bay further wave refraction is caused by two 
broad submarine ridges extending northeastwards from shore.  As wave 
period increases there is a pronounced concentration of orthogonals on 
the northern barrier island (Fig. 3.2, 3.3) while the southern part of the 
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system becomes more protected.  The greatest effects of this bathymetry- 
is observed not with a change in wave period but with change in direction 
of wave approach.  North and northeast waves are concentrated along the 
southern part of the barrier island system while the northern part 
remains sheltered.  As wave direction becomes more easterly, the southern 
part of the bay becomes sheltered and it is in the northern part that wave 
orthogonals are concentrated (Fig. 3.1).  The bay is thus under the 
influence of two wave regimes and it is possible for long sections of the 
barrier islands to be unscathed during storms while other sections are 
being eroded.  Such a situation occurred between 1970-71 when the 
southern dune ridges underwent marked shoreward retreat due to storms 
with N-NE waves while the northern end of the bay remained unchanged. 

In order to obtain some idea of which part of the shoreline of 
Kouchibouguac Bay is receiving the most vigorous wave action, the 
position at shore of all the orthogonals in each of the refraction diagrams 
constructed for Kouchibouguac Bay was marked on a single map.  An arbit- 
rary classification of the grouping of the points into light, moderate and 
heavy was used to define areas of wave energy concentration (Fig.4). 
Those areas of heavy and moderate concentration correspond very closely 
with those areas which have undergone frequent change over the past 150 
years, as defined from a series of accurate charts and, more recently, air 
photographs. 

A very much more convincing demonstration of the fact that the wave 
refraction diagrams constructed for Kouchibouguac Bay provide a realistic 
simulation of sets of real world conditions is provided by the sequential 
retrospective construction of refraction diagrams for a series of past 
bathymetries at Richibucto Inlet in the southern part of the bay.  The 
area has been accurately mapped since 1894 and there are four good hydro- 
graphic charts—1894, 1930, 1955, and 1964 (Fig.5), as well as other maps 
and air photography covering the last 35 years.  Both the shoreline and 
nearshore bottom topography have undergone considerable changes in this 
period.  The four shoal areas of 1894 have given way to a consolidated 
linear shoal, or bank, extending from the northern side of the inlet and 
defining a deep and regular river-tidal channel to the south.  The 1894 
shoreline position remains basically the same, though the southern side 
of the inlet was breached in 1930 and has undergone some erosion and the 
northern side shows the effect of a breakwater first noticeable on the 
1894 chart. 

When wave refraction diagrams are constructed using the 1894 bathy- 
metry of Richibucto Inlet there are no marked areas of concentration or 
divergence of wave orthogonals.  Figure 6.1 shows the situation for 
waves from the NNE at different periods, and the situation for all wave 
directions from the NE quadrant is similar.  The wave refraction patterns 
reflect the four offshore shoal areas which have the effect of distributing 
wave energy evenly along the shoreline for a variety of wave periods and 
directions.  The pattern for 1930 is substantially different.  Figure 
6.2, again for NNE waves, shows definite areas of wave orthogonal 
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concentration—at the breach on the southern beach and to either side of 
it.  This pattern holds for all wave periods and directions out of the 
NE quadrant, and is a direct result of the consolidation of the offshore 
shoals (see Fig, 5).  Whereas the nearshore bathymetry of 1894 caused 
wave energy to be more or less equal all along the shore, the 1930 
bathymetry resulted in a concentration of wave energy at particular points 
onshore.  By 1955 the shoals offshore from the southern side of the inlet 
had disappeared and the shoal extending from the northern beach had be- 
come regular in shape and depth and extended southeastwards.  The 1955 
wave refraction patterns are a response to these forms and there was again 
a fairly even distribution of wave energy along the southern beach (Fig. 
6.3).  The only consistent area of orthogonal concentration is to the 
east of the breach.  Thus the extension and consolidation of the bar on 
the northern side, partly as a result of the construction of breakwalls, 
had caused wave energy to be concentrated to the east of the breach. 
This breach, or small inlet, was not receiving the same degree of wave 
attack as it did in 1930, and thus, instead of maintaining itself, was 
being infilled by 1955.  By 1964, the offshore bar on the northern side 
of the inlet had grown further to the southeast and the depth of water 
over it had shallowed.  The wave refraction pattern is very similar to 
that for 1955, but the waves show a response to the increased shoaling 
of the bar (Fig. 6.4).  The old breached inlet is an area of orthogonal 
divergence and waves are concentrated to either side of it, particularly 
to the east.  This is the area undergoing coastal erosion and retreat 
at the present time (field survey evidence 1970-72) and if the recent 
trends of bathymetric change continue then this erosion is likely to 
continue. 

CONCLUSIONS 

1. Wave refraction in S. Gulf of St. Lawrence affects waves from 
between N and E before they enter Kouchibouguac Bay, causing a divergence 
of wave rays within the bay and a concentration on the west coast of 
Prince Edward Island.  Thus only the shorter waves and those from the 
NNE and NE for longer wave periods affect Kouchibouguac Bay to any degree. 

2. Within Kouchibouguac Bay waves of less than 6.5 second periods 
undergo little refraction.  Longer period waves from N and NE are 
concentrated on the southern barrier islands and waves from E and ENE are 
concentrated on northern barrier islands so that the bay is divided into 
two waves regimes. 

3. Wave refraction patterns, in detail, in the area of Richibucto 
Inlet have changed since 1894, in response to changing bathymetry, which 
to some extent is due to the construction of breakwaters.  The varying 
refraction patterns over time have produced changes in the beaches south 
of the inlet and will continue to erode the frontal dune ridge to the 
east of the 1930 breach. 
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CHAPTER 70 

Dune erosion during storm conditions 

x) by T. Edelman 

Abstract 

Starting from a provisional hypothesis, presented by the 

author at the 11   Conference on Coastal Engineering, this paper 

deals with the further development of our knowledge about dune 

erosion during storm conditions.  Results of measurements in the 

prototype are mentioned.  Some speculations about the occuring 

processes during storms are given.  However, the problem has not 

yet been solved.  Further measurements in the prototype will be 

necessary. 

Introduction 

Turing the eleventh Conference on Coastal Engineering 

(London, September 1966) the author presented a first paper 

about dune erosion during storm conditions (Proceedings Volume I, 

chapter 46, page 719) in which he assumed, as a first approach, 

that after a storm the profile on the beach in cross-section was 

a straight line under a slope with an average value 1 in 50. 

This hypothesis was based on the assumption that during a storm 

an equilibrium slope would establish itself, comparable with the 

slope between highwater-and lowwater-level, as measured on the 

dutch beaches during normal weather conditions.  It may be, that 

such an equilibrium slope does exist in nature, but soon it 

became evident, that a storm never lasts long enough to produce 

such a slope. 

x)  Head of the Coastal Research Department of Rijkswaterstaat 

Netherlands 
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Measurements 

Since 1968 researches have been made into a large number 

of after-storm profiles. These investigations have revealed, 

that after a storm the profile of the beach is not a straight 

line, but a curve with a general shape as can be seen in 

figure 1. Only the part AC could be measured; the part lower 

than point C is unknown until now. 

Fig.1 

The highest part of such a curve, indicated by the heavy 

line AB , can be represented by the formula : 

y + 0,90 = 0,415V x + 4,70 (1) 

in which y = the depth below the highest storm surge level and 

x = the distance from the waterline A. 
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When x = 0  is  y = 0 (point A) and when x = 100 meter is 

y = 3,35 meter (point B). 

The remarkable fact has been observed, that, with regard 

to the maximum stormflood level the above parts of these curves 

are almost identical.  Its shape appears to be almost independent 

of the height of this level and the formula (1) holds good for 

every stormflood level, that causes dune erosion.  Vv'e can therefore 

speak of „the" after-storm profile. 

Extrapolations 

Prom figure 1 it can be seen that the slope decreases from A 

towards B, but that further seaward the slope increases again. It 

is, therefore, impossible that (1) describes the complete curve; 

the formula must at least be of the third degree. 

We tried the simple formula: 

">    2 
y = ax^ - bx  + ex (2) 

in which a, b and c  are parameters. 

If we want y = 3,35 when x = 100 (thus causing the 

curve to go through the points A and B), we find a relation 

between the parameters a, b and c : 

3,35 = 106 a - 104 b + 102 c  --(3) 

It has been found that, if we vary the values of a, b and c 

within wide ranges, but stick to the relation (3), we find very 

small variations in the part AB of the curve.  The differences 

with (1) remain within the range of the measurement, inaccuracies. 

This proves that it is impossible to make a seaward extrapolation 

starting from part A3 of the curve. 

This is a pity, as we must, for the present, make use of an 

extrapolation, because hitherto we were not able to measure the 

lower part of an after-storm profile in the prototype. 
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Apart from the fact, that it is rather dangerous to measure this 

part of the profile just after a storm, we still have another 

difficulty.  It is of little value to measure the profile only 

after the storm, as we must also know the profile just before 

the storm, in order to be able to calculate the quantity of sand 

sedimented upon beach and fore-shore. 

Since storms never announce themselves beforehand, we have 

to lie in wait for a storm with our manned measuring boat during 

the whole winter season, measuring the excisting profiles every 

week and hoping for a neat, heavy storm to come within the next 

week.  Since 1968, however, such a storm did not occur. 

Moreover, even if we should have good luck during next 

winter, we are not satisfied.  For obvious reasons, we should 

like to obtain data of several storms, with different levels and 

different time-height graphs. 

It seems, therefore, that for the present we are at a dead- 

lock.  But, perhaps, there is another way-out. 

Steady shape of the profile 

We have seen, that the shape of the above part of the 

profile is almost independent of the height of the maximum storm 

surge level.  As a first supposition we may assume that this 

holds good for the complete profile. 

The next assumption is, that this „storm profile" excists 

at any moment during the rise of the water-level.  During the 

whole period, in which large quantities of dune sand are 

sliding down into the boiling sea, the under-water profile 

may move upward and landward, preserving its own characteristic 

shape.  Obviously, this characteristic shape must come into 

existence during the preceding period and has to establish 

itself at the moment, that the large dune erosion begins. 
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Further we have to assume, that the sliding sand is spread 

out over the whole profile within a very short time. 
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If at the moment  t  each point of such a „st,orm profile" 

moves in horizontal direction with a velocity u and in 

vertical direction with a velocity v , we can derive that 

(see figure 2) during a time-interval At  the horizontal 

movement causes a loss 'of material : (h0 + D)  u /\ t , and 

the vertical movement brings  a  gain : L v /^ t . If no sand 

disappears from the profile, both quantities have to be equal, 

from which we obtain -.  (h0 + D) u Z\  t = L v A t 

D 

During the storm the dune-foot moves landward over 

a distance 

it = tn 

Since v = —- and (with a horizontal dune-surface) 
dt 

h0 + D = D0 + 2 h0  - h 

we find 

1  In -   
(D0 + h0) - (hm - h0) 

We are able to calculate A from this formula if we can 

establish the values of h0  and  L , the height and the length 

of the Mstorrr! profile". 

Most investigators assume, that  L is the length of the 

breakerzone and that  h0  is the breaker-depht : 

ko =  /'"'s  ^n *hich Ks  is the significant wave height and |/ 

is a constant, often assumed to be  1,3. 

Prom this value of  h0  the value of L can be found 

from the profile excisting before the storm. 
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However, if we put these values into our formula, we 

mostly find a value of A  which seems to be too large and which 

is certainly not in accordance with the average dune-erosion we 

measure in the prototype.  Probably the length of the storm 

profile is smaller than the length of the breakerzone, and 

ho - C / '  Hsign • 
At present, we do not understand the mechanism of the sand 

transport on beach and fore-shore very well.  During normal 

weather-conditions the waves are supposed to induce a landward 

transport over the whole breakerzone.  The much larger seaward 

transport of the sand from the eroding dunes during storms, 

however, may mainly be caused by gravity.  This gravity transport 

could be a kind of turbidity current. 

There is, however, no reason why we should assume, that 

this turbidity current should proceed as far as the end of the 

breakerzone.  It is more likely, that on the landward part of 

the breakerzone gravity preponderates and that on the outer 

seaward part of the breakerzone the sand is still moving 

landward. 

Conclusions 

As pointed out before, we do not know exactly what happens 

in the breakerzone.  Once mere we see, that measurements in the 

prototype are necessary, with all the difficulties involved. 

Prom the considerations and reflections pointed out here, 

it may be seen and understood, that it will probably take 

several years before a reliable answer can be given to the 

simple question: „How far will a dune row erode during a severe 

storm". 
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EDGE WAVES AM) THE LITTORAL ENVIRONMENT 

Anthony J. Bowen 

Institute of Coastal Oceanography and Tides 
Bidston Observatory, Birkenhead, Cheshire, 

England. 

ABSTRACT 

Several types of beach features seem to have a 
rather regular, longshore pattern.  This pattern may 
indeed he sufficiently uniform to be described in 
terms of a recognisable longshore wavelength.  A 
likely explanation for such features lies in the motion 
of edge waves, surface waves trapped by refraction to 
the shoreline.  These waves, by themselves or by inter- 
action with the normal, incoming surface waves breaking 
on the beach, can generate longshore features having a 
wavelength equal to or half the edge wave wavelength. 

If a broad spectrum of edge wave modes were 
present any longshore variation should appear rather 
irregular.  The existence of regular features there- 
fore suggests that a particular edge wave mode is 
often dominant, the characteristics of the dominant 
mode depending on the geometry of the nearshore area 
and the width of the surf zone. 

Any new, artificial structure stretching seawards 
provides new boundary conditions, almost certainly 
altering the characteristic of the edge wave spectra. 
This is particularly obvious in the case of a regularly 
spaced structure such as a s'et of groynes.  A deeper 
understanding of the edge wave processes is needed so 
that the induced changes in the edge wave spectra are 
the least deleterious or, an intriguing possibility, 
advantageous. 

INTRODUCTION 

It would be very convenient if one could take 
measurements along a line perpendicular to a beach and 
assume that these were representative of any line normal 
to the beach.  In fact, even on very long, straight 
beaches, this is never the case.  The existence of rip 
currents, beach cusps, offshore bars of crescentic shape 
or straight bars with rip channels all provide a long- 
shore perturbation on the system.  A large number of 
different, and in some cases rather extraordinary, theories 
have been proposed to explain the existence of each of 
these phenomena, but in the absence of any comprehensive 
explanation, the engineer has been forced to regard them 
as annoying noise, making small scale or spot measurements 
of either sediment or water movement particularly difficult 
to interpret. 

1313 
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There are indeed situations where the longshore 
perturbations are not readily apparent, the rip currents 
are weak and ill defined and regular, longshore features 
in the sediment are rarely observed, this is the case 
when small waves approach a coast obliquely - a situation 
often studied at laboratory scale.  One also has situations, 
perhaps common on the Californian coast where the 
perturbations in the flow are obvious with very well 
developed rip currents but the sedimentary features the 
bars and cusps are rarely well developed.  (Shepard & 
Inman, 1950).  Finally the sedimentary features may be 
so well developed that they appear to completely control 
the nearshore flow (Sonu, 1972). 

At some stage the longshore features cease to be a 
minor perturbation on the system which can be eliminated 
by taking a bulk average.  More importantly, while the 
existence of observable longshore features suggests the 
existence of the edge waves that caused them the absence 
of such features does not conversely imply the absence of 
edge waves.  Strong longshore currents will tend to 
destroy beach cusps, large tidal ranges will discourage 
the formation of crescentic bars (Bowen & Inman, 1971) 
but in neither case will be edge wave itself be 
eliminated.  Even in otherwise ideal circumstances the 
existence of a whole spectra of edge waves could produce 
a very complex pattern with no obvious longshore wave- 
length.  To examine the basic ideas associated with 
generation of longshore features in either the water 
or the sediment it is therefore very necessary to under- 
stand the properties of the edge waves which are 
probably responsible for their existence. 

EDGE WAVES 

Edge waves are surface waves trapped by refraction 
to the shore, having an amplitude which is a maximum at 
the shoreline and generally decreases in the offshore 
direction.  Although the wave elevation decays seawards 
it may have several maxima and minima.  An offshore 
modal number n gives the number of zero crossings and 
therefore with increasing n the edge wave becomes more 
complex and for a given longshore wavenumber decays 
seawards more slowly.  (Bowen & Inman, 1969). 

Ursell (1952) considered the motion on a, plane 
beach of slope tan s and derived a dispersion relation 
between the angular frequency of the edge wave <r and 
the longshore wavenumber k where 

i 
<f  =gksin(2n+l)s (l) 
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and therefore  showed that  all values  of n are not 
possible  as  there   is  a  cut-off at 

sin(2n+l)s=l (2) 

Ursell found experimentally that the edge wave for this 
particular case, the cut-off mode, could he generated in 
a wave-tank and might he an important resonance.  The cut- 
off mode may be of practical interest as it represents 
the longest longshore wavelength that is possible for an 
edge wave of a given frequency (equation l). 

Ursell's solution applies to the simplest, possible 
beach topography, a straight coastline with a plane 
beach of constant slope.  Incoming wind waves would have 
no longshore variation and any longshore perturbations 
must be derived either from the motion of the edge wave 
itself or from its interaction with the incoming waves. 
The orbital motion of both waves, although very complex 
in the case of an edge wave with a large value of n, is 
purely oscillatory and leads to no net motion of the 
water or sediment.  However, the amplitude of the edge 
wave at the shoreline can produce a longshore differential 
in the maximum run-up on the beach; in consequence, 
points of equal height above mean water level may be 
exposed to quite different hydraulic conditions, one 
point being totally dry for a long period while the 
other is in the swash zone. 

Figure 1 illustrates the two possible cases 
a) the edge waves are of the same period as the edge 

wave 
b) the edge waves and the incoming waves are of 

different period, the edge wave usually being 
of lower frequency. 

Two further subdivisions are useful 
i)   incoming wave larger amplitude than the edge 

wave 
ii)  edge wave larger than incoming wave. 

If Figure 1 is regarded as a view looking down on the 
shoreline, given by the mean water line (MWL), the 
incoming wave will just move up and down the beach. 
The combination with a standing edge wave of the same 
period will produce a longshore perturbation in the 
water line on the beach either a(i) of the edge wave 
wavelength or a(ii) complex system primarily of the 
edge wave wavelength but with a system of smaller 
amplitude in between the major crests depending on the 
relative size of the waves. 
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If the edge wave is progressive the perturbation is 
of the same wavelength as the edge wave case a(i) 
independent of the relative size of the waves. 

When the edge wave and the incoming wave are of 
different periods which have no harmonic relation, at 
any given time they will he of random phase.  The 
maximum run up of the incoming waves will he within the 
shaded areas occasionally reaching the maximum excursion 
when the waves are temporarily in phase. A longshore 
perturbation will result only if the edge waves are 
standing waves and will have a wavelength half that of 
the edge wave. 

The shaded areas are the perturbation of the run- 
up of the incoming wave hy the edge waves.  As in b(ii) 
the edge wave motion is dominant, the darker shading has 
been used to indicate the perturbation of the maximum 
edge wave incursion due to the incoming waves. 

It is necessary to consider the relative size of 
the waves as at the shoreline the amplitude of the 
incoming wave is a minimum while that of the edge waves 
is a maximum, case (Ii) may therefore he reasonably 
common. 

The important interactions are those that produce 
steady drift velocities in the nearshore zone.  The self- 
Interaction of the incoming wave is obviously important 
producing drift velocities and longshore currents. 
However, although these may be large, they are uniform 
in the longshore direction. 

If the edge wave is of significantly different 
frequency from the incoming waves, cross interactions 
will generate oscillations at the sum and difference 
frequencies rather than steady currents.  However if 
they are of the same frequency, their interaction 
produces steady currents, the nearshore circulation 
patterns (Bowen & Inman, 1969).  These, in turn, may 
lead to the formation of sedimentary features (Bowen 
& Inman, 1969; Komar, 1971).  This type of interaction 
produces features, rip currents or beach cusps, which 
theoretically have exactly the same longshore wavelength 
as the edge waves.  The interaction is independent of 
whether the edge wave is progressive or standing, the 
mechanism is the same as that shown in a(i) of Figure 1. 

Steady drift velocities also arise from the second- 
order solution for the edge wave motion.  These 
velocities are probably small but until accurate measure- 
ments are made of edge wave amplitudes they cannot be 
entirely dismissed as insignificant as the motion due 
to a standing edge wave provides a satisfactory 
explanation for the formation of crescentic bars and 
particularly for crescentic bars with matching cusps 
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(Bowen & Inman, 1971).  These features have a theoretical 
wavelength of half that of the edge wave.  The drift 
velocities associated with a progressive edge wave have 
no longshore variation although they change in magnitude 
and longshore direction as a function of the distance 
from the shore. 

On an infinitely long beach a very large number of 
edge wave modes are possible; for each frequency there 
are a set of wavelengths, a different wavelength for 
each possible value of n.  The measurement and identifi- 
cation of edge waves is therefore a formidable task. 
Fortunately one mode is often dominant giving the rather 
regular longshore variations which are often observed 
but irregular, or apparently irregular features, will be 
generated if more than one edge wave mode present is of 
significant amplitude. 

In reality, the local geometry may be very important 
in determining the possible dominant mode.  A situation 
of practical interest occurs when a beach is bounded by 
two headlands, or groynes, perpendicular to the shoreline 
a distance b apart.  The possible wavelengths of the 
standing edge wave between the boundaries are given by 

L = SR m = 1, 2, 3 (3) 

so that m is a longshore model number.  The resonant 
periods T of the bay are, from (l) and (3) 

T2 =*IL     * (4) 
g   msin(2n+l)s 

If the width of the bay, or the groyne spacing, is 
about 400m, then small values of m and n give resonant 
periods of the order of a minute, essentially in the surf 
beat range.  For small m the cut-off mode has a period of 
10 - 20 sees.  With a slope of 0.030, a reasonable value 
for an exposed coast, there are 26 possible values of n in 
addition to the cut-off mode (Table l).  All values of m 
are possible but the very short wavelength associated with 
large values of m are probably not of any practical interest. 

CONCLUSIONS 

It is clear that the introduction of artificial 
boundaries on a beach can profoundly influence the 
spectrum of edge wave energy.  This could be particularly 
important if the new geometry has resonances close to the 
predominant frequency of incoming waves. 
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There is some indication that the bottom drift 
velocity due to the edge wave is offshore close to the 
shore, of order (Bowen & Inman, 1971) 

a2 

4   ^tans 
(5) 

where a is the amplitude of the edge wave at the shore- 
line . 

Large edge waves of short period might therefore 
have a significant erosional capacity.  Measurements of 
edge wave amplitude are required urgently so that the 
significance of this type of estimate can he estahlished. 

The wave periods associated with crescentic hars 
(Bowen & Inman, 1971) are relatively long, of the order 
of 30 sees, yet the drift velocities associated with 
these edge waves seem to explain the ohserved formation 
of large sedimentary features.  This certainly suggests, 
as the frequency cubed enters the drift velocity relation, 
that edge waves of higher frequency could play a significant 
role in determining the equilibrium slope of the heach. 
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X ^~. 

FIGURE   1. 

Incoming wave/edge wave interaction a) with waves 
of the same frequency b) waves of different 
frequency.  Case (i) incoming waves larger than 
edge waves;  case (ii) edge waves dominant. 
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ABSTRACT 

A mathematical model is described that is capable of 
predicting changes in the plan shape of a beach following 
the construction of sea defences or an alteration in the 
wave climate.  The rate of change is calculated.  The 
technique is illustrated by comparing model predictions 
with results from experiments carried out in a wave basin. 
The importance of the method in estimating coastal changes 
due to offshore dredging is mentioned, and the future 
development of the mathematical approach is outlined. 

INTRODUCTION 

A frequently recurring problem in coastal engineering is 
the prediction of changes in the plan shape of a beach 
following alterations in the wave climate.  Such changes 
can be induced by various means.  The construction of 
groynes, breakwaters and harbour moles has a direct 
influence on the beach plan shape.  Offshore dredging for 
sand and gravel may also affect the waves by changing the 
refraction pattern. 

Changes in the plan shape of a beach and the rate of this 
change are of particular interest in Great Britain.  Large 
deposits of sand and gravel exist close to the shore.  The 
use of these offshore natural resources is becoming neces- 
sary as stocks on land are now less economically obtained. 

1321 
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Hence methods to forecast changes affecting general beach 
stability are of immediate concern to the civil engineer. 

This paper describes the early development of a mathematical 
model to study such situations.  It illustrates the appli- 
cation of the method to the problem of predicting beach 
changes following the construction of a long groyne.  Results 
from experiments carried out in a wave basin to check 
predictions made by this mathematical approach are described. 

MATHEMATICAL MODEL 

Essentially, the mathematical model is a finite difference 
solution of the continuity equation in the alongshore 
direction:- 

Is + IT = o Sx     6t 

where Q = volume rate of alongshore sediment transport 

x = distance in the alongshore direction 

A = beach cross-sectional area 

t = time 

When the cross-sectional area is represented as the product 
of a beach ordinate, y, perpendicular to x, and a depth, D, 
as shown in Figure 1, this becomes:- 

Sx      St (1) 

The solution of this equation requires a means of calculat- 
ing the rate of alongshore sediment transport, Q, given wave 
and beach properties at an instant in time.  Analysis of the 
results of previous tests in the wave basin indicated that 
the Scripps Equation, as modified by Komar in Reference 1, 
described the submerged weight sediment transport rate 
reasonably well for uniform waves in the absence of tidal 
currents:- 

IT  =  0.35 E (nC) sin 2 a 

where I  = submerged weight rate of alongshore sediment 
transport 

E = energy density of breaking waves, •&  pg H2 

p = mass density of water 

g = acceleration due to gravity 
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FIG. 1    CONTINUITY EQUATION 

H = wave height, trough to crest, at breaking 

(nc) = group velocity of waves at breaking 

a = angle between breaking wave front and the 
beach 

Converted to a volume rate of transport, this becomes:- 

0.35 
r= 

E(nC) sin 2 a (2) 

in which V  = submerged density of beach material in place 

It is assumed that, for the given wave conditions, (nC) is 
a constant, E is a function of x only, and a is a function 
of x and t. 

Two methods of solution have been used.  In the first, 
Equation (2) is differentiated with respect to x and 
substituted in Equation (1) to obtain:- 

0.35 
(nC) f .  _   dE , „ „     _   &a sin 2 a -T— + 2 E cos 2 a  -r— u6t (3) 
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In difference  form,   this  is 

0.35   ,   _.   [   .     .        r    .-i   Etn +  ll   -  E[n  -  1~] -rr—   (nC)      sin  2   a     n,t    _t d \z i 
*s l J 2Ax 

.   , „   ri            o        r    .nafn +  l.tl-alli-l.tls +  2  E    n     cos  2  a    n,t    —1= '—=i != —=-I L J L.   '   _J 2Ax J 

+ D y&>t + 0 - y&rd   _   n 
At u 

in which   [n,t]   refer  to  the number  of   Ax and  At  steps 
respectively from the origin. 

Thus  rewriting:- 

y|n,t +  g   = y[n,t]   -^^^/sin  2  a   \n,€]    (E[n +  f] 

-E[n-l])+2E[n]   cos  2a[n,t]    (a   [n +  l,t] 

-  a   [n  -   1,t])J (4) 

which can be  solved,   given an expression for  a,   see Figure 
2:- 

a     =     a tan       -y^- (5) x 6x 

where  a     = the angle between the breaking wave  front and the 
x-axis,   a  function of x only. 

Thus,   a|n,t  +   1]   =  ax{n]   -   tan-1  ^  +  ^^/^  "   ^    (6) 

The  second method of  solution  is much  simpler.     In this 
technique,   Equation   (1)   is  converted  immediately to 
dlfferences:- 

Q&  +  Iftj   -  Q|n,tl y[n +  >j,t +  >Q   -  y [n + h,t -  h] 
Ax At 

y[n + h.t + fl  = Y& +  Js,t  -  £   - ^   JQCn +  l,tj   -  Q[n,t]] (7 

in which:- 
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FIG.2   BREAKER ANGLE 

Q[n,t  *  Q   = 0-35E[n](nC)s,n  2   a   ^  +   ^ (8) 

a[n,t +  1]   =  a   [n]   -  tan"1 * E1 + *'*  + 3   ~  ^ ~  *'* +  A    C9) 
X Ax 

This method has three principal advantages over the first: 

1. Within the limitations of the alongshore transport 
calculation, it is 'exact'.  That is, the budget of 
beach material is maintained because 

Q\]n. +  l,t] - Q[n,t] 

Ax 

completely describes -r* over the length Ax. 

2. It can be used with alongshore transport equations that 
are difficult or impossible to differentiate. 

3. It is more economical in computer time. 

The second advantage described is probably the most important, 
and the second technique has already been used with a rather 
more complex transport equation, incorporating transport from 
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areas of high to areas of low wave energy when the angle of 
incidence is zero.  This has not yet been tested but will 
form the subject of a future paper. 

The only drawback to the second method is that, because Q 
and y are not known at the same points along the beach, 
boundary conditions are difficult to define.  However, the 
advantages outweigh the disadvantage, and no further 
development of the first technique is contemplated. 

Input to the mathematical model is the wave height, H, angle 
of incidence, a , and the initial beach shape, y, all as 
functions of x; an estimated celerity at breaking, nC, based 
on the observed water depth and the wave period; and an 
estimated depth, D, beyond which alongshore transport no 
longer takes place.  In the present case all these were 
measured in the physical model, but in practice it is 
intended that they would be provided by an analysis of 
observed or forecasted wave conditions. 

WAVE BASIN TESTS 

A beach of crushed coal - specific gravity 1.35 and d,-n = 
0.8 mm - was subjected to waves having a period of 
1.15 s and a constant height of 40 mm - the initial angle 
between the breakers and the beach being 4°.  Material was 
fed to the updrift beach at the calculated alongshore 
transport rate.  The beach was moulded to an arbitrary 
profile, and waves were generated for an hour to allow the 
profile to adjust to the waves.  A long groyne was then 
constructed across the foreshore as shown in Figure 3.  For 
comparison with the mathematical predictions, beach 
ordinates were obtained by averaging the 0, 25, 50, 75 and 
100 mm depth contours at the following times: 

before the groyne was constructed.  This was 
the initial plan shape used in the mathematical 
model. 

1 hour after construction of the groyne. 

3 hours after construction of the groyne. 

6 hours after construction of the groyne. 

DISCUSSION 

A comparison of beach plan shapes predicted by the 
mathematical model and those measured in the wave basin is 
shown in Figure 4.  There is close agreement for a period of 
3 hours after the introduction of the groyne.  After 6 hours 
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Wave Period:,.JSs      Wn*. Height =40mm 

GROYNE • a  1       — 
ON WAVE I I ~*' of  breakin 
ORTHOGONAL 

COAL BEACH D = 0-8 mm 
5.0=1-35 

FIG. 3    TESTS IN THE WAVE BASIN 

the build-up of coal near the structure sufficiently altered 
the wave refraction pattern to invalidate the input wave 
data.  A complex boundary condition had also developed at 
the updrift end of the wave basin.  No further useful 
comparisons could therefore be made. 

The experiment to date has shown that the mathematical model, 
operated with the Komar equation for alongshore sediment 
transport, is capable of predicting the plan shape and rate 
of change of the plan shape of a beach with reasonable 
accuracy.  Greater accuracy can be obtained if the relation- 
ship between alongshore sediment transport and wave height 
and direction can be verified for the beach in question. 

The next development of the mathematical model is to link it 
with an existing refraction program to take account of the 
effect of beach changes on the waves.  Further research will 
then be necessary to move away from the bulk flow sediment 
approach, as used by Komar, to a detailed description of 
sediment flux in terms of waves and currents; this will 
enable hydraulic and sediment conditions to be described for 
a point in space and time. 
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CHAPTER 73 

ON THE FORMATION OF SPIRAL BEACHES 

Paul H. LeBlond 
Institute of Oceanography 

University of British Columbia 

ABSTRACT 

The theory of wave-induced longshore currents is applied to problems 
of beach erosion.  An erosion equation is derived, relating the local erosion 
(or deposition) rate to the form of the beach and to the characteristics of 
the incoming wave field.  A numerical integration technique of the erosion 
equation is discussed and a specific example is examined: that of a linear 
coast line which is gradually eroded into a spiral-shaped beach in the lee of 
a headland. 

Introduction 

Hook-like beaches of the type shown in Figure 1 are quite common on 
exposed coasts.  Such beaches have received various names: Silvester (1960) 
calls them "half-heart shaped bays" and Yasso (1965) "headland-bay beaches". 
Half-Moon Bay in California is one of the best known examples (Bascom, 1951). 
It was Yasso (1965) who discovered that the planimetric shape of many such 
beaches could be fitted very closely by a segment of a logarithmic spiral. 
The distance r from the beach to the center of the spiral increases with the 
angle ijj according to 

r = r er (1) 

in which a is called the "spiral 
angle" and determines the tightness 
of the spiral.  Bremner (1970) has 
also shown the logarithmic spiral 
to give an excellent fit for each 
side of a recessed beach between 
two headlands. 

It is extremely tempting 
to attribute the characteristic 
shape of these spiral beaches 
(as I call them here) to wave- 
induced erosional processes. 
To confirm this suspicion, I 
have attempted to show, using 
available theories of longshore 
currents and beach erosion, 
how a spiral beach could evolve 
from a linear wave-swept coast- 
line. 

Figure 1.  An 
idealized spiral 
beach, showing the 
coordinate system. 

1331 
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Longshore currents 

It will be assumed that any erosion or deposition at the shoreline 
will be due uniquely to transport of material by wave-induced longshore 
currents.  The theory of such currents has recently risen out of a state of 
semi-empiricism following a re-examination of the role of waves in producing 
currents (Longuet-Higgins, 1970 a, b) and of the manner in which sand is 
transported by these currents (Komar and Inman, 1970; Komar, 1971). 
Longshore currents are produced by breaking waves in the surf zone; the1 

amplitude and direction of the incoming wave are determined by offshore 
conditions which are assumed to be completely uncoupled with surf zone 
phenomena. 

To be more specific, let's consider a straight section of beach, as 
shown in Figure 2. Approaching waves begin to break at the mean distance x. 
from the shore line, in a mean depth h^; their amplitude upon breaking is 
ajj and the angle made by their propagation vector with the x-axis is ^. 
The wave amplitude in the surf zone (0 6.  x ^ x^) is taken as proportional to 
the mean depth: a =a h (Longuet-Higgins, 1970a).  The local wave energy 
density is then E = — pga2h .  In beach coordinates (x,y) , the radiation 
stress of the waves has components 

13 cos^ <J> + sin^ <j>, - sin 2 $ 
S..-f 
1J      l^-sin 2 <J>, 3 sin2 <f> + cos2 $ j 

(2) 

The divergence of the radiation stress S^-j provides the driving force 
for the longshore currents in the surf zone; there is no net forcing in the 
offshore area.  Once a steady state has been reached, frictional forces will 
just balance the driving force and the mean longshore momentum equation will 
read 

3x 
yh^]   _ fV B   (9     s      + |_ s    ) 0 < x < * r 3xJ \ay    yy      3x   yxj o 

(3) 

=        0 xbix<» 

The assumptions and simplifications leading to these equations have been 
discussed by O'Rourke and LeBlond (1972).  The lateral eddy friction 
coefficient y is taken as increasing linearly with wave velocity and with 
distance from the beach: 

y = N p x /gh (4) 

(N is a dimensionless constant).  The bottom friction parameter f is propor- 
tional to the maximum orbital velocity 

f = - pa C v^ih (5) 

Where C is a friction coefficient for flow over rough plates.  Assuming a 
linear depth profile which is uniform along the beach 

h - Sx (6) 
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Figure 2. 

Definition sketch 
for the linear 
beach. 

and transforming to a scaled coordinate £ = x/xk> &)  may be rewritten 

3   r 5/2 jv ")    1/2       3       1+1/2 

(7) 

This Is the same equation obtained by Longuet-Higgins (1970b), but with two 
more forcing terms. P is the ratio of lateral to bottom friction effects, 

V   2xC' 

*b 3ab 5it« 
8C 

gl/2xti/2s3/2) 

V = K sin<j), cos<|>. 

2K 

4K 

2 cosz 
bj ab 3y 

(8) 

V3 = 5~ *b sia%  cos\ W 

The three forcing terms are due respectively to  1) the obliqueness of wave 
approach, 2) and the non-uniformity of wave amplitude and 3) of wave angle 
along the beach.  The first term is usually the more important one. 

The solution to (7) which keeps V finite and both V and 9V/3£ 
continuous across the breaker line is 

V = BjS + 2 £ V 
(l+i)/2 

i=l 
(l+4i)P-2 

B,5 

0 < ? < 1 

1 S ? 5» 

(9) 

in which 

3 + 
4 " M) 

1/2 
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p(Prp2>   i=i 2Pi-(1+1> 

B, = 
P(PI-P2) i-i 

V. 

2p -(1+1) 

Whenever P = 2/(1 + 41) for any one of i = 1, 2, 3, a singularity appears 
In one of the coefficients of V in (9); the solution must then be modified. 
For 1 - 1, P = 2/5, the appropriate term is 5/7 V, Cln£; for i = 2, P = 2/9, 

V2 C3/2 in 5; and for 1 = 3, P = 1/7, -14/11 V3 ?2ln?. We will avoid any 
worries by simply choosing a value of P different from 2/5, 2/9 and 1/7. 

Sand transport 

In relating sand transport to longshore currents I have simply 
assumed that the volume rate of sand transport T will be proportional to 
the total water transport In the surf zone, Q, times a "sand fraction" y, 
so that T = Qu.  Q is defined by 

Sx£ I CV(5) d? 
' o 

(10) 

Sand transport is then an integral property of the surf zone, and is thus 
independent of E,.     It will thus not be possible with this model to examine 
variations in beach profile (h (£)) associated with differences in sand 
transport rates across the surf zone.  Such refinements could well be brought 
into more advanced models, by making T an explicit function of V, as in 
Komar (1971). 

It is useful to split Q into three parts, each one resulting from 
one and only one of the three forcing mechanisms mentioned earlier: thus, 

3 

Q = .1, Q 
^  1=1 : 

in which 

SX£Vi 
(<l+4i)P-2) (5+i) + P(Pl+2) (p^Pa) (2Pl-(l+i)) 

(11) 

(12) 

We recall the source of three components of the transport: Qj is caused by 
the obliqueness of the waves, Q2 and Q3 by the non-uniformities of the wave 
amplitude and angle of approach respectively. 

The Erosion Equation 

The rate of erosion will be directly proportional to the divergence 
of sand transport Qp.  As we have lost all information about the details of 
sand transport across the surf zone by relating the total sand transport 
directly to the integral of the longshore current, it will be reasonable 
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to simply assume that the beach profile is not modified by erosion.  The 
slope S retains the same value, the beach being shifted laterally by sand 
removal or accretion, as shown in Figure 3.  The parallelogram of sand (of 
density ps) removed by erosion in a time At has a mass pgh^Ax0.  With xQ(t) 
the position of the mean shore line, the rate of sand removal is then 

3xn 
p h, -r-^.     This is balanced by the divergence of sand transport in the surf 
sb-1*" 

zone 
3t 

3x 

8y ^ + Pshb W~   = = 0 (13) 

Figure 3.  Beach shift 

due to erosion. 

This derivation is strictly correct only for linear beaches. We will 
extend its applicability to curved beaches by appealing to the results of 
O'Rourke and LeBlond (1972) who found that, for semi-circular beaches, the 
supplementary forcing terms occuring in (3) because of beach curvature were 
negligible provided the radius of curvature of the beach remained much greater 
than the width of the surf zone. When that condition is satisfied, (13) still 
describes the erosional processes in a short enough section of the beach.  We 
may now redefine local variables (x, y) as shown in Figure 4; the orientation 
of the beach segment to fixed axes (X, Y) will be specified by the angle 8. 
The rate of displacement of a point P(X, Y) which always remains on the beach 
may then be found from (13) as 

8X 
• ^ (Qu) (14a) 

BY  sin6 3 
9t  p h, 3x 

s b 
(qy) (14b) 
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Figure 4.  Definition of 
local coordinates for 
extension to curved beaches 

Computational Scheme 

The initial planimetric shape of a beach may be specified by giving 
the coordinates (X, Y) of a sufficient number of points PJ (j = 1, . . . . N). 
Given the characteristics of the incident wave field (i|),a^), the initial beach 
geometry (S, x^, ps) and the empirical coefficients a, N, C, y it will be 
possible to calculate the sand transport Qy and its divergence along the 
beach.  Integrating the erosion equations (14) over a finite time interval 
yields values Ax-j, Ay-= by which the position of the jtn point is to be 
modified because of erosion or deposition during that time span.  Repetition 
of this process gives a series of positions for the forms Pj and hence a series 
of planimetric shapes for the beach.  This apparently simple-minded integration 
scheme is alas full of pitfalls!  Having fallen victim to many of them I 
would like to discuss the origin and the means of avoiding the worst of them 
before presenting actual computational results. 

First of all, there arises the problem of stability.  The natural 
processes described by this model occur over time-scales ranging from months 
to centuries.  The integration time-step should then be chosen large enough 
to make it possible to witness the evolution of the beachwithin a reasonable 
lapse of computing time.  A long time step is thus desirable; it is also 
dangerous.  Imagine for a moment a linear section of beach with a hump on it. 
With a uniform incident wave field (^ 4  0, 3a],/3y = 0, ^\yl^y =  0: 
Qj 4  0, Q2 = 0 = Q3) there will be a tendency for this hump to be eroded 
away.  A strong divergence of sand transport will occur on the hump, leading 
from (13) to a large rate of erosion (3x0/5t < 0).  If the time step is small 
enough, the hump will gradually be reduced to insignificance.  Should the 
time step be chosen too large however the correction AxQ to the beach shape 
during the time At may be large enough to transform the hump into a hole I 
This is already nonsense, but not yet instability.  If the hole is less deep 
than the hump was high, an oscillatory approach to equilibrium will result. 
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Only when the hole is deeper than the original height of the hump will 
instability occur.  It is clearly not sufficient to choose a time step small 
enough to avoid instability of this type; one must avoid over-correction: 
violent transformation of humps into holes and vice-versa within a single 
time step.  The computer model should behave very much in the same way as a 
real beach does, and be endowed with a similar tendency to gradually minimize 
its curvature, except possibly at a few well understood and identified points, 
such as sand spits. 

The problem of stability has to do with the mechanics of numerical^ 
computation, and is readily taken care of. A more fundamental difficulty is 
that of correcting the incident wave field to account for the change in 
planimetric shape of the beach.  As indicated earlier, one of the fundamental 
premises of the theory of generation of longshore currents is that there is 
no coupling between the longshore currents in the surf zone and the wave 
field in the offshore zone.  The longshore currents are caused by the incident 
wave field but do not in turn influence it.  This may well be so on a time 
scale short compared to that during which significant modifications of the 
sea shore occur, but as the planimetric shape of the beach departs more and 
more from its initial form, the incoming wave field will suffer from refraction 
or diffraction to a significant extent and the forcing function for the long- 
shore currents will be altered.  There is thus a larger-time-scale coupling 
between longshore currents and the incident wave field, and it must be taken 
into account in problems of beach evolution. 

Let us see how the above theory of longshore currents and the scheme of 
integration of the erosion equation may be applied to account for^the presence 
of spiral beaches. We shall assume that at some initial time (t - 0) a 
completely uniform wave field is incident at an angle $0  upon a linear beach 
(Figure 5).  To simulate the presence of a rocky headland it will be assumed 
that half the beach (Y £ 0) is a rocky strip, from which no sand can be eroded, 
and hence on which u = 0.  The longshore water transport Q is thus initially 
uniform, but not the sand transport Qy, which has a discontinuity at the origin. 

shadow line 
Figure 5.  The initial linear beach 
configuration and qualitative estimates 
of some consecutive shapes ( at tls 
t,, • • •)• 
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It is simple to see, at least qualitatively, how the beach will evolve. 
Because of the sand fraction discontinuity at the origin, the sand transport 
divergence will be large and positive there arid, from equation (13), erosion 
will occur rapidly.  The beach will be gradually deformed as shown in Figure 5. 
As the beach changes its orientation in the (X, Y) plane, so that the angle 0 
in (14) is no longer zero, the local angle of attack ^ will change from its 
original value of <J>Q to a new value ^  = <f>0 - 6.  Those parts of the transport 
which depend on the angle ^ (Qx) or on the longshore variation of (f^ (Q3) 
will be changed accordingly.  Further, as the nick dug in the beach gets deeper 
and the beach segment near the origin approaches the "shadow line", the influence 
of diffraction by the tip of the rocky strip (which has now become a headland) 
will become more noticeable, and the amplitude and direction of the waves 
arriving at the breaker line will have to be modified to account for the 
changing geometry of the shore line.  The variation of Q along the beach will 
gradually become as important as the initial discontinuity in y in determining 
the erosion rate. 

The actual computations have been made following the procedure outlined 
earlier.  A number of points, labelled j = 1, 2 . . . N, are initially strung 
along the half line Y i 0, and are gradually displaced according to equations (14). 
The beach thus consists of N - 1 linear segments, the j*" segment being between 
the jth and (j + l)th points, and making an angle 0, with the Y-axis.  Transports 
are calculated at intermediate points and are characteristic of a segment, not 
of a point (see Figure 6). 

The rate of displacement of a labelled point will be proportional in 
magnitude to the difference in the transport in the segments on either side of 
it.  The direction in which the point moves must be defined with more care: since 
the labelled points are at the intersection of beach segments, where there is 
usually a discontinuity in slope, as characterized by the angle 8, one cannot 
use equations (14) in exactly the form in which they appear. We define an 
angle a which is the average slope at a point: 

Vi =
 -JL +1 

+e. 

X 
A 

Figure 6. 
Computational "molecule1 

th around the (j+l)tn point. 
The transports Q are evaluated 

at mid-segment (starred) points 
and their derivative at labelled 

points.  The (j+l)tl> point moves 
normally to the curve of angle ct-?+i, 

as shown by the arrow beneath it. 
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and allow the erosion to proceed at the (j+l)th point as If the beach had an 
orientation given by the angle ou+1 there.  In finite difference form, (14) 
now reads: 

-ycosa (i±L«J *v • -»A     vr" 

AY 
J+1 pshb A

j+1 

QJ±i^J (15b) 

where 2(Aj+1)* ^V^VV7 t/^X^ +  (Y Y  )2 

Since there can be no erosion of the rocky spit, the first point 
(j = 1) does not move: (Xj, Yj) = (0, 0) at all times. 

Qualitative considerations 

Even before proceeding with the integration of (15) it is possible 
and advisable to consider what kind of qualitative results are expected. 
First, as already indicated, the beach erodes at the corner, as shown in 
Figure 5.  From the definition of a, it should be clear that erosion at point 
j = 2 should take place in a direction which will take it towards decreasing 
values of Y, so that erosion behind the rocky strip will ultimately result. 
This back-cutting is indeed seen to occur in the computed configurations 
(Fig. 7, 8) and is a necessary step towards attaining spiral shape (or anything 
which resembles a spiral). 

From the nature of the erosion and deposition processes, it is also 
clear that humps and holes (regions of high curvature) will be rapidly 
smoothed away in a real beach, and should suffer the same fate in our model. 
Such regions of sharp curvature would appear wherever the sand transport Qy, 
has maxima or minima along the beach.  We thus expect that once an equilibrium 
profile has been reached, there will be no such extrema in Qy, which will 
increase monotonically from zero at the headland to a maximum value at the far 
end of the beach.  From the very beginning, the eroded beach is concave sea- 
wards near the headland, convex seawards further on.  If Qy increases mono- 
tonically from the headland, this situation will prevail at all times and 
there will be only one point of inflexion. 

If there exists a planimetric shape which the headland beach 
asymptotically approaches, it must have the following properties:  1) it is 
first concave outwards, near the headland, and then convex outwards; 2) the 
sand transport increases monotonically along it; 3) erosion, by causing the 
beach to be displaced (inwards) normally to itself> does not change the 
qualitative shape of the beach.  This last statement requires some explanation. 
If a planimetric shape is defined as a curve f (X, Y, ax . . . a ) = 0 
where ax . . . an are parameters which define the centre, the size, the 
orientation, etc., of the curve, then what is stated is that a displacement of 
the curve normal to itself produces another curve of the same n-parameter family. 
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A trivial example of such a curve is a circle (x-xQ)
2 + (y~y0)

2 = r2, which is 
a three-parameter curve; displacing every point of the circle normally outwards 
by an equal amount gives another circle of greater radius. A more appropriate 
example would be that of a logarithmic spiral displaced normally to itself 
by a distance L proportional to the radius vector from the origin: L = £r. 
Such a shift, as could be caused by erosion, transforms a spiral into another 
one of the same angle but different intercept r0.  The spiral does not fulfill 
the first condition however.  There must exist more complicated curves satisfying 
all of the above three conditions, and one cannot decide a priori which one will 
be the equilibrium one. 

Because of the diffractive influence of the headland on the incident 
wave field, the region in the shadow of the headland, i.e. the head of the hook, 
is the most difficult to describe.  All three terms (Qj, Q2, Q3) may be important 
in the longshore volume flow there and it is not clear which one will dominate. 
The tail of the beach on the other hand should behave in a much simpler 
fashion since the wave field there should be nearly uniform in the longshore 
direction.  The only contribution to longshore transport will come from Qj, 
which, from (12), (8) and <f>, = $Q  -  0, may be written 

Qi = Q0sin(2(<)>o-e)) 

In the tail region, 9 is a small angle, and tan0 - dX/dY.  For the same 

reason, TT- - Trn- , so that 
' 3y  tfY 

5i . _2Q M „ _   3fx 
3y    Z4o 3y     4o 3Y* 

The shape of the beach may then be found from 

9Y2    20  3Y 
o 

Analytic determination of the solution curve which will satisfy the 
three fundamental criteria in this region and connect to an equally satisfactory 
curve in the head region is beyond the present effort. We may choose for the 
moment any Qx which will tend to Q so as to make X and all of its Y derivatives 
vanish as Y tends to infinity.  For example, the tail region at t = 80 hours 

-8CY-Y }2 
in Figure 7 is very closely fitted by X = - X e ^  o' ( with XQ = -143 m, 

Y0 - 130 m, and 0 = 3.15 x 10"
sm-2, so that Qx = Q (l - 43X0Ye"

e(Y_Yo) ) 

in that region. 

Computed Beaches 

The computed beach profiles fall into two categories according to the 
type of approximations made in describing the wave field in the vicinity of 
the headland. 
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It was first simply assumed that there was no diffraction whatsoever 
and hence no wave energy behind the "shadow line" Y = -X tan^0.  The transport 
along the beach segment which intersects the shadow line (at the point Ps 
with coordinates (Xs, Ys)j was reduced in proportion to the fraction of it 
that lies in the shadow.  The reduction factor is 

(<xj+1-xs)
2 + (VrV2)1'2/ h+i~x/ + (VrY/)1/2      (16) 

Only the oblicity component Qx was retained in this case, to lighten the 
computational burden.  Even under such gross approximations the results are 
encouraging. The successive beach shapes shown in Figure 7 were computed 
for P = 0.2, S = 0.02, xb - 62.5 m., C = lO"2, a  = 0.4, (J>0 = TT/10, ab = 1 m., 
y = 1 kg m~3, p = 2 x 103 kg m"3 and a time step At of 1 minute.  The small 
time step was necessary to avoid instabilities.  Except for the incredibly 
rapid rate of erosion of the beach, which may be attributed to the presence 
of an unrealistic discontinuity at the origin as well as to the absence of the 
Q2 and Q3 terms, the erosion proceeds in a reasonable fashion.  Note in 
particular that the first two of the qualitative criteria established earlier 
for an equilibrium shape are satisfied:  1) the beach is concave outwards at 
first, convex afterwards;  2) the transport increases monotonically along the 
beach. 

Encouraged by this moderate success I have started computations in 
which diffraction effects are included. As it is not in general possible to 
obtain closed-form solutions to the diffracted wave problem for arbitrary 
coast geometries, any diffraction correction to the incident wave field will 
necessarily be an approximation.  The most obvious correction, Sommerfeld's 
solution to wave diffraction by a wedge (Stoker, 1957, p. 109), is too compli- 
cated for practical computations.  Once the beach has been eroded back 
sufficiently behind the rocky coastal strip, one would expect the solution for 
a wedge of zero angle, i.e. a thin barrier, to be a useful approximation.  The 
theoretical results for that case have been verified experimentally (Putnam and 
Arthur, 1948).  In order to take into account the fact that the barrier is not 
infinitely thin, nor the corner angle identically zero, I have used the following 
correction for the wave field: if FQ(X, Y) is the wave amplitude function for 
the thin barrier case (as given by Putnam and Arthur) then the correction factor 
for the amplitude used in the computations was 

F(X, Y) = 1 - (l-F0(X, Y))(01/TT)
n (17) 

where Q1   is the angle of the first segment (j =1), as defined in Figure 4 
and n is an adjustable exponent.  Clearly, for Q1  = IT, F = F and the wave 
field is that behind a thin barrier; for 0j = 0, F = 1, and the waves have 
the same amplitude everywhere.  Inside the geometrical shadow (behind the shadow 
line: Y < - X tan <f>0) the waves are now assumed to radiate from the origin 
(i.e. the headland), and $b  = tan-1 (-Y/X) - 0; outside the shadow area, 
^b = ^o ~ ®> ^s before.  An upper bound (f^x was also imposed on the angle of 
incidence. 

Computations including all components of transport (Qa, Q2 and Q3) 
as well as diffraction corrections have not so far been very successful. 
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As a matter of fact, they have been plagued with, instabilities to such an 
extent that it will be necessary to review the whole of the computational scheme. 
One of the more successful efforts is shown in Figure 8.  In this computation, 
P = 0.3, S = 0.083, xb = 32 m, C = 10~2, a  - 0.42, c}>0 = 0.17, ab = 1 m. , 
M -  1 kg m_1, ps = 2 x 10

3 kg m~3, At = 10 sec and n = 3, 4)max - 0.35.  The 
computation was first run for 1 hour without diffraction corrections and with 
Q2 = Q3 = 0; the shape arrived at then (t = 0) provided the base line for the 
more sophisticated calculations.  It is clear from Figure 8 that, after some 
adjustment (t = 5, 10), the beach digs in behind the headland, as it did in 
Figure 7.  The transports do not become monotonic, as they did in the previous 
example however and a catastrophic instability occurs soon after t = 80 min. 

Conclusions 

I have shown, using the theory of wave-induced longshore currents and 
a simple model for beach erosion, how waves obliquely incident upon a non- 
uniform coast could initiate beach erosion which would eventually lead to the 
formation of hook-like beaches.  I have however not succeeded in explaining 
why these beaches are such good fits to segments of logarithmic spirals, although 
I have presented qualitative arguments which indicate that such a shape would 
satisfy the requirements of an equilibrium planimetric shape. 
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CHAPTER 74 

USE OP CREWUXATB SHAPED BAYS TO STABILIZE COASTS 
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ABSTRACT 

Crenulate shaped bays are the rule rather than the exception on 
coastal margins of oceans, inland seas or lakes where sedimentary 
beaches exist between headlands.  They have a particular orientation 
to the swell or resultant wave energy vector, such that the straight 
tangent section is downcoast and the curved portion upcoast.  The 
latter is a logarithmic spiral at all stages of development of the bay. 
When fully stable, that is no littoral drift taking place, the constant 
of the log-spiral equation has a specific relationship to the approach 
angle of the waves to the headland alignment.  In this condition it is 
shown that diffraction and refraction are involved when waves sculpture 
the curved beach in the lee of the upcoast headland. A further ratio 
to identify stable bays appears to be the ratio of indentation length 
to clearance between headlands.  The application of crenulate shaped 
bays to stabilization of a reclaimed shoreline suffering strong 
littoral drift on Singapore Island is described. 
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INTRODUCTION 

The crenulate shaped bay is a pronounced feature of any coastline, 
be it on an oceanic margin, the coast of an inland sea, the boundary of 
a lake, or the beach line of a hydraulic model. As long as there is a 
sedimentary shoreline interspersed with headlands and waves approaching 
the coast obliquely there will be such bays with half-heart or half 
spear-head shape. 

(1) Model work   has shown the sculpturing of this physiographic 
feature to be the work of waves, particularly those which are the most 
persistent in their incidence and direction.  Such is the case of swell 
which arrives almost continuously from some storm zone of the ocean. 
The greatest source area for this energy is the 40° to 60° latitudes in 
both hemispheres.(2/ Successive storms are generated there which travel 
from west to east.  This provides almost continuous swell towards the 
margins of these oceans, but more particularly to the eastern margins , 
or the western coasts of continents.  Even in enclosed seas (such as 
the Mediterranean, Baltic etc.) or large lakes (such as those in north 
America) the variable wind sequences will normally have a recognisable 
resultant at any specific zone of the coast as far as direction is 
concerned. 

This oblique wave approach is directly related to the crenulate 
bay shape, since the orthogonal will be nearly normal to the straight 
section which passes through the downcoast headland.  Downcoast here 
refers to the direction towards which sediment is moved by the wave 
action.  The remainder of the bay comprises a curved zone, which is 
partly in the wave shadow of the upcoast headland.  The indentation of 
the bay, from the headland alignment, depends upon the obliquity of the 
waves to this alignment and the amount of sediment available for trans- 
port through the embayment.  In the final equilibrium, when little or 
no transport is talcing place, the incoming waves are being diffracted 
and refracted into this shadow zone in such a way that simultaneous 
breaking occurs around the periphery. 

BAY CURVATURE 

(3) It has been shown by Yasso   and subsequently proved by 
Silvester(4) that the curved water line can be defined by a logarithmic 
spiral. This is given by the relationship 

e cot a 
Ea/Hi  = e 

where, as seen in Figure 1, Riand Rg are radii from an origin that are 
at an angle of 9 (radians) apart, and angle a  is the constant angle of 
the radii to the tangents of the curve, with e as the exponential con- 
stant.  It is the factor * which dictates the curvature and an infinite 
series could be drawn. When available on transparencies they can be 
used to define the shape of any sized bay, since scale is overcome by 
using various sections of a single curve. 
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e coto< 

1.       Definition sketch of logarithmic  spiral. 

U)(5) Model tests      have shown that progressive sculpturing of a bay 
beachline from a straight coast between headlands causes a systematic 
variation in the curvature or the value of «.  When equilibrium is 
reached for the case of no renourishment from upcoast, the final 01 
value is related in a consistent manner with the angle between the in- 
cident wave crests and the headland alignment, designated 8 in Figure 
2. This angle is also that between the tangent shoreline and the head- 
land alignment, since in this equilibrium state the wave crests are 
parallel to the beach. 

STABILITY GEITERION 

The connection between a  and 3 is exhibited in Figure 2, which has 
been derived from two series of model tests.C5)(6) Also shown are some 
values from prototype bays, for which it can be rationalised that those 
nearest to the curve are closest to a stable condition. Points should 
fall above the line when there is adequate sediment still to be passed 
through the bay, or rivers are supplying it within the bay. Should 
such sand supply be decreased, or cut off altogether, the bay will be- 
come more indented as the shoreline and adjacent sea bed is eroded. 
Degradation will proceed until the curvature of the logarithmic spiral 
gives an a value which falls on the curve of Figure 2. 

Evaluation of 6 by measuring the angle between the tangent shore- 
line and the headland alignment is only correct when waves are normal 
to this beachline. This cannot be so until all littoral drift has 
ceased. However, the extremity of this near-straight coastline reaches 
its equilibrium alignment long before the upcoast regions, so that even 
in early stages of bay development this angle 3 can be determined 
reasonably well. 

(4) It has been shown elsewhere   how the curve of Figure 2 can be 
utilised to test the long term stability of a bayed shoreline.  The 
plot of a versus 8 falls above this line when the bay-is not stable, 
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2.  Relationship between log-spiral constant a  and wave obliquity g. 

implying that any reduction of sediment supply, from the upcoast 
direction or within the bay, will cause erosion of the beaches. This 
will be most pronounced in the curved section, particularly that part 
adjoining the tangent zone. This will not be prevented by groynes or 
sea walls in the long term, only by breaking the bay into two bays by 
the creation of an intermediate headland. The shape of the two sub- 
sequent stable boys are then predictable by using Figure 2 for the 
final equilibrium condition of no littoral drift. 

WAVE PROPAGATION 

It has been stated above that waves both diffract and refract into 
the shadow zone of the uncoast headland. The refraction is readily 
accepted due to the shoaling of the bed, but the existence of 
diffraction has not been proven in a prototype situation. Obviously, 
if the only waves present are short in period and the water between 
headlands is deep,"the curving crests can only be created by 
diffraction.  Under these conditions sculpturing the shoreline entails 
the formation of a shallow shelf close in shore, but this would have 
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little effect on the overall shoreline shape in plan. 

In order to test the occurrence of diffraction besides refraction, 
four bays were selected which appeared to be in equilibrium. Criteria 
used for this purpose were as follows: 

(a) The downcoast tangential beach was sensibly parallel to the 
crests of the persistent swell. 

(b) The crest alignment noted in (u) was checked against the 
tangential alignments of several adjacent bays when the 
coastline and Continental Shelf were sensibly straight. 

(c) The proportionate length of the tangent section is greater 
when equilibrium is approached. 

(d) Wo large rivers fed material to the bay. 

(e) The wave energy level was high. 

(f) Towards the downcoast end of the bay the bed contours spread, 
indicating a more normal approach of the waves. 

(g) The approach angle B (measured between the downcoast shore- 
line and the headland alignment) and the logarithmic spiral 
factor a  plotted close to the curve of Figure 2. 

Details of the location and values of a  and 8 for each bay are 
listed in Table I. The waterline and underwater contours are presented 
in Figure 3. 

Table 1 - Summary of Equilibrium Bays 

Name longitude Latitude 0 a 

Port  Eyre 132°25'-133o00'   E 31°57'-32o02l   S 58° 41.5° 

Anderson Bay H7°22'-H7°38l   E 40o50l-41°03l   S 37.5° 52.5° 

D'Estree Bay 137035,-137°44'   E 35°52'-35Q59'   S 48° 45° 

St.  Francis Bay 24°50'- 25°30'   E 35°55'-34°15'  S 50° 44.5° 

Bed contours, or profiles normal to the beaches, of these several 
bays would influence refraction, but each would have also resulted from 
the wave climate and sediment characteristics of the area.  Some average 
had therefore to be determined, for which purpose each bay was divided 
into equal distances along the coastline and the vertical profiles 
measured.  The profiles are numbered 1 to 6 from the upcoast to the 
downcoast headland, and are presented on a logarithmic scale in 
Figure 4. The mean line through these points provided a mean profile 
at these locations, from which contours of an average bay in equili- 
brium could be derived. Such a typical bay for (3 = 50° is depicted in 
Figure 5, 'with bed contours shown in fathoms. 
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These bays on oceanic margins will suffer swell of various heights 
and periods throughout the year, but the predominant periods will be 
from 12 to 15 seconds, as discussed by Silvester(7)(8).  These limiting 
bands were used in a refraction and diffraction analysis to test whether 
waves, whose crests in 30 fathoms are at 50° to the headland alignment, 
arrived at the breaker line normal to the beach. The angle P = 50° at 
30 fathoms was chosen because this depth contour essentially ran along 
the headland alignment and waves from there to the tangential shoreline 
had to traverse more or less parallel bed contours. 

The wave orthogonal arriving at the tip of the upcoast headland 
from the 30 fathom depth is refracted across the parallel contours in 
front of it.  The depth in the headland zone is aroung 10 fathoms so 
that the orthogonal direction can be obtained readily for the 12 and 15 
second trains(9). These were 32.5° and 30° respectively to the normal 
of the breakwater or the bed contours. The waves were then diffracted 
and refracted over the contours within five wave lengths of the head- 
land tip, as indicated for the 15 second wave in Figure 6(10). Prom 
there to the shoreline, refraction was determined by a computer pro- 
gramme, for which purpose the typical bay was divided into squares 
with 9840 ft sides (see Figure 5). Waves were so traced to a depth 
where breaking occurred, as assessed from H0 = 4.75 and 4.55 ft 
respectively for the 15 and 12 second waves respectively, with dt = 
1.28 H*,, where H*, was calculated from the diffraction and refraction 
process. The final breaking angle of the waves was compared with the 
orientation of the beach at that point on the bay (see Figure $) and an 
error value derived.  There are two methods of finding beach alignment, 
(a) by direct measurement (E„) and (b) by the orientation of the radius 
from the logarithmic spiral centre less the angle a of the specific bay 
curvature (E0). For the 20 orthogonals treated (as detailed in Figure 
5) the angular errors are listed in Table II. 

Observation of Table II indicates that the errors are least for 
the 15 second waves, indicating that the most predominant swell is 
closer to this period than 12 seconds.  The differences in angle are 
all of the same sign, such that waves are breaking at a slight angle 
which would cause transport of sediment downcoast.  The orthogonals 
with the greatest error, namely 1 and 17 to 20, are those traversing 
bed contours at very acute angles, making for reduced accuracy in the 
refraction procedure. Also the strong curvature of the bed contours in 
this zone could be susceptible to error in position or location. Also 
any misjudgement of bay shape will vary the length of these orthogonals 
the greatest. However, the modest nature of the errors indicates that 
both diffraction and refraction are involved in the sculpturing pro- 
cess of crenulate shaped bays. Although the typical bay examined is 
close to equilibrium it could be rationalised that similar processes 
occur prior to this condition. 
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Table II Angular Difference in Degrees Between Orthogonal of Breaking 
Wave and Normal to the Beaoh. 

Wave Period  -» 12 Second 15 Second 
Ray H, E« Ec n Ec 

1 5.64 6.64 3.41 3.99 
2 2.72 5.22 2.76 3.76 
3 4.39 6.89 2.08 1.58 
4 0.40 2.40 3-32 4.82 
5 3.50 4.50 0.62 0.12 
6 2.58 4.08 3.11 2.11 
7 0.96 1.96 1.19 0.69 
8 0.65 2.15 0.64 0.86 
9 0.22 0.72 0.55 0.95 

10 2.91 5.41 1.79 5.29 
11 4.49 4.99 2.50 8.50 
12 - - - - 
13 - - - - 
14 3.19 7.19 2.51 6.51 
15 - - 0.06 3.46 
16 0.03 2.03 0.96 1.46 
17 6.97 8.47 4.91 9.91 
18 6.60 5.10 - - 
19 - - - - 
20 10.92 10.42 4.55 6.05 

INDENTATION HATIO 

Although the tangential angle 6 and the logarithmic spiral constant 
a  should be sufficient to define any crenulate shaped bay, it is some- 
times difficult to position the curved zone of the bay. This is because 
the upcoast end of the tangent section cannot be identified readily. It 
seems reasonable, therefore, to seek a relationship between indentation 
and width of bay. Such a ratio of a/b is illustrated in Figure 7 

(a) for experiments conducted by Ho   and Vichetpan 

(b) the four prototype bays referred to previously, besides Half 
Moon Bay in California (also considered in equilibrium), 

(c) the typical bay as derived before, and 

(d) a bay at the upcoast end of the reclamation project in 
Singapore designated as Bedok (this should also be in 
equilibrium). 

The dotted extension of the mean line through the points in 
Figure 7 should naturally pass through the origin (since for 0=0 
a = 0). 
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It is seen in Figure 7 that the prototype bays of D'Estree, St. 
Francis, Half Moon and the typical one derived, fall below those given 
by experiments. This might be through slight lack of equilibrium, or 
the impedance to this shape by local outcrops of beach rock which 
cannot be identified in the scale of reproduction of the bay.  The 
apparent lack of equilibrium in the typical prototype bay may have 
been the reason for the greater errors in the orthogonals numbered 1 
and 17 to 20 previously noted. 

SINGAPORE RECLAMATION 

In order to provide suitable flat ground for large accommodation 
complexes the Singapore Housing Board is undertaking a large scale 
reclamation of shoreline to the east of the main harbour. As seen in 
Figure 8, this is being accomplished in four phases, the first two of 
which are already complete, the third due for completion in 1974 and 
the fourth in 1975- 

Wave Incidence 

Phases I and II were along a coastline facing south which is sub- 
ject to wave action from the south to the east. This results in a net 
littoral drift from east to west, whether the waves are generated 
locally or are swell from the South China Sea entering Bain Strait 
from the east (see Figure 8).  The wind rose for the area indicates a 
predominance of winds from the NE quadrant. The largest proportion of 
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8.  location map of Singapore reclamation project showing fetch 
lengths for locally generated waves. 

these are winds of less than 15 knots. Winds in excess of this velo- 
city from this NE quadrant occur for less than 2$ of the time, whilst 
from the SE quadrant none occur at all. 

The major wave incidence would therefore appear to be swell 
arriving from the South China Sea.  The predominance of this wave 
action is indicated by the crenulate shaped bays on the southern shore- 
line of Johore State (see Figure 8). These clearly indicate an east 
to west drift of sediment, even though locally generated waves have a 
reasonable fetch in the SW quadrant at this point.  During March 1972 
waves were recorded at the end of the jetty marked in Figure 8(11). 
They never exceeded 3 ft in height and were mainly around 1 ft.  Their 
direction was essentially SE in 13 ft of water and their period around 
6 seconds.  Considering the general orientation of the bed contours at 
this point, a refraction computation indicates a deepwater approach from 
an easterly direction.  The wave period is close to that reported in the 
South China Sea of 5 to 7 seconds.(11J  Such swell is predominant in the 
months from December to March when the HE monsoons exist in the area. 



CRENULATE SHAPED BAYS 1359 

Coastal Defense 

The initial proposal for protecting the reclaimed land was to con- 
struct a rock revetment with seawall capstone along the straight shore- 
line.  Such a structure was commenced at the eastern or Bedok end of 
the Phase I reclamation (see Figure 9).  Construction was effected in 
the dry by overfilling the area and then trenching and dewatering the 
site of the seawall. However, erosion of the protecting dike was rapid 
and undermining of the finished wall severe, particularly at the ex- 
posed eastern corner. 

STONE  REVETMENT 

O 2400 
I 1 '  1  1 

scale ft. 

9.  Location of coastal defense structures for Phase I and II 
reclamation. 

At this time the concept of the crenulate shaped bay to stabilize 
coastlines was conveyed to the Board, who immediately instigated the 
design of offshore breakwaters or headlands to prevent erosion. These 
have been spaced in front of the new shoreline, as illustrated in 
Figure 9, and are progressively forming bays between them, as material 
is transported in the nearshore zone towards the west. 

The tidal range in Main Strait is around 10 feet, which exposes a 
width of shoreline around 50 ft, for sufficient time to permit the 
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construction of headlands near LWL by land-based equipment.  Two types 
of rock-fill structure have been.utilised, namely, the "gabion" (with 
stones in steel mesh baskets) and "rip-rap" (consisting of a compacted 
soil mound faced with layers of rock). 

The gabions consist of steel cages of 2 cubic metre capacity filled 
with stones of about 1 ft dimension. These rise in 4 or more layers 
from 2 ft below LWL to 1 ft above HWL. They extend about 100 ft along 
the shoreline and are located about 200 ft. from the proposed straight 
alignment of the reclaimed area and spaced about 800 ft apart. 

The rip-rap structure is constructed in the dry by overfilling the 
area and compacting the soil.  The mound is then shaped to give a sea- 
ward slope of 1 : 2 and landward slope of 1 on %. A vinylon sheet is 
then spread over this, on which are placed a 6 inch layer of 2 to 6 inch 
stones, a second 6 inch layer of 6 to 9 inch stones, and lastly a single 
layer of 2 ft stones properly pitched.  The structure extends from 2 ft 
below LWL to 3 feet above HWL, which is the same as the finished ground 
level. The crown of these structures is 120 ft in length and some 200ft 
from the design shoreline.  Their spacing is similar to the gabion head- 
lands. 

As seen in Figure 9, the alignments are such as to be parallel to 
the incoming swell waves at high tide. Also shown in the figure are the 
locations of drains, which should enter the predicted bays in the lee of 
the upcoast headlands,(12) so as not to be silted up by the action of 
high waves. 

Tracer Test 

To cheek that the predominate direction of sediment transport was 
to the west, a tracer test was carried out at the location indicated in 
Figure 8 in March 1970.  Fluorescent sand was dumped just westward of 
drain no. 4 (see Figure 9) at the low water mark, and sampled at four 
points across the exposed tidal beach face on normals both upcoast and 
downcoast.  The results indicated that the predominant motion was 
westerly, or parallel to the shoreline. Hot until the second headland 
was reached did the higher concentration of tracer appear at the high 
water mark.  Downcoast of this (i.e. westwards) the tracer again moved 
out to the low water mark, and onwards to the next headland. Although 
tombolo's then existed at high tide level, the bays in question had not 
reached their predicted crenulate shape. They have since done this. 

Overall Eesult 

The success of the headland measure can be gauged by the aerial 
photos of Figures 10 to 13, which show the development of the 
stabilising bays at the two extremities of the Phase I and II re- 
clamation.  The advantages of this approach over the seawall originally 
proposed may be listed as follows: 

(a) The headlands are much more economical initially.  The seawall 
had precast capping stones on a stone revetment and required 
overfill for its construction. The savings have been 
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View of bay development looking west from drain 7A (?ig. 9) 
in February 1972 at medium tide. 

View of gabion headlands near Tanuong Rhu lookin;: east in Pebru 
1972 at high tide. 
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13. Close-up view of gabion headland showing bay formation between 
drains 7-A- and 70 looking west at low tide. 

estimated as around 50$ for gabion headlands and 25$ for the 
rip-rap headlands. 

(b) The maintenance cost on the seawall would have been high, due 
to the action of the reflected waves in expediting the 
scouring in front of it(l3).  This rapid transit of material 
westward would have created a silting problem west of Tanuong 
Rhu. 

(c) The residents of the new housing estate will have a sandy 
shoreline for their recreation.  This is divided into many 
small embayments which are safe for children to use. The 
alternative revetment would have had water of some depth 
adjacent to it, with submerged rocks to add to the danger for 
infant s. 

(d) The reclaimed shoreline is protected by the buffer zone of the 
bay, with offshore bed slopes mild in character.  These help 
break waves prior to reaching the shoreline. Less spray will 
be generated than if waves were smashing up against a stone 
revetment and coping stone.  This should minimise corrosion of 
fittings in dwellings and the concentration of salt in the 
lawns of the compounds.  Overtopping of the wall by standing 
storm waves is obviated, so reducing the cost of drainage 
structures to cope with such eventualities. 
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CONCLUSIONS 

Crenulate shaped bays are ubiquitous features of the coastline and 
give a lead to man in his attempts to minimise longshore drift. 

Such bays have a definite orientation with respect to the pre- 
dominant swell on oceanic margins, and to the resultant energy 
vector in enclosed seas, where locally generated waves assume 
importance. 

At all stages of development the sedimentary coast between two 
successive headlands consists of a tangential zone downcoast and 
a logarithmic spiral section upcoast. 

Where full equilibrium is reached and zero longshore drift is 
achieved, the constant in the log-spiral equation has a specific 
relationship to the angle of the wave crests to the headland 
alignment, this latter angle equating to that between the tangent 
beach line and this same headland alignment. 

The relationship noted in (4) above can serve as a measure for 
equilibrium of any bay on a coast, so that the limit of erosion 
can be determined in the event of sand supply to the bay being 
cut off by natural or man-made means. 

Waves arriving at the shorelines of crenulate shaped bays both 
diffract and refract into the shadow zone of the upcoast headland, 
so producing the log-spiral shape of this zone of the bay. 

Wave propagation as in (6) results in a normal approach to the 
beach at the breaker line when the bay is in complete equilibrium, 
so preventing a littoral current. 

To completely predict the outline of a stable bay, when criteria 
(4) and (7) above are fulfilled, the ratio of indentation length 
to distance between headlands can be ascertained from a knowledge 
of the wave obliquity as designated in (4) above. 

Application of the stable bay principle to a reclamation project 
in Singapore appears to have provided an economic solution to a 
problem involving strong littoral drift. 
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CHAPTER 75 

STATE OF GROIN DESIGN AND EFFECTIVENESS 

by 

J. H. Balsillie1 

and 

D. W. Berg2 

ABSTRACT 

An annotated bibliography on groins, compiled by Balsillie and Bruno 
(1972J, has provided the background for this paper. A review of functional 
design criteria is presented including groin length, height, spacing, 
permeability-adjustability, and orientation. A discussion of coastal pro- 
cesses and their relationship to groin design and effectiveness is" also given. 

INTRODUCTION 

Groins have been in wide use throughout the world since before the turn 
of the century. They are possibly the oldest type structure whose specific 
purpose is to build up a sand or pebble beach where little material existed 
before, or to maintain an existing beach against further erosion. There are 
numerous examples where groins have fulfilled these purposes and as many 
others which have not; indeed some have actually intensified the problems 
they were intended to solve. 

Coastal engineering is a relatively young field of science.  Classically 
established disciplines relegated to the land, the sea, and the atmosphere all 
meet at the shoreline.  Coastal engineers, therefore, need understanding of 
knowledge in all three of these areas. They must have an understanding of 
sedimentology, physiography, physics, mathematics, hydraulic and structural 
engineering, climatology, stratigraphy, to name a few. Their job is made even 
more difficult, for the many factors that affect the delicate stability of a 
beach are often impossible to measure in their entirety. As a result, the 

^Geologist, Evaluation Branch, Engineering Development Division, U. S. Army 
Coastal Engineering Research Center, Washington, D. C. 

2Chief, Evaluation Branch, Engineering Development Division, U. S. Army 
Coastal Engineering Research Center, Washington, D. C. 
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coastal engineer must rely on either his experience as gained from field or 
laboratory studies, or, lacking this, make judgments based upon documented 
reports to form the basis of remedial design criteria for a particular 
problem. 

In pursuit of further understanding of the role that documented research 
plays in groin design, over 450 reports and papers, covering the period from 
1900 to 1971, were reviewed during the compilation of an annotated bibliography 
on groins.  It was determined that the majority of articles were introductory 
in nature, giving in many cases but a cursory glance at groin design and 
purpose.  In other..."instances it is clear that...groins have been attributed 
magical properties whereby they might conjure beach material out of the sea 
into their outstretched arms" (Hoyle and King, 1957).  Some articles, however, 
have contributed significant data as a result of experimental endeavors and 
field observation where groin geometry, spacing, degree of permeability, 
orientation relative to the shoreline, and materials of construction have been 
investigated under particular conditions of littoral drift and wave action. 
Such reports have formed the basis for the development of design criteria for 
groins.  At present it is felt that the criteria as published in the Coastal 
Engineering Research Center's report "Shore Protection Planning and Design" 
(U. S. Army Corps of Engineers, 1966) represent the present state-of-the art 
and provides a logical design approach for groin structures. 

Three basic categories form the basis for the design of groins: 
(1) coastal processes (wind data, wave height, period and angle, beach slopes, 
textural characteristics of beach sediments, etc.); (2) functional design 
(spacing, length, height, orientation with the shoreline, permeability, 
special designs); and (3) structural design (materials of construction and 
procedures). This paper is primarily concerned with the first two categories, 
since the selection of materials and construction procedures are of necessity 
a matter of economics and local practice.  Therefore, it is the purpose of 
this paper to present a review of some of the more prominent criteria used in 
groin design as revealed by the literature, and to offer general discussion 
on the effectiveness of groin use. 

LITTORAL PROCESSES 

In undertaking the functional design of groins, a primary requisite is a 
comprehensive understanding of the littoral processes predominating in the 
locality of concern. Too often such knowledge is deficient or totally lacking 
and the effectiveness of the resulting structure(s) is a matter of chance. 

Adequate investigation of the many faceted and interrelated oceanographic 
and meteorological forces and their effect on the shoreline should be made in 
order that understanding of the littoral processes is attained.  With such 
understanding, the functional design of a groin(s) can proceed in a manner 
which best utilizes the littoral processes and yields a structure(s) attuned 
to the environment producing the desired objectives. 
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Figure 1 presents the major oceanographic and meteorological forces and 
their interrelationships with each other and the shoreline.  It should be 
noted that many of these forces vary in magnitude over relatively short periods 
of time and that determination of specific characteristics suitable for 
structural design purposes is difficult. This is especially true of those 
elements concerned with waves and littoral currents.  Elements, such as coastal 
and beach configurations, are relatively stable, therefore, measurable with 
reasonable accuracy and can easily be used in the functional design of groins. 
Others, particular littoral drift rates and directions and their influence on 
the volume of material on a beach, need additional documentation for use in 
the proper functional design of groins. Although conceptually understood, 
the means to accurately measure and thus document or predict littoral drift 
rates are, at present, limited. 

When considering the use of groins for shoreline protection or improvement, 
it should be remembered that each beach is unique due to the combination of 
forces that are focused at that location, and that the overall configuration 
of the shore is constantly being reshaped. Thus any structure to be built at 
the shore must consider and account for these changes.  Proponents of proprietary 
groin designs too often fail to recognize this, and attempt to use a single 
design as a cure-all device.  "There is no such thing as a universal solution 
to the problem."  (Schijf, 1959). 

FUNCTIONAL DESIGN 

Following are a series of tables, each concerned with a specific functional 
dimension utilized in the design of groins both singly and in a system.  Six 
criteria are presented. They are:  length, height, spacing, permeability- 
adjustability, orientation with respect to the shoreline, and special design 
innovations. The tables offer a spectrum of criteria as gained from field 
observation, experimental results, and personal experience.  Specifics of 
the actual littoral zone and test conditions are not presented since space 
here will not allow such detailed description.  All entries follow as closely 
as possible the original documentation.  Though the list of articles represented 
is by no means complete, the tables do present some of the more pertinent results 
concerning functional design criteria for groins. 

Length and Height of Groins: 

In early shore protection projects, and even to a large extent today, 
length has remained a question of "trial-and-error".  It has been defined in 
relative terms as short or long; the longer structures collecting larger 
quantities of littoral drift than shorter structures, though it is argued 
that shorter structures can be extended, if needed, allowing for greater 
economy. Many investigators have defined length to be a function of water 
depth, since the longshore transport rate is also a function of depth.  Other 
investigators have utilized a concept that length is a function of the 
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Figure 1.  Environmental factors which affect shorelines. 
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distance from the shoreline to average breaking point of plunging waves. 
There are design rules that divide a groin into sections, each section of 
which is prescribed a certain design length. Many designs are contingent 
upon the amount of littoral drift they are anticipated to entrap. These 
and other requirements for groin length are presented in Table 1. 

The evolution of requirements for the height of groins has followed the 
same lines as for groin length. Height, as with groin length, has been defined 
in relative terms, as either high or low. High groins tend to entrap and hold 
more material than do low groins (depending on length), thereby causing excess 
erosion of downdrift beaches. Scour along the immediate downdrift sides of 
high groins has been reported; caused by the spilling effect of water over 
the structure and subsequent removal of beach material which lead to failure 
of groins (Evans, 0. F., 1943).  Low groins, on the other hand, allow littoral 
drift to pass over the structure so that immediate downdrift scour and overall 
beach recession should be minimized. Many investigations also reveal that 
height can be more absolute; and give heights that groins should be built above 
the beach profile and water level for specific conditions. These results are 
presented by Table 2. 

Height and length are utilized in various combinations to produce various 
effects.  For instance, the use of high, impermeable groins of considerable 
length to permanently trap sands has been proposed, and the structures thus 
act as artificial headlands. They may be used at the updrift side of an inlet 
or submarine canyon.  Wicker (1958) and Dunham (1965) have discussed such use. 

Spacing of Groins in a System: 

Spacing has generally been defined as a function of groin length. A spacing 
designation of 1:2, for instance, defines a spacing twice the length of a groin 
to be used in a system, assuming the groins to be of equal length. 

Table 3 indicates that spacing ratios commonly fall into a range of 1:1 
to 1:4. Spacing requirements are dependent upon such factors as severity of 
wave climate, size of beach material, steepness of the beach profile, pre- 
dominant angle of wave incidence with the shoreline, and economic factors. 

Permeability-Adjustability of Groins: 

Permeability of groins became a design feature when it was observed that 
such structures could cause deposition in their immediate vicinity, yet 
allow significant amounts of littoral drift to pass through the structures 
so that abrupt offsets in shore alignment would not occur between groins, and 
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TABLE 1.  LENGTH OF GROINS 

INVESTIGATOR, YEAR 
Owen, J.S., and Case 
CO., 190; 

AREA OF 
INVESTIGATION 

TYPE OF 
INVESTIGATION LENGTH / REMARKS 

land - Gen- 
eral 

Theory 

£1 
Extend at least to low water line. 

Case, G.O., 1915 England, New 
York, New 
Jersey  

eld - Exper- Long groins recommended - should extend from high to lo1 

water, and seaward of low water if possible. 

Kressner, B., 1928 Movable bed, 
model study 

Decreasing length downcoast:  proposes principle of short- 
ening groins downcoast at a small angle (4-6°) to in- 
sure that downcoast beaches receive littoral drift.  

Theory - Ex- 
perience 

Pebble beaches:  40-50 meters seaward from shorelin' 
should be sufficient length. 

Sandy beaches:  extend to 2 or 3 meter depth; will 
terrupt most of littoral drift. 

Brown, 11.I.,   1939, 
1940 

Should extend at least to 6 foot depth below mean sea 
level. Under normal conditions, 80% of sand movement 
takes place at depths of less than 6 feet. 

Duvivier, Jack, 
1947 

Utilize shortest length possible to stabilize the beach. 
Has used short groins between sets of longer groins. 

Extend to 6 feet depth of~v 
ptimum distance groins extend from shore line seaward 40% 

of distance from shoreline to breaking point of plung- 
ing breakers where wave steepness is 6Q -  0.01 0.02. 
Tests showed this gave greatest amount of deposition 
downdrift of groins, least updrift scour at groin sides 
and ends. 

Movable bed, 
model study 

Horikawa, Kiyoshi, 
1958; Horikawa, K., 
and Sonu, C., 1958 

Movable bed, 
model study 

Should extend seaward from shoreline 40-60% of distance 
from shoreline to breaking points of plunging waves. 

Hiranandini, M.G., 
and Gole, C.V., 
1961 

Cochin, India Field Study - 
prototype con^ 
ditions, model 
study 

200 foot minimum length preferred. 
as less than 150 feet. 

Short groins defined 

Field study 64% 100 ft. "1 o: 
21%: 100-150 ft A aj 
15% 150 ft.    J p: 

1 groins examined, these percent- 
ages reported for Great Lakes; a 
predominance of short 

Rayner, A.C., and 
Rector, R.L., 1961 

Great Lakes Principal benefit of short groins (1001 or less) on the 
Great Lakes is to retain a narrow protective beach 
from material eroded from bluffs, in order that 
further bluff erosion be retarded.     ___  

Kemp, P.H., 1962 Movable bed, 
model study Groin 

Length 

Groin Orientation from Normal 
30" 

Updrift 
Normal to 

Coast 
20" 

Downdrift 
Long 43 50 55 
Short 67 71 67 

Quantities of ma- 
terial collected 
in downdrift traps 
}as % of total i 
terial after 3 

High, impermeable groins used. 
, Per, and 

Manohar, Madhav, 
1963 

Field Exper- 
ience 

Most effective when extended out to depths of 12 to 18 
feet of water. 

Ishihara, Tojiro,   Japan 
and Sawaragi, Toro 
1964 „___. 

Observed results showed that structures of T-groii 
sign should be at least 60 meters in length. 

Notes use of long groins to form artificial headlands 
to permanently hold sand, regardless of effects pro- 
duced along adjoining segments of the : " 

Planning and Design 
Coastal Engineering 
Research Ctr., T.R. 
4, 1966 

Correct length is dependent upon prediction of ultimate   ' 
stabilized beach profile.  Original beach profile, con- 
ditions of littoral drift, refraction patterns, desired 
beach width are some of the factors utilized in methods 
for designing groins. 
Groin Type 

,"jSh 
High 

Hifi" 

Depth to which ex- Amount of Littoral 
tended below MLLW [ Drift Interrupted 
10' or more 

10' or more 

Barcelo, J.P., 1970 Portugal Model study, 
vable bed 

Inclined groins must be extended for conditions of same spac- 
ing. e-g- w)iere«!e=20°J inclined angle =70", inclined 

must be 30% longer than corresponding normal groins 
Kolp, Otto, 1971 Fischland, 

Zempin, Neven- 
dorf 

Field, Ex- 
perimental 

Generally recommends use of long groins, short groins fail 
trap and retain sand efficiently; use of artificial fill 
in conjunction with long groins. 
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INVESTIGATOR, YEAR 
uwen, J.S., and 
Case, G.O., 1908 
Case, G.O., 1915 

Dent, E.J., 1931 

Coen->Cagli, M.E. 
1932 

AREA or 
INVESTIGATION 

TABLE 2.  HEIGHT OF GROINS 

England, 
General 
England, Mew 
York, New 
Jersey 

East Coast 
United States 

TYPfrOT 
INVESTIGATION 
Theory, 
Experiei 

Low, 
HEIGHT / REMARKS 

to allow some sand to pass over the structure' 

Groans should not exceed 2-3 ft. in height and should follow 
low profile of the beach. 

Low, long groins of adjustable type are recommended. 
High groins arc too costly; stop nil littoral drift and 

lead to erosion downdrift of groins. 
Low groins recommended - allow sand to drift over'the 

structure and maintain leeward beach 
Theory, 
Experience 

1 meter height above high tide sufficient for outer portion 
of groins on a pebble beach. 

Beach Section:  SO-60 cm. above original  ~] 
beach level. Recommendations 

Intermediate Horizontal Section:  50 cm.   [for groins 
above low tide level. [maintaining 

Inclined End Section:  end should be 50 cm.  sandy beach 
lower than horizontal interred, section.! 

Brown, E.I,, 1939; 
1940 

Horizontal Beach Section: berm height. 
Sloping Intermediate Section:  berm height to below low 

water line; slope of groin top slightly less than 
natural beach slope 

Outer Section:  gentle undcrwa:er slope seaward. 
Evans, Q.F., 1943 General, 

United States 
Prefers low groins as they reduce sec 

caused by wave overtopping, 
Recommends gradual decrease in heighi 

be at low water level or somewhat 

ir on downdrift side 

seaward; end should 

Duvivier, JacX, 
1947; 1949 

England Experience No higher than 3 ft. above beach level; as groin fills 
should be gradually heightened; higher groins cause 
s cour• 

Jones, J.H., 1948 United States Movable bed, 
model study 

Low, impermeable groins did not trap and retain as : 
material as high, impermeable structures. 

1 ft^ above high lake level has given good result Brater, E.F., 1953 

"Basic Coastal Mod- 
el" Hydraulic Res- 
ear ch, London,' 1957 

England Movable bed, 
model study 

High, impermeable groins closely spaced (1:1) arrested 
greatest amounts of drift, but caused sand to be 
eroded from upper beach.  Reduced drift to 1/8 of for- 

Low, impermeable groins widely spaced (1:2) arrested 1/2 
of littoral drift, but upper beach did not erode. 
Recommends use of low groins overhigh structures. 

Kicker,   D.F.,   1958 use  of high   groins (Si t). 
Savage, R.P. United States Movable bed, 

model study 
Low, short groins: trapped 12'„ of test sand. 
High, short groins: " 25c of test sand. 
High, long &rqins : " 60°^ of test sand. 

Schijf, J.B., 1959 

Lee, C.E".', 1$61 

Holland, 
General 
Great Lakes 

Theory Groins should remain as low as is compatible with their 
ducing effect on littoral drift. 

Horizontal Shore Section;  miaimum height should be bcrm 
height of existing beach. 

Intermediate Section:  not steeper than existing beach 
profile;  should approximate anticipated beach slope. 

Seaward Section:  governed by expected still water eleva- 
tion at time of construction. 
(specific criteria given for rubblc-mound structures). 

Kemp, P.H., 1962 England Movable bed, 
model study 

Groii 
Type 

Drientation with Shore 

hiEh- lo"g 
high, short) 67 

30° 20° 
Quantities of material 
(collected in downdrift 
traps as %  of total 
material after 3 wave 
cycles, for.impermeable 
eroins. 

Bruun, Per, and 
Manohar, Madhav, 
1963  

field, 
Experience 

Minimum height should equal maximum water level plus 
height of normal wave uprush. 

Shore Protection, 
Planningand De- 
sign, Coastal Engr. 
Research Ctr., TR4, 
1966   ______ 

Theory, 
Experience 

Groin is built in 3 sections, (a.) horizontal shore section 
(b.) intermediate sloped section, (c.) outer section. 
Height dependent upon construction methods used, econom- 
ics and beach profiles, wave uprush, and littoral drift 
(see Table 1).    . ._  
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TABLE 3,   SPACING GROINS IN A SYSTEM 

INVESTIGATOR. YEAR 
AREA OF 

INVESTIGATION 
TYPE OP 

INVESTIGATION SPACING / REMARKS 
Owen, J.S., and 
Case. G.O.. 191S 

England, 
General 

Theory, Ex- 1:1 - Recommended spacing. 

Case, G.O., 1915 England, New 
York, New 
Jersey 

Field, Exper- 
ience 

No greater spacing than distance from high to low water 
line. 

Kressner, B., 1928 Germany Movable bed, 
model study 

1:2  - 1:3 - Tests show this to be optimum spacing require- 
ment; smaller spacing unnecessary, wider spacing unad- 
visable 

Coen-Cagli, M.E., 
1932 

General Theory, Ex- 
perience 

1:1.5 to 1:2 - Initial spacing for systems on pebble beaches, 
then decrease until desired effect is produced. 

1:1.5 - Usually spacing of groins on a sandy beach. 
Steiner, C.T., 
1936 

Rockaway Bch, 
New York 

Field 1:1 - Will maintain a beach about 1/2 this length. 

Brown, E.I., 1939; 
1940 

General Experience, 
Wave Tank 
Studies 

1:1 - 1:3 - 1:1 and less is never economical. 
1:3 is maximum limit for spacing. 
Suggests that after length is decided, draw a line through 

the end of the groin parallel with direction of the 
storm approach. Projection of this line on line of 
connecting landward edge of groins will determine proper 

Dobbie, C.H., 1946 England Experience 1:1 to 1:1.5 - Considered as best spacing. 
Freeh. F.F.. 1948 General 1:1.5 - Generally accepted spacing ratio. 
Brater, B.F., 1$£S breat Lakes Field, Gen- 

eral 
1:1 - Where wave action is severe and beach material is tine.. 
1:2 - Where wave action is less severe, and beach material is 

coarse sand or gravel. 
Nagai, Shositiro, 
1956 

Japan Movable bed, 
model study 

1:3 - Provided optimum spacing for conditions during testing. 

"Basic Coastal Mod- 
el" Hydraulics Res- 
earch, London, 1957 

England Movable bed, 
model study 

1:1 - High, impermeable arrested 7/8 of drift, but upper 
beach eroded.. 

1:2 - Low, impermeable arrested 1/2 of littoral drift, but 
upper did not erode. Use of this plan recommended. 

Nagai, Shoshichiro, 
and Kubo, Hirokazu, 
1958 

Japan Plxea bed, 
model study 

1:3 6 1:4 - Most effective spacing found from testing. 

Hiranandini, M.G., 
and Gole, C.V., 1961 Cochin, India Field study- 

prototype con- 
ditions, model 
study 

1:3 - Should not exceed this ratio. 
1:2 - Recommended spacing at Cochin. 

Lee, C.E., 1961 Great Lakes Field study Governed by: 
1.) Angle beach normally makes with shoreline 
2.) Minimum width of beach required on the downdrift 
side of sroins. 

Bruun, Per, and 
Manohar, Madhav, 
1&63, Bruun, Per, 
1955 

General Field. Exper- 
ience 

1:1.5 - 1:4 - Generally the range of ratios used.  As size 
of material and amount of littoral drift increases, so 
should spacing. As steepness of beach profile and steep- 
ness of waves increases, spacing distance should decrease. 

1:1 - 1:1.5 - If ratio is less than this groins in most 
cases will not work well. 

Ishihara, Tojiro, 
and Sawaragi, Toru, 
1964 

Japan Field 1:1.5 - 1:2 - Utilised this spacing in actual situation. 

Wiegel, R.L., 1964 Lab. Tests 1:2 - 1:3 - Most desirable distance between groins; the 
greater the relative groin length, the smaller should 
be the distance between groins (After Horikawa and 
Sonu, 1958}. 

1:4 - Desirable for conditions of waves of variable direc- 
tion for groins normal to shoreline (After Hoyle and 
King. 19SS1. 

Shore Protection, General Manual 1:2 or 1:3 - Suggested as rule of thumb method, Distance 
from berm crest to seaward end. Other considerations 
offerred in text. 

A groin system too closely spaced diverts material off- 
shore rather than create a wide beach. 

Planning and-Uesign, 
Coastal fcngr. Re- 
search ctr., TR4, 
1966 
Barcelo, J.P., 1968 Portugal Model study 1:2.5 - for — , »20" Where -*«is the angle of wave inci- 

1:3:5 - for**, "10° dence with the shoreline. 
1:4  - for*c- 5° 

Price, W.A., and 
["omlinson, K.K., 
1968 

England Movable bed, 
model study 

1:1.5 - 1:2 - These ratios caused considerable deposition 
during tests. 

Kolp, Otto, 1971 Fiscliland, 
Zeapin, 

Field, Ex- 
perimental 

1:1 - A change in this ratio in terms or" greater groin 
length will cause a reduction in rips at groin flanks. 
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on a broader scale that beaches downdrift from a system of groins would not 
suffer recession due to lack of littoral material reaching those areas. Most 
investigators are in agreement with the statement that "permeable groins 
should not be used as individual units isolated along the beach but in a group, 
i.e. in a system of groins" (Shay and Johnson, 1951). Other plans have used 
designs wherein structures are initially built low, following closely the 
natural beach profile, but being adjustable, they may be readily heightened 
as the beach builds up, or lowered as the beach loses material. Many investi- 
gators feel that groins of the low, impermeable type approach closely the 
capabilities that permeable groins offer, and on that basis recommend use of 
impermeable groins exclusively. Table 4 presents a list of articles giving 
views held by investigators concerning the permeability and adjustability of 
groins. 

TABLE 4.      PERMEABILITY — ADJUSTABILITY OF GROINS 

INVESTIGATOR, YEAR 
AREA OF 

INVESTIGATION 
TYPE OF 

INVESTIGATION 
PERMEAMLITY- 
ADJUSTABILITY                          REMARKS 

Case,  G.O.,   1915 England, New 
York, Hew 
Jersey- 

Field, Expert 
ience 

Adjustable Proposes use of adjustable groins so tnat tney 
can be built up as accretion progresses. 

Brown, E.I.,  i939; 
1940 

General Experience Impermeable Groins should be sand-tight. 

Evans, D.F.,  1943 General, 
United State* 

Theory Permeable Appear to be sucassful where there are Strong 
prevailing wind and shore currents, or 
where there Is variable beach drifting 
and weak, variable currents. 

Johnson, J.W.,  1948 United States Movable bed, 
model study 

Impermeable Tests showed that impermeable groins weye 
more effective in causing accretion 
(sinele structures used in testsl. 

Shay, E.A., and 
Johnson, J.W., I9SI 

United States Movable bed, 
model study 

Permeable 

Impermeable 

Should be used in systems only - caused 
deposition of from 11 to 26% sand under 
2 corresponding sets of wave conditions. 

Much more effective than permeable groins  for 
trapping littoral drift. 

Brater, E.F.,-i953 Great Lakes Field, Gener- 
al 

Impermeable Permeable groins work only where wave action 
is mild or beach material is coarse. 

Mason, M.A.,   1953 Great Lakes Field Impermeable Permeable structures appear to be poorly • 
suited to Great Lakes area.    The require- 
ment of impermeability is absolute. 

"Basic Coastal Mod- 
el," Hydraulic* Re- 
search.  London.   1957 

England Movable bed, 
model study 

Permeable Had only a small influence on littoral drift 
and caused some loss of sand from upper 
beach.    Ratio of voids to solids  1:1. 

Bruun, Per, Gerrit- 
s&n,  F.,  and Morgan, 
W.H.,   1957 

Florida Field, Exper- 
ience 

Permeable 

Impermeable 

Permeable groins are usually accompanied by 
lee side scour. 

Recommend use of low,  impermeable, nonadjust- 
able or impermeable adjustable groins on 
Florida shorelines. 

Wicker, C.F.,   1958 General General theory Impermeable Recommendation for all situations. 
Lee,  C.E.,   1961 Great Lakes Field study Permeable 

Impermeable 
13% \     of 841 groins examined, these 1 re- 
87% J     ported for the Great Lakes. 

Hoyle,  J.W.,   and 
Kind, G.T.,  1962 

England General impermeable Do not recommend use ot permeable groins. 

Bruun,  Per,  and 
Hanohar, Madhav, 
1963 

General Field, Exper- 
ience 

Adjustable Recommend use of adjustable groins to regu- 
late amount of drift supplied to down- 
drift beaches. 

Shore Protection, General Manual Adjustable 

Permeable 

Useful where attempt is being made to widen 
beach with a minimum of damage to down- 
drift area. 

Present state of knowledge does not lend con- 
clusions as to effectiveness. 

Planning, and De- 
sign,  coastal bngr. 
Research CM., TR4, 
1966 
Price, W.A..  and 
Tomlinson, K.W., 
1968 

England Movable bed, 
model study 

Impermeable Permeable groins had little effect on long- 
shore drift. 

Kolp, Otto,  1971 Fischland, 
Zempin, Neu- 
endorf 

Field, Exper- 
imental 

Permeable Found that 37% open space reduced longshore 
flow 50%; piling was used in groin con- 
struction. 
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Of groin structures utilized today, there is a greater lack of adequate 
understanding of permeable structures than of any other type of groin design. 
Generally, it has been determined that "insufficient empirical data have been 
compiled to establish quantitative relationships between the applied littoral 
forces, groin permeability, and resulting behavior of the shore" (Shore 
Protection Planning and Design, U. S. Army Corps of Engineers, 1966).  The 
lack of understanding is displayed through the very term "permeable".  In its 
present usage, the term provides but a casual explanation that permeable groins 
have openings through which littoral drift may pass.  There is not an adequate 
engineering definition pertaining to the structure itself that can be used 
comparatively to relate a condition of "permeability" of one type of structure 
to another. A standard concept will need to be established in order that an 
organized evaluation of the structure can be made. 

Model investigations have apparently used an implied definition of 
permeability as: 

1.) ratio of void area to total area, or; 

2.)  a ratio of the volume of voids to total volume of the mass (porosity). 

The former definition would, of course, be the easier to work with, but 
regardless of which is used, a standard definition is needed where, in this 
case, the ratios can be related to amounts of drift that pass through a structure. 
Few endeavors, either in the form of experiments or field studies, have been 
conducted which commit themselves to such a goal.  Laboratory tests to date have 
been concerned only with voids of rectangular shape oriented in a vertical 
direction, although most prototype structures known to the authors have been 
constructed with the voids oriented in a horizontal direction.  Geometric 
variations of both voids and their orientation other than those utilized may 
be more beneficial, and though the variations are almost inconceivable in 
number, investigations are warranted. 

Orientation of Groins to the Shoreline: 

Orientation of groins to the shoreline has not received as much attention 
as previously discussed criteria.  There have, however, been several papers 
that have devoted considerable discussion to this topic.  The potential benefits 
of varying the orientation from normal, as presented in the literature, and the 
controversial nature of the concept warrants discussion. 

Generally it has been defined that orientation of groins is a function 
of the angle of wave approach. Various investigators have shown that groins 
oriented slightly updrift from the normal to the shoreline collect greater 
amounts of littoral material than normal groins when the angle of incidence 
of waves with the shoreline is relatively constant with time.  Kemp (1962) 
suggests, from results of his experiments, that where a beach is receding due 
to destructive wave action (again where wave approach is relatively constant), 
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that  groins  correctly oriented to the  shoreline could reorient the  shore such 
that the erosive effect would be minimized.     Where variable wave conditions 
exist,   groins  constructed normal to the  coast are preferred.     Table 5 presents 
a spectrum of opinions  on groin orientation. 

_ORIENTATION OF  GROINS WITH THE  SHORELINE 

INVESTIGATOR,   YEAR 
Case,  G.6.,   1915 

T7PE~0T" 
INVESTIGATION ORIENTATION  /   REMARKS 

England, New 
York, New 
Jersey 

lal  groins only.    Oblique groins 
! more costly,  are liable to be damaged by waves 
:ause of greater surface area exposed to waves,  ai 
iso more scour than groins constructed normal to 

n^ of drift  i Normal  to shoreli 
variable. 

10° from normal., pointing away frora drift:   use where 
there is prevailing drift,   and where beach material 
is shingle. 

20° frora normal, pointing away from drift:    use where 
prevailing drift occurs,  and where beach is sandy. 

Movable bed, 
model study OOTllO* 

Shorelii 
!St conditions;   in general & 
in 95° nor greater than 120°, 

Should consider building groins upcoast  (toward updrift 
direction). 

Shimano, T.,  Hom-ma, 
M., Horikawa,  K., 
Sakou, T.,   1957 

Movable bed, 
model study 

i depends upon wave steepness. Gro: Movable bed, 
model study For  steep 

For relatively flat waves. oc-90°     ^ff 
(Taken from Wiegel.   1964) Shorel 

Nagai, Shoshichiro, 
and Kubo, Hirokazo, 
195S 

Fixed basin, 
model study 

60,  90° 

D=spacing. 

calculations) 

;onducted to corn- Above are results of fixed basin test i 
pare with  movable bed study by Nagai,   1956.  

Inclined groins did not commend themselves  tor adoption Hiranandini, M.G., 
and Gole,  C.V., 
1961 

Cochin,   India Field study- 
prototype con- 
ditions, model 
tudy 

Lee,  C.E.,   1961 Field s udy Inclined groins are i 
effects produced. 

Movable bed, 
model  study 

60 

High,   Longjlligh ,  Short 

50 71 

Table give;, quanititcs of material collected in dc 
drift traps as % of total material after 3 wav< 
cycles,   for impermeable groins. 

Gives results showing that by appropriate choice c 
groin type and alignment, it should be possiblt 
orient the shoreline in such a way that the efl 
of storm  attack  ar       '    '    '      " 

.th  a  < 

:elo,  J.P. ,   1970 ' =  angle of groir 
c=  obliquity  of \ 

persist, groins const! 
normal to the shorelir 
preferred.  
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Special Designs: 

Variation is not only found in the design of component parts of 
conventional groins, but also in the overall configuration of special types 
of groins. Component parts of groins are constructed of rock, timber, con- 
crete, or steel, and have assumed a variety of shapes. Groins of the Budd- 
Wall (E. § E. Associates, 1965) and S. M. Wood (1937, 1945) design, and 
structures such as the cellular and crib groins provide examples of such 
variations.  Special features have been added to the design of conventional 
straight groins to produce such structures as curved-, spur-, corner-, L-, 
Z-, and T-groins. Each has been designed to produce special effects where 
they are intended to improve upon effectiveness of conventional structures. 

SUMMARY COMMENTS 

This paper has presented in tabular format and accompanying discussion 
some of the basic criteria used in the functional design of groins.  From 
data presented here and from the review of pertinent literature in general, 
the following comments are offered: 

1.) Prior to undertaking the design of a groin or groin system, complete 
understanding of littoral processes that predominate in the area of concern is 
required.  Particular attention must be devoted to the determination of: 

a.)  longshore transport rates; 

b.) longshore transport directions, and 

c.) prediction of possible modifications of the preceding by the 
intended structure(s) and the effect of such structure(s) on 
adjoining shores. 

2.) There are a number of factors concerning groin design criteria 
that need further investigation and refinement.  Some of the factors include: 

a.)  standardization of a reliable formula for computing longshore 
transport rates, and an efficient method for obtaining or verifying 
longshore transport data needed. These will be utilized to 
produce and verify more effective designs of groins and groin 
systems for a particular coastal locality.  Factors that modify 
longshore transport rates, especially storms and the onshore- 
offshore movement of beach material must be integrated into 
design formulas; 

b.) a scientific definition that adequately defines the permeability 
of groins: experimental work has apparently implied that this 



GROIN DESIGN 1379 

design concept can be expressed as a ratio of void area to 
total area, or as a ratio of void volume to total volume of 
mass; such concepts should be formalized into a definition 
for standard application where the ratios can be related to 
the amounts of material passing through one type of permeable 
structure to another; types of voids and their interstructure 
orientation may be a decisive factor for an increase in 
efficiency of such groins, especially if they are built in 
areas of frequent reversals of littoral drift; 

c.) use of artificial nourishment: as a general rule, groins should 
not be built where there are inadequate supplies of longshore 
moving drift; where supplies are inadequate, artificial fill 
should be used either independently or in conjunction with 
groins; some investigators maintain that groin construction 
should always be accompanied by fill; it has been stated that 
where technically possible and economically feasible, artificial 
nourishment should be utilized exclusive to permanent structures, 
since the fill does not "entail a permanent commitment" 
(Barcelo, 1970). 

3.) Of critical statements, the following is probably most pertinent 
in terms of the state-of-the-art in groin design.  By the very nature of 
beaches, that no two are the same, it is erroneous to assume that one 
specific groin design will provide the answer to all shore erosion problems. 
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CHAPTER 76 

CALCULATED SAND FILLS AND GROIN SYSTEMS 

by 

John S. Hale 
Head, Ocean Engineering Group 

County of Los Angeles 
California 

abstract 

This paper demonstrates the results of the comparison 
between the calculated alignment of the beach's plan view end 
the actual alignment that resulted from the natural wave action. 

A new groin system was designed to replace an existing 
one,  Th? new groin system and spacing ujas designed to hold the 
beach fill at the required width during average wave conditions 
as well as changing storm wave conditions.  The system was de- 
signed for Las Tunas Beach, a beach near Los Angeles, California, 

In other words, the energies are tabulated for all 
storm conditions, and the beach alignment is recalculated for 
changing storm conditions.  As the beach plan view alignment 
rotates back and forth with changing storm directions, it must 
always meet the minimum beach width requirements.  This may 
entail changing the groin lengths, heights and spacing several 
times before the design complied with all requirements. 

Surveys from 1929 to 1970 showed that the beach did 
not have long periods., periods of several years, of constant 
ernsion or constant accretion.  If there are no major man made 
changes, it is safe to assume that nature will provide an 
ad^ruate sand supply. 

L=s + , but not. least, the calculated beach alignments 
check with the empirical information gathered from years of 
survey;ng. 

1385 
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This paper tells of a groin system and sand fill that 
was calculated by the use of resultant wave energies. 

The beach to be studied was widened during 1929 by 
damming up the littoral drift with five sheet pile groins.  We 
plan to replace the five groins with two long rock groins and 
fill the groin system with sand.  The new groin system and beach 
alignment was calculated and compared to existing alignments 
that have been surveyed over the ybars. 

Plate 1 shows the beach as it was seen recently and 
the way it will look after widening.  This beach, called Las 
Tunas Beach, is located along the Pacific Ocean shoreline, a few 
miles westerly of the City 'of Santa Monica in the County of Los 
Angeles, California.  This is, of course, within the United 
States. 

Because of the amount of survey data available over a 
great number of years, the natural beach has been examined much 
like it would be if it were a laboratory model.  Surveys have 
been taken at various seasons of the year and during changes of 
wave climates. 

Since the beach's five long groins dammed up the 
littoral drift, surveys of the natural beach would tell us how 
the littoral drift was impounded and indicate the plan view 
alignment changes with different wave climates. 

Plate 2 shows the locations of our range lines along 
which surveys of the ocean bottom were repeated and compared. 

See Plate 1 for the location of five groins and the 
remaining sand fillet. 

Cur range 3ines are spaced 250 feet apart along this 
.15Gn feet of proposed shoreline development. 

Plate 3 demonsfcratps our met'hod of plotting and 
comparing the profiler;. 

The beach foreshore slopes remain somewhat parallel 
during seasonal and long term changes. 

The groins have deteriorated years ago and allowed 
the beach to return to its present pastion.  Since the existing 
beach has remained in this position, except for seasonal changes, 
since surveyed during the early 135P's, it is evident that there 
is adequate nourishment and the beach is stahlp. 

Plate U   shales the comparison between the calculated 
alignment and nresent alignment.  The calculated alignment rjas 
made for stnrT. eominr from south, southeast to west.  The shore 
line on th::s plate noes east and west and you will note the 
difference in the resultant inshore wave directions. 

The predominant inshore wave direction changes only 
slightly with different storms, while seaward of the islands the 
storms varied nnre than 120" in direction. 

A more detailed discussion of what wave statistics are 
used will be covered later.  At this time let's discuss the 
different alignments.  Note the alignments from the westerly 
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PLATE   1 

LAS    TUNAS    BEACH 
IMPROVEMENT    PROJECT 

BEFORE   BEACH  IMPROVEMENT 

AFTER  BEACH  IMPROVEMENT 
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PLATE  2 
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PLATE 3 

Beach Profile 
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PLATE i,A 

X Azimuth 246° is a deep water wave from the west. 
• Azimuth 210° is a deep water wave from the south. 
X Azimuth 232° is the predominant wave direction. 
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PLATE  hB 
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PLATE  4C 
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waves as they compare to those from the south and the predominant 
uiav/e direction of all waves. 

Since the sand fillet will attempt to align itself 
normal to the wave orthogonals from these predominant wave 
directions, we can calculate the alignment of the shoreline by 
knowing the inshore direction of the orthogonals. 

The next question is how did we calculate these different 
shoreline alignments and where did we get the wave statistics to 
do it with. 

Plate 5 shows the crux of the problem.  The hindcasted 
wave statistics must be brought through the island maze, refraction 
and resultant wave directions must be calculated. 

Note where the hindcasted wave statistics were compiled, 
Station a and Station 7, and where the wave statics were tabulated 
inside the island maze, la> .r?"*-^ ipnq. tig* i7\ 

Plate G shows a summary of the work, and an explanation 
of the various steps that were followed. 

Column No. 1 shows the wave directions at Station A, 
Station 7 and those used to tabulate the local winds. 

The waves at Stations A and 7 were compiled within 221/z 
degrees arcs, of which the directions shown are the center.  The 
local waves or those called sea, are recorded within ten degree 
arcs, and the directions shown are the center of these arcs. 

Column No. 2 shows the resultant wave directions, 
based on energy calculation, of those waves shown in Column Mo. 1. 

The first calculations were to change the wave statistics 
to deep water wave energy.  Since relative energy was all that was 
needed, we calculated the total storm wave energy by the use of 
significant wave heights.  You will note, I used the word "total". 
In other words, we calculated the wave energy for the total 
average annual time that given storms would occur during the 
year. 

The next step was to calculate the resultant energy for 
all the storms within the 2?/2 degree segments represented in 
Column Mo. 1. 

The resultant can be calculated by vector analysis. 
The length of the vector represents total annual energy for 
storms and the vector direction represents the direction of 
these storm waves.  By joining these vectors end for end the 
resultant energy and direction can be calculated. 

Column Mo. 3 shows a tabulation of the shift in the 
direction of the resultant of wave energy when the point of 
observation is moved from Station 7 or A to the deep water area 
just off Las Tunas Beach.  This shift will be explained in a 
later plate. 

Column No. h   is a summation of Columns 2 3nd 3. 
Column Mo. 5 shows the resultant relative energy that 

has been calculated for different storm conditions at Station A 
or Station 7. 

Column Mo. 6 shows a coefficient that indicates the 
decimal part of this energy that gets through the island maze. 
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PLATE 5 
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:ile call this the island sheltering coefficient. 
Column No, 7 shows the fractional part of the energy 

that reaches the deep water area just off Las Tunas Beach. 
Three important beach forming wave resultants exist, 

wave resultants from westerly  waves, southwesterly waves and 
southerly waves. 

Other waves considered in the tabulation are as follows: 
The waves from the southwest have a very high energy 

value but are so close to the predominant wave direction that no 
special consideration need be given them. 

The local wind wave energies are tabulated at the bottom 
of the plate under the term sea.  None of these waves have signif- 
icant quantities of energy in the study area.  Furthermore, the 
waves from 226° to 145° occur over a wide range of months and 
involve many small storms during the year.  Thus, the energy for 
any individual storm will be quite small and will not he very 
effective in shaping the study area coastline, 

Plate 7 shows the way the island blocking is handled. 
The details of this type of blocking can not be completely covered 
here, but in general the area under the curve shown represents 
total energy from the average storms and the area under the curve 
and not rrosshatched shows the part of the energy that gets 
through the islands. 

Because of the irregularities of wind waves within the 
island maze, it was expedient to divide the problem into two parts 
—energy resulting from deep water swells, and energy resulting 
from fetch, wind and local conditions. 

Since little wave decay exists between Station A or 7 
and Las TUnas Beach, the plate shows how the island sheltering 
affected a wave with an azimuth of 175° from Station A, 

In the formula id&-K(l + Ces Z&)d»i ®is the angle on 
either side of the center of the waves forni«i.i and \<i@   is the 
energy for a small sector of©.  The H anricJocan be chosen to be 
unity without significant e^ror.  Because this wave is a deep 
water swell, a path of 45° on eether side of 175° is considered 
and the blocking effect is shown.  The energy will be reduced hy 
2?.%  of the energy at Station A and the resulting wave azimuth 
will increase from 175° to 197°—this direction change is achieved 
by calculating the resultant of the energy in the open windows. 

The unhlocked energy is represented by the figure 17.13 
which is the area under the total curve, and 3.31 represents the 
area cf the open windows.  Therefore, the energy just off Las 
Tunas Beach ecuels energy calculated at Station fi, times 
(3.81v 17.13) and enuals ?.?_%  of the total energy. 

During sea conditions in which the sheltering land 
masses are within the fetch area, a wave path of 90" on either 
side of the fetch directions is considered to be good.  Decayed 
swell conditions can lead to overestimating the effects of island 
shelter!^.  The variability of wave direction for swells can be 
Jess than '-»5° and may he only a few degrees for very distant 
storms.  Remember, the island windows are based on the average 
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wave period for all swells, and the long period smells mill not 
get through windows as large as those shown.  Forty-five degrees 
probably represents an average figure.  Beaches in Los Angeles 
County are developed, primarily by the mid-range wave conditions 
and not the unusual rare occuring large wave conditions. 

Investigating island sheltering necessitates considering 
the depth to which this island blocking will take place. 

This was accomplished by determining the average wave 
period and taking 50 percent of the resultant deep water wave 
lengths as the depth to which the offshore islands will block 
continental bound wavps. 

The refraction diagrams were calculated and used to 
determine the resultant inshore energies. 

Plate fl shows the plotted profiles and the grouted groin 
area.  The grout is placed on the porous cap stone to make it 
impermeable far enough seaward to maintain the beaoh at a minimum 
width. 

The last ingredient is the question of an adequate, 
continuous sand supply.  Surveying the beach over a great many 
years also gives us the answer to this question.  Surveys from 
1929 to 1970 showed that the beach did not have long periods— 
periods of several years of constant erosion and constant accretion. 
If there are no major man made changes, it is safe to assume that 
nature will provide an adequate sand supply. 

Last, but not least, the calculated beach alignments 
check with the empirical information gathered from years of 
surveying. 
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FIELD TESTS ON TWO PERMEABLE GROYNES 

By 

W A Price 
Senior Principal Scientific Officer 

K W Tomlinson 
Senior Scientific Officer 

D H Willis 
Senior Scientific Officer 

The Hydraulics Research Station, Wallingford, Great Britain 

ABSTRACT 

A section of beach on the south coast of England has been 
under surveillance for five years, from March 1966 until 
March 1971.  During this period, two permeable groynes of 
the Makepeace Wood type were constructed.  Beach cross- 
sectional areas and rates of accretion were compared before 
and after groyne construction.  The groynes caused a build- 
up in beach levels updrift. 

INTRODUCTION 

Bournemouth is located on the south coast of England, see 
Figure 1.  Because of its attractive beach it is a major 
tourist area.  In recent years beach erosion has become a 
problem.  To find a method of overcoming this loss of sand, 
the County Borough of Bournemouth have undertaken a number 
of sea defence schemes, advised and assisted by the 
Hydraulics Research Station, Wallingford. 

One such scheme was the construction of two permeable 
groynes, in conjunction with Makepeace Wood Associates. 
This was in July 1968.  The Hydraulics Research Station has 
measured beach profiles in the vicinity of the groynes at 
approximately 3 monthly intervals for 5 years; the first 
survey was in March 1966, almost 2\  years before groyne 
construction began, and the last was in March 1971, 2\ 
years after.  This paper presents the results of these 
surveys. 

1401 
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FIG 1 LOCATION 

DESCRIPTION OF BEACH 

The beach, mean size of sand 0.2 mm, is backed by a seawall 
and promenade.  As shown on Figure 2, the foreshore has a 
slope of about 1:15 between high and low water contours, 
flattening to a slope of 1:200.  Varying between 100 to 200 
metres offshore it steepens again to approximately 1:15. 
Further offshore, seabed slopes are relatively small. 

The tidal range at the site is about 1.7 m on spring tides, 
and 0.6 m on neaps.  Waves approach the beach from 
directions between south-east and south-west, with the 
dominant direction being south-west.  The fetch is limited 
in most directions by the coast of France, but some Atlantic 
swell does reach the site via the English Channel. 

DESCRIPTION OF GROYNES 

The groynes were built to a design by Sidney Makepeace Wood, 
see Ref 1.  Each consisted of a double row of piles, inter- 
laced with precast concrete units, and capped by a flat 
deck which provided a working platform during construction 
and added to its structural stability, see Plates 1 and 2. 
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The longitudinal precast concrete units are castellated so 
that the groynes are permeable.  The percentage of open 
area increases seaward as shown in Figure 4.  The groynes 
were 190 m apart and designed to be 90 m long, although 
shortly after construction approximately 16 m of the seaward 
end of one collapsed.  During the discussion of this paper 
at the 13th Coastal Engineering Conference a delegate 
reported the collapse of the seaward ends of a number of 
Makepeace Wood groynes in Jamaica. 

DATA COLLECTION AND ANALYSIS 

A general plan of the site is given in Figure 3. 

On each of the 10 sections shown on this figure, beach 
profiles were measured at 3 monthly intervals, beginning in 
March 1966.  In July 1968, groyne construction began.  The 
surveys were continued until March 1971. 

Beach volumes were calculated as shown in Figure 5.  In 
order to obtain an estimate of the rate of erosion or 
accretion the data was subjected to regression analysis of 
volume on time.  The slope of the regression line was then 
taken as the growth rate, summarised in Table 1. 
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FIG 5 KEY TO  CALCULATED  VOLUMES 

Of the 20 regression lines, it is significant that 14 showed 
an increase in slope following groyne construction.  These 
increases were most marked landward of the groynes and 
updrift, Sections 3, 4 and 5.  Although erosion downdrift 
was expected, Sections 6 through 10 showed some improvement 
as well, and it is possible that the beach as a whole would 
have accreted, but at a slower rate, if the groynes had not 
been constructed.  Plate 3 shows the beach as it was before 
groyne construction, and Plate 4 shows it in the spring of 
1971.  The build-up in beach levels in the immediate 
vicinity of the groynes is marked; there appears to be 
little downdrift erosion.  Figure 6 shows the changes in 
some typical cross-sections between March 1966 and March 
1971. 

CONCLUSIONS 

There seems little doubt that the two Makepeace Wood 
groynes constructed at Bournemouth have resulted in a 
build-up of the beach in their immediate vicinity. 
Although erosion would be expected downdrift, it is not 
immediately obvious.  Beach surveys are to be resumed. 
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TABLE 1 
BEACH-GROWTH RATES BEFORE AND AFTER GROYNE CONSTRUCTION 

Section 
No. 

Growth Rate in Cubic Metres/Metre Per Month 

Before 
Groyne Construction 

After 
Groyne Construction 

Landward 
of groynes 

Seaward 
of groynes 

Landward 
of groynes 

Seaward 
of groynes 

1 1.54 -0.20 0.26 0.11 

2 2.97 -0.65 0.97 0.30 

3 -2.45 0.71 2.63 0.69 

4 -0.60 0.06 3.01 1.11 

5 0.36 0.60 2.75 1.44 

6 1.65 0.57 2.03 0.12 

7 -0.29   !   0.30 1.37 0.37 

8 -0.31   ;   1.13 0.92 -0.37 

9 0.48   '  -0.42 1.44 0.63 

10 -0.19        0.30 0.66 -0.24 

Plate 1.  General view of groyne 
Plate 2.  Detail of groyne construction 
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Plate 3. 
Plate 4. 

The beach before groyne construction 
The beach in 1971 

ACKNOWLE DGEMENT S 

This report is published by permission of the Director of 
Hydraulics Research, Wallingford, Great Britain.  The 
authors gratefully acknowledge the help and co-operation of 
the Office of the Borough Engineer, County Borough of 
Bournemouth. 

REFERENCES 

1.  MAKEPEACE WOOD, S.  "Erosion of our Coastal Frontiers", 
Bulletin of the Associated State Engineering Societies, 
April, 1938, pp 32. 



CHAPTER 78 

THE NILE DELTA C0ASTA1 PROTECTIOH PROJECT 

Ismail E.Mobarek 

Deputy Co-Manager,Beach Protection. Frojeet,Egypt 
Member and Executive Secretary,Beach Protection Board 

of Egypt 

ABSTRACT 

The Hile Delta Coast on the Mediterranean Sea was formed 
through many centuries. The two existing main branches of the 
River Nile, i.e. Rosetta and Damietta, succeeded over the ages 
in forming two peninsulas or protrusions in the sea. By the 
end of the 19th century erosion started at several important 
points of the coast, causing damages to the national economy, 
either directly or indirectly. This erosion has increased tre- 
mendously during the last decade. 

Several field and laboratory studies were carried out 
during the last few years, concentrating on the severely atta- 
cked areas, such as Ras-EL-Bar, Burullas, Rosetta,Maadia. 

Based on the quick field and laboratory studies, remedial 
constructions are designed for the locations of severe erosion* 
Groins for Ras-El-Bar with artificial sand feeding and stone 
pitching and a wall for the Damietta estuary. A large groin for 
Burullos outlet which developed some advantageous changes even 
before finishing its execution,, and sea wall for Maadia. All 
the above projects are discussed and explained. 

A long term study project was started early in 1971 to 
collect the data necessary for a better understanding of the 
problem. The aims of this project are as follows: (1) To de- 
termine the historical formation of the Delta and forecasting 
future changes ; (2) Study the Meteorology and the Hydrodynamics 
of the area ; hindcasting and starting a new forecasting techni- 
que for them; (3) Planning and design of protective construct- 
ions for the coast is to be gained. 

All the above will be based on an extensive field data 
collection programme, mathematical models and hydraulic scale 
models. 

1409 
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Introduction 

The Nile Delta Coast, on the Mediterranean Sea, was 
found through many centuries. The existing main branches of 
the River Nile, i.e. Eosetta and Damietta, succeeded over 
the ages in forming two peninsulas or protrusions in the sea. 
By the end of the 19th century, erosion was observed at se- 
veral important points of the coast", causing damage to the 
national economy, either directly or indirectly. This erosion 
is increased tremendously during the last decade. 

The relative stability of a shoreline within a given 
area is dependent on the material and energy available to 
the shore. Forecasting the behaviour of a certain shore area 
requires data on the different aspects of the phenomena. But 
since most of the phenomena affecting a coast-line are ran- 
dom, they require many years of record in order fox the result 
to be statistically significant. 

Data are scarce on the different phenomena oecuring on 
the Coast of Egypt. However, the problem areas cannot wait 
for many years for collecting field data. Therefore, the 
beach protection plan for the Northern Coast of Egypt is divi- 
ded into two parts, viz, the short term plan and the long term 
plan. 

The purpose of this paper is to explain the different 
technical aspects of these two plans and what has been accomp- 
lished. 

Description of the Problem 

The present Delta region, as shown in Pig.(l) has been 
created by the continuous discharge of large quantities of se- 
diment into the Mediterranean by the Nile during thousands of 
years. In the course of time the supply of sediment by the 
Nile exceeded the losses due to  wave and current action, resu- 
lting in a continuous advance of the shoreline towards the sea. 
This process continued until sometime in the last century, 
when it seemed to be reversed. Around the year 1900, the loss 
of land from Damietta and Eosetta peninsulas was observed. 
Pigs.(2),(3) show the historical changes recorded at both the- 
se two locations. Between 1998 and 1954, the Eosetta penin- 
sula receeded about 1.7 km., whilst between 1902 and 1940 the 
Damietta peninsula receeded about 1.8 km. 

The problem has not attracted the proper attention un- 
til it started to affect the National economy and the welfare 
of the people living on the coast. Erosion attacked the beach 
summer resorts, waves flooded villages on the ccast, estuaries 
blocked, fisheries are deteriorating and danger existed of 
severe salt water intrusion. The annual loss was estimated in 
3 970 to be about six million Egyptian Pounds (about 0 15x10°).. 



NILE DELTA PROJECT 1411 

rosEn> PENINSULA 

^D,TERRAN£AN 
SEA 

BURULLUS LIGHT HOUSE 

FIG(D GENERAL VIEW 

EXISTING  PROBLEMS IN THE DELTA REGION 

In. 1964, the Suez Canal Research. Centre, by a contract 
from the Ministry of Scientific Research, completed the first 
systematic study both in the field and laboratory about Lake 
Menzala exit.d' The exit was migrating to the east at a fast 
rate, at the same time it is blocked for fishermen a sizable 
portion of the year. A short groin on the east side and stone 
pitching to the east side of the exit have been recommended. 
However, it was not executed due to financial difficulties. 

Then the Suez Canal Research Centre carried out a tho- 
rough field and laboratory study, in 1965, 1966 by a contract 
with the Ports aad.Lighthouses Administration, for the Hew 
Damietta Harbour^2''. The Ras-El-Bar area, east of the Damietta 
branch of the Nile, was covered in this study. The study in- 
cluded wave and current recordings, hindeasting of sea waves, 
water level variations, littoral current, beach profile changes 
and borings. 

During the same years, the Ministry of Irrigation Expe- 
riment. Station carried out a laboratory test for Lake Burullos 
exit' 3>  and a long groin on the west side was recommended to 
keep the exit open all over the year. 

Until 1968, the interests of the beach protection were 
scattered around concerned Ministries and Departments, but the 
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whole beach protection problem did not take any serious con- 
sideration. But in 1968, the Beach Protection Board of E- 
gypt was reformed and immediately it started the beach pro- 
tection plan of the Northern coast. This plan is divided 
intc two parts, vie, the short term plan and the long tenm 
plan. 

The Short Term Plan 

For the areas that cannot wait for the extensive long 
term study, a one year study programme was planned and exe- 
cuted in certain areas, amomng which the following examples 
are thosen, t 

1. Raor-EL-Bar and the Damietta Estuary. 

2. Burullos lake Exit. 

3. Idku lake Exit. 

She study plan included measurements of wave heights 
using the O.S.P..O.S. (Van Essen, Holland) and the Ultrasonic 
(Sogreah) Wave Recorders. Puddle Wheel and OTT Current Meters 
were used to measure the currents. Tide gauges were used to 
record the continuous variation of the water levels. Topo- 
graphic and hydrographic maps were prepared. Meteorological 
data were recorded and waves hindcasted from the synoptic 
weather charts. Fluorescent tracer experiments were carried 
out to determine mainly the direction! of the littoral drift 
and its magnitude whenever possible. 

Then remedial measures were suggested, designed and 
executed in the danger areas. A summary for each location is 
given in the following : 

1. (a) Ras-El-Bar Summer Resort 

The beach of Ras-El-Bar is shown in Pig.(4). The beach 
extends west of the Damietta estuary to a length of about 
4.0 km. It has a direction approximately HE to SW. The 
following data were concluded from the fast study programmes 

a - Wind and Waves. The predominant wind direction comes 
somewhere between the KW and WNW directions. The wind rase 
at the Ras-El-Bar beacJd is shown in Pig. (5). Most of the 
storms occur in the winter season and they mostly have the 
same direction as the predominant wind. 

The waves were recorded a good part of the years 1964 
and 1965. When the wave gauges were not in operation for a 
reason or another* hindcasting from the weather charts 
were carried out. The characteristics of the recorded waves 
are : 

Maximum recorded wave height =3.95 meters 
Maximum recorded wave period =9.30 sec. 
Significant wave height    = 1.56 meters 
Significant wave period    =7.5 sec. 
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ft - Littoral Characteristica. Pig.(6) gives the wave energy 
rose. The littoral drift was estimated using Caldwell's 
formula(4). Simultaneously some studies with fluorescent 
tracerswJ showed that the littoral drift to bs from SW to 
KE.. Also, there are some indications that the sediment 
motion is concentrated in the breaker zone and no exchange 
of sediment occurs between the off-shore, on-shore areas. 

c - Sediment Characteristics. The sediment constituting 
the beaci. is formed of silty sand with dijo = 0.12. The grain 
size increases as the estuary is approached from the west 
side. 

d - Tides. Tidal variations in this part of the Mediterra- 
nean are not of a significant value. They are of the same 
order of magnitude as the wind set-up. The tidal range is 
about 30 em. The maximum rise in the water level due tt> 
all the factors was found to be 1.00 m above datum, the da- 
tum being the lowest low water level. 
e ~ Soundins. Several soundings were carried out to deter- 
mine the characteristics of the soil layers. 

Based on the above studies, groins and artificial 
feeding to build the eroded beach were chosen as remedial 
measures. Pig.(4-) shows the plan of the new project. The 



NILE DELTA PROJECT 1417 

FIG (6)ENERGY (H.T) CONTAINED IN WAVES ADVANCING 
IN THE DIFFERENT  DIRECTIONS AT RAS EL-BAR 

part near the existing groin on the estuary was protected 
to a length of 400.0 meters by a sea wall. The first of 
the new groins will start immediately after the sea wall. 
Three groins are planned for this year as an experimental 
stage, before covering the whole beach with groins. The 
distance between the groins is taken 35° m. The groins are 
extending 120 m in the sea and 30.0 m as a tie to the land. 
A representative cross-section of the groin is shown in 
Pig.(7). The seaward end of the groins are protected by 
heavy hollow squares. Artificial feeding of coarse sana 
will be supplied from a nearby quarry and dumped between 
the groins and to the west of westward groins. These groins 
may be sufficient to preserve the beach, however, some pe- 
riodical artificial feeding might be needed after the storm 
season every year. 

(b) Pamietta Estuary 

Before 1964, which is the year during which the High 
Dam started preventing the sediment being carried out by 
the Hile, the estuary used to be open to navigation. After 
that it is changed into a tidal inlet with a very small 
tidal prism. 

The field studies carried out by the Suez Canal  ,r\ 
Research Centre for the Ministry of Scientific Research^ ' 
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PRECAST CONCRETE 
BLOCKS 

1.0x1.0x0.5 

+—2T00   f 1.00 .| 

GRAVEL 0.30 m 

BG (7)  CROSS SECTION OF RAS EL-BAR GROIN 

indicated the changes shown on Pig.(8).. These cross-sections 
were sounded after completely dredging the inlet for navi- 
gation. Field indications and calculations of the stability 
of the inlet indicated that the stable area of the exit is 
about 100 m distributed over a wide section. Thus, no depth 
is left for safe navigation of fishing boats. 

Model experiments by the Suez Canal indicated that the 
inlet can best be protected by a groin built on the eastern 
side. This groin starts just a little west of the nodal 
point, formed by the diffracted waves, and projects out in 
the direction of the tip of the existing groin as shown in 
Fig.(9). Pitching of the eastern side of the inlet might 
prove necessary, also some minor periodical dredging after 
some time. 

2. Burullos Lake Exit 

The situation in Burullos Lake Exit is quite different 
from that of Damietta estuary. Burullos Lake is a big lake 
receiving the drainage water from almost all the middle part 
of the Nile Delta. The people of EL-Borg, just east of the 
exit, earn their living from fishing. When the exit closes 
up for navigation during storms, and it is not kep-t open by 
dredging, fish will not go in and out and the fishing boats 
cannot pass. At the same time the beach is eroding tremend- 
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ously fast to such, an extent that the village of EL-Borg is said 
to be transferred about 2.0 km to the south during the last cen- 
tury. Now the sea forms the northern border of the village. Pig. 
(9) shows the situation at this area. During the fourties, it was 
found necsessary to build a seawall north of the village with 
some short groins to preserve the beach. However, the groins were 
too short to be effective but the village was protected from the 
attack of the sea. 

A short study was carried out by the Suez Canal Research 
Centre in 1969 for the Ministry of Scientific Research^'), to 
determine the necessary information on which a fast temporary 
measure can be taken to keep the exit open. 

This study showed that the littoral drift is going predomi- 
nantly from the west to the east. It also showed that the current 
in the exit is not strong enough to give the required depth and 
width for navigation and safe fish migrations. Sediment samples 
were collected which showed distinctly that the sediment in this 
area is coarser than Ras-EL-Bar. 

Based on the above studies a groin was proposed and exe- 
cuted west of the exit, as shown in Pig.(9). The groin starts 
west of the exit and extends in a direction 15 west of north. 
The total groin length is planned to be 200 m in the sea and 



1420 COASTAL ENGINEERING 



NILE DELTA PROJECT 1421 

20 m as a tie to the land. 
Execution started April 1971. By the end of 1971* 130 m 

were executed in the sea and it was found that it is necessa- 
ry to extend the shore tie to about 40.0 m. The executed part 
of this groin proved to be a success. The beach west erf the 
groin started building up. By the end of 1971, about 40 m of 
beaoh was gained. A navigable channel was opened by the flowing 
water, without any dredging, with its depth reaching about 
2.5o m allowing a fair size of fishing boat to go in sna out. 
The groin will be completed to its planned length this year, 
Fig.(10) shows a representative cross-section of the groin. 

GONCRETE  BLflf.KS 

WT  b '-••  -.--.••• •«—= 

:«..<?.•"••.•• •>.•.•••••••-.'©.•• 
......... 0---S-.' 9-r :o ::•:••#, 

j-O-:•:<?.••&; '•£> 

STONES  40  TO  60 Kg 

-/^f *• <w   ^k^^—^r 

NATURAL STONES 
> 300 Kg 

GRAVEL 20 Cm THICK 

FIG (10) CROSS SECTION OF THE NEW 
LAKE BURULLUS EXIT GROIN 

3. Idku lake Exit 

The village of EL-Maadia is situated directly west of 
the exit. The problem there started as a fishing proKlem. 
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The exit used to be quite blocked for navigation. In the fourties 
the eastern groin was constructed. Sand accumulated east at i-fc* 
but it did not solve the problem of clearing the exit. Then du- 
ring the fifties the western groin was constructed and the east- 
ern groin extended inwardly in the exit. The waves entering the 
exit obliquely are reflected on the eastern groin and hit the 
shore south of the western groin causing a big belly in the exit, 
and started attacking the village houses and destroy them. More- 
over, the village level was quite low, therefore duringi the att- 
orns the village is almost- completely flooded. Sand accumulated 
also directly west of the western groin. Idku lake is a medium 
size lake which receives the drainage water of the lands west 
of the Nile Delta. The outward flow is quite heavy. Thus with 
the two groins east and west of the exit* it can keep a goad 
navigation channel for fishing boats. However* they might need 
a little extention. But the village have to be protected from 
the high water and the fast erosion that is taking- place in front 
of it. 

A short field study programme was carried on* also by the 
Suez Q^n&l Research Centre for the Ministry af Scientific Rese- 
arch^', which revealed most- of the facts discussed. It revea- 
led also that the littoral drift in this area is sometimes to 
the west and sometimes to the east. Hydrographic and topographic 
surveys were carried out. Current measurements in the exit and 
on the beach were made. Water level variations were recorded 
and soil characteristics studied. 

The above studies allowed the planning of the project to 
give immediate protection for the area. The general plan of the 
project is shown skematically on Fig.(11). Execution started in 
April 1971 and was completed early this year. 

In all the above areas, records are going to be made con- 
tinuously on the effect of such structures on the beach* a* the 
same time testing the durability of the tried types of structu- 
res'. This will help in the long period studies as field experi- 
ments for the overall protection project of the Delta. 

The Long Term Plan 

The establishment off satisfactory solutions for the various; 
problems on the Delta coasts require full knowledge of the follo- 
wing three main groups of factors : 

1. Historic development of the Delia shores 

2.. Present state of the Delta shores 
3. Forces; acting on the Delta shores 

With regard to the historic development of the Delta shores, 
the present state of knowledge indicates that it has been formed 
by the continuous discharge of large quantities of sediments into 
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the Mediterranean by the River Nile during thousands of years. 
The positive instability of these shores, causing accretion, 
seemed somehow to be reversed to negative instability causing 
erosion. What happened in the different phenomena involved 
in causing that change represents the first challenge to the 
shore protection experts in Egypt for the next few years. 
Whether it is regulating structures on the river Bile that 
caused decreased amount of sediments, or some cyclic changes 
of the meteorology of the Mediterranean Sea, or some changes 
in the climatology of the Nile origin in Abyssinia, that re- 
mains to be completely studied. 

The construction of the Aswan High Dam might have changed 
the entire hydraulic regime of the Delta. This may eause dif- 
ficulty in using the presently collected data in hindcasting 
what might had happened in the past and again what may occur 
in the future. This will need a careful and extremely thorough 
study of the existing situation and of any changes that take 
place. Therefore, a complete description of the Delta shores, 
from Alexandria to Port Said, should be completed and followed 
up as soon aa passible. 

This forms the base of planning for the long term study. 
The required description of the Delta shores consists, of the 
following three groups of information t 

i - Geographical, geological and geomorphologieal 
description 

ii - Description, of the meteorological conditions 

iii - Description of the hydraulic conditions of the sea 
area, river mouths and the lake outlets, including 
the characteristics and: movements off sediments 

The long term plan started in the middle of 1971 and the 
project personnel started collecting and analysing the following 
data :• 

A- Topographic work 

1. Detailed topographic: maps 

2. Geological,, lithological and geomorphologieal data 

3. 83 profiles seaward to 6.0 m water depth and landward 
from the coast lines have been carried out. This will 
be repeated yearly to follow up the changes in the beach.. 

B;. Hydraulic data 

1. Water level variations along the coast and in the 
lakes and the relation between them 

2. Characteristics of the sea and lake water and their 
variations 
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3. lake exits discharge measurements 

4. Current measurements in the sea 

5. Wave measurements, forecasting and hindcasting 

6. Littoral drift measurements using radioactive or 
fluorescent tracers and other means 

7. Model experiments for special areas 

C. Meteorological Observations 

D. Soil Samples 

This includes surface soil samples, deep and shallow 
borings both on land and in the sea. 

The United Nations Special Fund assisted the project 
by an amount of about jS 1.000.000 in the form of special 
equipment, some experts and some fellowships for training 
some of the project personnel abroad. 

The first phase of this project is planned to be co- 
vered in about 3 years, ending in 1974. By that time the: 
Institute of Coastal Studies and Protection is planned to 
be in full operation . 

Conclusion 

From the above discussions and presentation* it can 
be concluded that many studies are needed in order to pro- 
tect the Nile Delta coast. The studies in progress might 
prove to be an opening to a diversity of some more studies 
both applied and academic. However, the short term plan ia 
obviously needed to protect the dangerously attacked areas:, 
until the final long term studies are ready to be applied. 
Also they are needed as full-scale field experiments from 
which data can be used in further protection! structures 
along the coast. 
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CHAPTER 79 

SYSTEMATIC STUDY OF COASTAL EROSION AHD DEFENCE 
WORKS ITS THE SOUTHWEST COAST Of IKDIA 

by 

U.S. MOM ** 

ABSTRACT * * 

The SouthWest eoast of India is subjected to 
severe erosion due to attack by waves and. tidal over- 
flow. Through the years the problem has intensified 
as beach front areas have become more extensively de- 
veloped and subject to greater damage from the foree 
of the sea. More than 300 kms of the eoast is subjec- 
ted to severe erosion due to constant attack by waves 
and tidal overflow, resulting in continuous recession, 
loss of valuable property and affecting many aspects 
of its economy* The paper presents the problem at the 
proper perspective. It deseribes the various physical 
factors of the Southwest eoast of India, namely the 
geomorphelogy, winds, waves, tides and currents, lit- 
toral drift, material characteristics, shore line and 
shore depth changes, effects of inlets and mudbanke. 
The study, evolution and development of different 
eeastal defense works and their behaviour and effecti- 
veness is also presented. 

IHTBODUCTIOH 

The Southwest coast of India rune north - south 
along the Arabian Sea and extends 560 kme. This 
ooast is characterised by a barrier strip of lowlying 
land between the Arabian Sea and a continuous chain 
of lagoons and backwaters.  The eoast line has helped 
in establishing a number of minor ports, in addition 
to maintaining a flourishing fishing industry. It is 
in this coastal strip, that the industrial, agricultu- 
ral and other eoonomic activities of this region are 
concentrated (Fig.l). 

Deputy Director, Coastal Engineering Division, 
Kerala Engineering Eeseareh Institute, Peeehi, 
Kerala - IHDIA. 
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It is estimated that out of the 560 km of coast 
line more than 300 to is subjected to erosion, due to 
the constant attack by wares and tidal overflow result- 
ing in continuous recession, loss of property and affec- 
ting many aspect of the economy. Hence the problem is 
to stabilise the southwest coast of India in its present 
position by suitable protective measures after a detail- 
ed study* 

PHYSICAL FACTORS 

GE0140EPH0L0&YJ 

The Southwest coast of India is of recent age geo- 
logically, its formation dating back to the early terti- 
ary period. Borings at Cochin show that there are de- 
posits of alluvial material for 100 to 125m, overlying 
rook* It is also noticeable that the portion of the 
coast from Thottappalli to Quilandy (where the pheno- 
menon ofmud banks is known to occur) is an alluvial belt 
backed by laterite deposits. Heavy mineral deposits 
ranked as world's largest and richest occur in the coa- 
stal area between Kayamkulam and Neendakara* There are 
forty four rivers, forty one of which flow westerly, from 
the mountains, to the low areas of backwaters and lago- 
ons, near and at the coast. She average river length 
in 60 km. In the coastal region the rivers are general- 
ly interconnected and tidal (See Fig.l.). 

TIDES AND STORM TIDESJ 

The mean tidal range varies from 0.9m at the south 
to 1o8m at the north. She tides are of the semidurinal 
type. She coast line is very low and coastal areas 
are flooded by storm tides in many sections, during the 
southwest monsoon. The storms raise the water level 
upte a meter or more at many sectors. 

WAVES i 

The sea is rough during the monsoon months (May to 
September) when the high waves with the storm surges 
attack the coast. The highest waves average 3.2m 
(highest ten percent) and the wave periods of 5 to 12 
sees are observed. The direction of high waves is 
mostly from West during the monsoon period. 

LITTORAL DEIKEi 

Littoral dr^ft ±B  the beach material moved parallel 
to the coast in the near shore region of the sea caused 
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by waves approaching the beach at an angle. In the 
analysis of the coastal erosion problem, the direc- 
tion, amount ana character of littoral drift is of ut- 
most importance for developing economical designs. 

Direction and Quantum of Littoral Driftt 

The following points are pertinentt 

1) From the analysis of the developed data from charts, 
existing marine and coastal structures and position 

of hldlanfis and embayments, it is found that the domi- 
nant direction of littoral drift in the Southwest coast 
of India is towards south* 

2) The unimproved inlets in the region have the tenden- 
cy to migrate to the southso also the sand spits 

at Periyar river outlet. These indicate southerly 
movement of drift. (Pig.7). 

3) Mad banks are littoral barriers. She shore line of 
the most severely eroding sectors on the SouthWest 

coast are situated south of the general limits of mi- 
gration of the two major mud banks - the Aleppey Mud- 
bank (now at Hirounnam) and the Harakkal mud bank. 
This indicates that the dominant direction of drift is 
towards south in these regions* 

4) The curvature of the coast line of Kerala tending 
to form a line in the HHW - SSE direction is also 

conductive to form a southward drift, as the dominant 
waves are from due west during the monsoons* 

5) So also the dominant direction of wind during the 
Southwest monsoon is from West and West North West, 

for most part of Kerala coast which aid in southerly 
drift. 

6) She dominant direction of surface currents from 
April to September is from North to South en the 

West coast. 

7) There is seasonal reversal of littoral drift all 
along the coast, ^he trend indicate southward 

movement during May to August (Southwest Monsoon 
period) and northward movement during the rest of the 
year. 

8) Local reversal of drift due to topographical fac- 
tors, inlet interferences, coastal works are also 
noted. 
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9) The quantum of gross littoral drift work out to 
(about) 1.25 million cubic meters per year. 

CHARACTERISTICS OP BEACH MATERIAL: 

Most of shores of Southwest coast of India are 
staiy. The average grain size of sand in these beach- 
es ranges from fine to medium (0.15mm to 0.6mm). 
Adjacent to the coastal inlets it is fine sand (0.15mm) 

ERGSIOH 

CAUSES OF EROSION! 

A beach is in an eroding condition when more ma- 
terial is eroded away, than supplied. A permanent 
erosion is a result of a relative lack of supply of 
sand at the updrift end of the stretch in question. 
Usually there are two types of erosion namely (i) natu- 
ral erosion from natural causes such as storms, tides, 
rise in sea level, due to tectonic upheavels etc and 
(ii) man made erosion. Man harnesses the rivers and 
bottles up their bed load. He builds breakwaters and 
jetties thereby, bar littoral drift, dredges huge 
quantities of sand and uses them for reclamation and 
thereby rob the coast. The building of fixed struc- 
tures along the coast create excessive turbulence and 
increase the eroding action of waves. Both soxark ox 
natural erosion and man made erosion are existing in 
the Southwest coast of India. 

she causes of severe coastal erosion in the South- 
west coast of India is attributed to one or a combi- 
nation of the following factors. 

1) Early onslaught of the monsoon: 

xhe southwest monsoon with its full fury enters 
the Indian peninsula at the Southwest Coast and this 
coast have to bear the brunt of the full blast of the 
monsoon storms with the incident high and steep waves, 
rise in water level, causing severe erosion and tidal 
overflow. 

2) Geological factors: 

The Kerala shores is of subrecent to recent sedi- 
ments. As a result, the coast is still in an uncon- 
solidated stage and is yet to reach equilibrium condi- 
tions. 
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3) Level of Baekshere and steepness of foreshore 
and inshorei 

The back shore level is low (less than 1.5 meters 
above MSL) in many places causing severe tidal over- 
flow during storms and during the monsoon season. The 
foreshore and Inshore are comparatively very steep. 

4) Had Bankst 

Xhe mudbanks present along this coast are decisi- 
vely influencing the shore processes and are effecti- 
vely disturbing the equilibrium conditions of the 
coast adjacent to them, causing very severe erosion on 
its downdrift side. (eg. Parakkad, Chellanam). 

HISTORICAL CHANGESI 

Historical investigation of eld and new maps and 
charts reveal specific looations of permanent erosion 
in the coast of Kerala. Comparison surveys prepared 
from authentic maps available from 1850 indicate, that 
there is consistent retrogression of shoreline. There 
is a net loss of land at the rate of 2m to 5.5m per 
year resulting in cumulative loss of precious land 
year after year. (Pig.2). 

SEASONAL CHANGES« 

Field observations at selected reaches for the 
past four years have indicated that there are seasonal 
changes also in the beaches of Kerala. Erosion is 
experienced from April to September (during Southwest 
monsoon). After this period the beach begins to ac- 
crete, '-"-'he berm crest fluctuates to mere than 50m in 
a season. Costly construction in this zone of seaso- 
nal fluctuations must be avoided. A typical example 
is given in Fig.?. 

NATURAL BROSION« 

Natural erosion is experienced in many parts of 
Kerala due to severe wave action, storm surges and also 
due to the numerous inlets present. These inlets act 
as littoral barriers causing leeside erosion at its 
south, (eg.) Muthalapuzhi, Kayamkalam, Ashikode, Chettua 
Velliyancode, Kallayi, Elathur, Marat, Azhikal etc. 

MAN MADE EROSION: 

Erosion is also caused as a result of man made marine 
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constructions for the development of ports and 
harbours. The construction of 5 tan long approach 
channel for the development of Cochin port, the 
breakwaters at Meendakara and Hopla Bay had contri- 
buted to the disturbance of equilibrium conditions 
of the coast on either side of it. The reaction of 
the beach to the coastal constructions like groin 
system had caused downdrift erosion in many reaches. 

OFFSHORE AND FORESHORE ZONESs 

The continental shelf has a gradual slope 
upto 10 fathoms after which there is a steep fall. 
The distance of 100 fathom line from the shore varies, 
reducing from 82 km near Calicut to 45 km near 
flfrivandrum. The offshore bottom profiles are gentle 
and uniform in gradient upto 45-50 fathoms line after 
which the slope of 1 on 5 to 1 on 12 above LW and 
1 on 25 to 1 on 40 from LW to 3-4 m depth contour. 

BEACH PROFILESs 

The width of backshore and steepness of the beach 
profiles depend on the characteristics of the waves 
and the beach material. The beach material is general- 
ly of line to medium sand with coarser fractions ad- 
jacent to bluff areas. Typical eroding profiles of 
he beach in the different sectors are given in Fig.4 
Beach profiles are steeper in the eroding zones, with 
the foreshore having a slope of 1 on 5 to 1 on 12 
above, with flatter under water slopes. Fig. 4 (a) 
shows the beach profile development at Thottappalli. 
The material eroded from the beach is deposited off- 
shore and does not migrate to the south fast enough 
to balance the deposition. Fig.4 (b) shows the deve- 
lopment of a profile at Chellanam where the beach is 
protected by a seawall, deep water erosion takes 
place and the profiles as a whole steepens. Fig.5 
shows the difference in the beach slope within and 
adjacent to the mudbank at Aleppey. 

MUD BANKS: 

The formation and behaviour of 'mud banks' is a 
phenomenon peculiar to the Southwest coast of India. 
Similar phenomenon has not been jwported in any other 
part of the world. The mud bank may be defined 
as an inshore area having a special property of 
dampening wave action and producing regions of 
calm water, even during the xaKgkxmnuuwHXHKSKKKE 
rough monsoon season, due to the dissipation of wave 
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energy in the large quantity of colloidal suspension 
in the region* The mud bonks fozm part of the sedi- 
ment activity along the coast, She mud bank region 
is considered to be a 'boon1 by the local populace, 
as these areas, which are calm during the monsoon abo- 
und in Prawns, Sardines, Mackerels and Soles. Mud 
Banks are known to have existed in the Southwest Coast 
of India from ancient times and the earliest written 
account of the mud bank dates as far back as 1678 and 
1723* There are four well known mudbanka - one near 
Alleppey and two near Kozhlkode. (Ref* Fig.1). 

Mud Banks affect the eoastal processes in the 
following wayst 

1) Traps the littoral material from the updrift side 
and there by prevent its down coast movement. 

2) Causes aeoretion within the mudbank area. A typical 
profile showing the accretion of beaeh in the mud 
bank area is given in Fig.6. 

3) Causes refraction and diffraction of waves on its 
sides. 

It must be mentioned that the mud banks are deci- 
sively disturbing the equilibrium conditions of the 
coast adjacent to them. It is noteworthy to mention 
the fact that eoastal erosion is historically severe 
in the coasts adjacent to the principal mudbanka, 
one south of Aleppey and the other south of Cochin. 
(Hg.2.). 

COASTAL EROSION CONTROL 

MEASURES AGAINST EROSION: 

In selecting the shape, size and location of pro- 
tection works, the objective should be to design the 
work which will accomplish the desired result most 
economically and with full consideration of its effects 
on adjacent shorelines. The analysis, of the data col- 
lected and field studies will permit the selection of 
structures that will attain the desired objective. 
The cost, maintenance as well as interest on amortiza- 
tion of first cost must always be evaluated. The types 
of coastal protective works adopted are the seawall, 
bulkhead, rivetments, jetties, groins, breakwaters 
(shore connected ana offshore), artificially nourished 
and protective beaches and sand dikes, dune stabili- 
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sation by wind fencing and vegetation, uses of precast 
blocKs (like tetrapods, tribars, hollow tetrahedron, 
etablt, Akmon, Svee, Doloa, Stapods etc.) 

EARLX COASTAL PROTECTION WOHKS: 

Prior to 1953» the construction of shore protec- 
tion works tea only on a very limited scale* Groins 
of dumped granite rubble were constructed at a place 
called Chilakoor nearly eight years ago (1890) Bunds 
of laterite and granite rubble masonry with a sand 
core were raised north of Cochin outlet sixty years 
ago (1910-19H before the construction of the approach 
navigation channel at Cochin)* 

DEVELOPMENT UJP PEESEOT COASTAL PROTECTION WOEKSi 

Although the problem of coastal erosion was 
existing for quite a long time* protection of coasts 
in a systematic way was initiated in the early 
fifties. The early pioneering structures were neces- 
sarily experimental. 

Experimental Seawall at Cochin (1954-1957). 

It was in 1953 , when severe erosion caused 
serious damages particularly near Cochin, that re- 
cognition was given, for protection of this region* 
An experimental granite rubble wall for 1,6 km (one 
mile) was constructed during 1954-1957 at Mannassery, 
Cochin as a prototype study* (The first 0,8 km 
(0.5 mile) of the xxax seawall was or dumped granite 
rubble and the next 0.8 km (0,5 mile) was construc- 
ted with a sand core overlaid by rubble with cement 
grouting in the joints. Ten groins of different 
lmngth and spacings were also constructed. Out of 
this, one gruin was constructed with precast con- 
crete blocks (0,61 m x 0*61 m x 0.3m) as armour 
stones and zO  to 40 dm3 size stones as inner core. 
During the monsoon of 1956, the dry rubble portion 
of the seawall sank considerably. Noteworthy is the 
fact that the groyne constructed with cement con- 
crete blocks has withstood the wave attack better 
than the other groins constructed with rubble. 

Experimental Groinst  (1959*1960). 

Experimental groin with coconut piles was tried 
unsuccessfully in 1959 at Puthenthodu, Cochin* 
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of drainage facilities for overtopped water to 
flow back into the sea (T) The position of the sea- 
Ball being close to the water line* 

Sea walls constructed in the back shore with a 
beach infront gave better performance than those 
constructed in the forward portion (within the sweep 
•one). Hence seawalls may be located as far land- 
ward in the baekshore beyond which further recession 
is not to be permitted* Considering the above 
factors the original section of the seawall was re- 
vised and a new design was evolved in 1970. This 
included a filter system, backfill and armour stones 
of increased weight and dimension. The fig. 10 
gives details of the same* This design is now being 
tried in critical reaches. 

ARTIFICIAL NOURISHMENT. 

The problem that confronts the coastal engineer 
is 'what is the best and most economical method of 
protecting a beach that receives and inadequate sup- 
ply of beach material' . The problem appears to be 
simple in that all that is required is to establish 
the supply material. Hence when studying an erosion 
problem i$ is always advisable to investigate the 
feasibility of mechanically placing beach material 
on the shore in such a manner than an adequate beach, 
will be maintained (in addition to the other remedial 
measures considered). An important advantage is. 
that this treatment remedies direotly the basic 
cause of most erosion problems (ie; a deficiency in 
natural sand supply). Thereby it benefits, rather 
than damages the shore beyond the immediate problem 
area. Also it is the one system that maintain the 
balance of nature ana is relatively free of the un- 
desirable features of ofcher systems. An obvious 
and important consideration is the availability of 
suitable sand for the purpose. The basic methods of 
nourishment are (i) stock pilemethod which is plac- 
ing the fill at one point and allowing it to func- 
tion as a feeder beach (ii) direct placement method 
which involves placing the material along the beach 
and creating an adequate beach width for immediate 
protection (ill) continuous supply method-where a 
fixed or semifixed plant intercepts and by passes 
the littoral drift to the down drift side and (iv) 
*ffshore dumping method* 

Coastal protection by artificial nourishment 
was conducted at Purakkad (near Alleppey) during 
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Inclined groins, twenty in number were constructed 
in the Chellanam Coast, Coohin in 1959-1960. Ihey 
were found to be not as effective as the groins 
normal to the shore. 

Experimental Seawall with Bituminous GroutingJ(1959) 

As an experimental measure, a seawall with 
bitumastie grouting was constructed for 215 m at 
Soudhi, Cochin. A sand oore, formed with a slope 
of 3»1 was covered with stones and the crevices fil- 
led with bitumaetie grout. This seawall oould not 
withstand the wave attack and failed within an year 
after construction. 

Seawall and Groin System(1959-1963). 

Dumped granite seawall and groins system as 
per design given Fig.8 was tried from 1959 at the 
critically eroding region at Ohellanam. Between 
1959 and 1963 nearly 40 kma of the worst affeeted 
reaches were protected by this method* 

The seawall and groin system, helped te protect 
the coastal area behind it. However the groins 
trapped part of the littoral ft transport and there- 
fore the downdrift region was depleted of its natu- 
ral supply which caused severe erosion in the lee 
regions. Also, since there is time reversal of lit- 
toral drift all over the Coast, both the northern 
and southern extremities of the Bewail and groin 
systems were affected and they posed new problems* 
As a consequence, continuous extension of seawall 
and groin system was found necessary in several re- 
gions (Thottappalli, Purakkad, Chellanam, Typsen ete.) 

Evolution of Seawall Design (1963)* 

s, 
In 1963 a design of seawall of a stabler 

eotion was evolved from the available data (Pig.9) 
early forty kms of the eoast was protected by the 

seawall (between 1963 and 1969). the speoial good 
features of this design are the flatter slopes and 
heavier armour stones. Prototype observations and 
studies conducted between 1964 and 1969 indicated 
the following: (i) A good filter at the bottom and 
on the land side is necessary (ii) Proper protection 
at toe with heavier stones and filter is necessary 
(iii) low erest elevation cause overtopping by the 
waves, exposing the rivetment and the land behind 
to scour and consequent settlement *iv) lack 
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during April - 1964. The reaoh selected was 1.6 km 
(1 mile) in length (north of the seawall and groyne 
system) which was severely eroding at the time of 
experiment. The direct placement method was adopted. 
The sand available at the outer channel of Thotta- 
ppalli spillway was oonveyed to the teat by 5 tons 
trucks and placed in the reaoh directly* A total 
quantity of 47500 cum* of sand was dumped during the 
two months. 

Even though the experiment was inconclusive, 
accretion was noted in this area in November-December 
1964, subsequent to beach fill operations* Hence 
it can be inferred that if sufficient sand is avai- 
lable and if it can be placed at a rate fast enough 
to replenish the lost material, the shore line can 
be preserved in a satisfactory manner by this method* 
But a study of the collected boring charts nf indi- 
cate that the availability of suitable sand that can 
be economically utilised is limited. 

DUKE OONiEOLJ 

Sand dunes act as barriers against action of 
the normal and storm tides and also reduce the action 
of onshore winds. Suitable stabilisation measures 
snould be done by the use of fences, coats of crude 
oil or by dune vegetation to hold the sand that 
might otherwise migrate. The sand dunes not only 
act as protective barriers but also as stockpiles to 
feed littoral streams* The problems of dune control 
resolves itself to stabilisation and maintenance 
of dunes where they exist and inducement and stabi- 
lisation of protective dune where they do not exist 
naturally. 

Wind Fencingi 

The purpose of wind fencing is to arrest wind 
blown materials on the beaches and cause their accu- 
mulation at the fence, in locations where a sandy 
beach exist. Sand dunes will thus be created, which 
will isise the beach level and offer greater pro- 
tection to the coast. Wind fences had been ereoted 
at two locations for trial length of 100m each at 
M^nambam and West Hill as an experimental measure 
during the end of 1968. Two types of wind fencing 
are constructed. The one at West Hill is constructed 
using split bamboo where as the other at Munambam 
consists of prefabricated units using G.I.sheet strips. 
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Dime Vegetations 

A method of stabilisation of the dune is by- 
vegetation. An experiment for a trial length of 
100 m has been initiated in January 1969 at West 
Hill (Kozhikede) to study the use of beach grass 
(which is locally available) in stabilising the dune* 

GABIONS: 

In certain coasts,the placing of an impermeable 
object may eause boundary conditions of scour, and 
also cause uneven settlement due to poor subsoil 
condition. These difficulties can be mitigated by 
the use of a permeable and flexible structure* 
Gabions can be successfully used in such oases. 
They are metal cases (covered with protective plastic) 
or of high tensile steel mesh filled by natural 
stones of small size which are readily available. 
Orates of nylon are also used. Sand filled plastic 
or jute bags also used. Orates of 0*25 cum made of 
nylon nets and filled with small sized stones were 
tried with limited success at one groin location 
near Cochin. 

USE OF PRECAST UNITS, AS ABMOUH LAYER OF SEAWALL, 
GROINS ETC. 

Precast armour units have been d eveloped in an 
effort to provide adequate armour units for seawalls. 
groins , jetties and breakwaters where stones of requi- 
red size and durability could not be economically 
obtained. The first of these is the now famous tetra- 
pod. Those which are subsequently developed and 
being used include tribars, hollow Tetrahedron, 
hollow square block, Tribars. Stabit, Quadripod. Akmon, 
Svee, Boles, Staged, Pentaeon, Bexalegblock, Cross- 
block, Trilegs, Dugon, Hexapod etc. In the Southwest 
coast of India, the use of precast armour units is 
now confined to the armour units of breakwaters. The 
use of Precast interlocking concrete block rivetment 
is now suggested. Rectangular concrete blocks had 
been used with success in groin. 

EVALUATION 

The protection of the existing coast line of 
Southwest coast of India and their improvement is of 
importance. Through a great number of years, beaches 
have been lost and an all out effort is being made 
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to stabilise the coast line. It is too early to 
evaluate completely the ooaatal processes and the 
overall behaviour of the treatment effeced. *t is 
hoped that the remedial measures evolved from the 
systematic study will help to stabilise the shores 
of SouthWest coast of India in the near future. 
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CHAPTER 80 

ARTIFICIAL NOURISHMENT OF COPACABANA BEACH 

By Daniel Vera-Cruz 
Civil Engineer, Research Officer, Laboratorio 
Nacional de Engenharia Civil, Lisboa, Portugal 

ABSTRACT 

Results concerning the artificial nourishment of Copacabana Beach 
(Brazil) with sand are described. The beach, 4.2 km long, was formerly 
about 55 m wide. After an artificial nourishment with 3-5 million cm. 
of sand, a mean width of about l^t-0 m was reached. From that total of 
sand, 2.0 million cm. were dumped offshore and the remaining amount 
stockpiled on the foreshore. Prototype and model results agree quite 
well. Comments are made on the efficacy of the offshore dumping method 
and recommendations concerning its use in future cases are presented. 

INTRODUCTION 

Different methods have been used in artificial nourishment of bea 
ches, namely stockpiling, continuous supply and direct placement. Ano 
ther method was tried in the past, the offshore dumping, which in many 
cases makes a large supply of beach material available at low cost, when 
hopper dredges are used. This is particularly true when feeding mate - 
rial comes from maintenance operations of harbors. Results of past ex 
perience of this method, however, were not encouraging. One can say, 
with J.V.HALL Jr. and George WATTS [l], that those results were nega- 
tive. 

The purpose of this paper is to present a practical case where the 
offshore dumping method was used with full success in the widening of 
Copacabana Beach (Brazil). 

BRIEF HISTORY 

Copacabana Beach is a sandy beach located in the west coast of 
Brazil, very near Rio de Janeiro, Fig. 1. 

Its shape in plan is like a crescent, its length is around h.2 km 
and its mean normal width formerly was about 55 m, Fig. 2. 

For various reasons, SURSAN - Superintend§ncia de Urbanizagao eSa 
neamento do Estado de Guanabara, Brazil, decided to widen the beach 
from the original mean width of 55 m to about 14-0 m. 

The necessary studies to prove the feasibility of the project were 
ascribed to LNEC - Laboratorio Nacional de Engenharia Civil, in Lisbon, 
Portugal. A field observation program was prepared and data collected 
along two years. The analysis of those data allowed to characterize the 
behavior of the beach and to explain its shape fluctuations. Based on 
the conclusions of that analysis, a small-scale model was designed, ca 
librated and run. 

1451 
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BEACH DATA 

The field observation program included \_2~\: 

a) Waves 

Heights, periods and directions were observed twice a day. The 
observed values during two years allowed the definition of the local 
gravity wave regime as follows, summarily: 

Heights: 90 %  of the significant waves fall, below 1.8 m and 50 %  below 
0.7 m; the highest significant observed height  did not  reach 
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Station! For W»vt Obs»rv»tion 

COPACABANA BEACH 
PLAN 

W»v»m»t«r Buoy 

FIG. 2 Location of Surveyed Profiles 

4.0 m: 
3-0 m: 

Periods: 70 % 
50 %  b 

Directions: Wave directions before breaking were concentrated around 
S-SE. In 70 % of the observations, wave directions were between 
S-20°-E and S~25°-E. 

in 12 observations the  significant  height  was  above 
the heights were measured at a depth around 20 m contour; 

of the mean  wave  periods were between 9 s and 15 s and 
etween 10 s and 14 s. 

b) Surveys 
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e were plo 
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c) Tides 

hydrographic survey in scale 1/2000 was done down to 
20 m. During two years 14 cross profiles (Fig. 2) of the 
tted every 15 days. When important changes occurred, the 
were extended down to depths of about 10 m. 

The tides are of the semi-diurnal type. The tidal  ranges  are of 
small amplitude: maximum of about 1.4 m and minimum of about 0-3 m. 

d) Sand characteristics 

Samples were- collected once a month at the mean sea level at sites 
corresponding to the cross profiles alignments. A first general collecting 
was done at different levels from shore to offshore. Mineral analysis 
did not show significant variations. The sand, of which the unit weight 
was 2.6 gr/c.c, was fine to medium: median diameter from l80_/A to 420/*. 
The prevailing median diameter at mean sea level was 300 M  to 400 M 
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FIG. Effects of Storm Waves 

e) Wind 

High velocity winds are not usual. Winds blowing at as much as ko 
knots are very infrequent and of very short duration. Usually the maxi 
mum speed with significant frequency falls between 20 and 30 knots. 
Winds blow more frequently from WSW, W, WNW and ESE. This last direc 
tion is able to generate some local sea in Copacabana. 
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borders an avenue running along the beach. Fig 3 shows the beach du- 
ring a storm, and one can see the waves arriving at the bordering wall 
along a certain stretch. 

Storm waves originate sand movements at levels lower than (-10 m). 
At this level, depth fluctuations- before and after storm sometimes reach 
2 m. 

THE CALIBRATION OF THE MODEL 

The model was built with horizontal scale 1/300 and vertical scale 
1/75- The sand was represented by crushed bakelite. 

The model project was based on VALEMBOIS criterion [3] . The first 
stage of the calibration of the model consisted in reproducing an equi 
librium shape of the beach similar to the prototype, for normal wave 
condition. During this stage, a few alterations were introduced in the 
model limits, to correct wave reflection and diffraction patterns. Such 
corrections derived mainly from the fact that, in order to respect wave 
refraction, the wave lengths were reproduced according to the vertical 
scale. The second stage consisted in trying to reproduce erosion in the 
model by storm waves. The model behavior at this stage was most satis 
factory, the beach being more eroded in the model at points correspon- 
ding to the more vulnerable areas in the prototype. 

The third stage consisted in, after a storm, reproducing again the 
normal conditions, which were expected to rebuild the beach. Again the 
model behavior was very satisfactory. 

At this point the model was considered as calibrated and the next 
phase, artificial nourishment, started. 

ASSUMPTIONS ON THE BEHAVIOR OF THE BEACH 

WHEN NOURISHED 

As no predominant littoral drift existed, the cross movements of 
the beach being important and the general shape in plan being a ores 
cent in any stage, this shape was considered as being the equilibrium 
shape for the natural agents prevailing on the beach. 

According to such an assumption, if stockpiles of sand were distri 
buted along the beach or, on the extreme case, if sand were stockpiled 
in a restricted area on the foreshore, the stockpiles should be acted 
on by the waves and the sand carried in such a way as to preserve the 
crescent shape of the beach. Moreover, while sand losses around the 
rocky arms delimiting the beach do not occur, a certain widening,depen 
ding on the sand volume stockpiled, must result. 

The first runs of the model were based on such assumptions. 

ARTIFICIAL NOURISHMENT IN THE MODEL 

General description 

Two main nourishment methods were tested: stockpiling on the fores 
hore, and offshore dumping. Both methods were tested either separately 
or jointly. When jointly applied, a mixed method results. Two different 
mixed methods were tested: the non-programmed method and the programmed 
one . 

Stockpiling method 

This method was used in two ways. First, in the distributed way, 
bakelite was stockpiled at regular time intervals at four different 
points more or less equidistant (3 m in the model). Simultaneously, 1 li 
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ter of bakelite was unloaded each 20 min in points P-3, P-6, P-9 and 
P-12 (Fig. 2). Second, in the concentrated way, 10 litres of bakelite 
were stockpiled each 20 min over the foreshore stretch between P-ll and 
P-12. 

Offshore dumping 

In this method 4 litres of bakelite were unloaded every20 minutes 
along the model contour corresponding to -5 m in the prototype, taking 
into account that the loaded draught of the hopper to be used was ~ 6 
metres. 

Mixed methods 

Non-programmed 

In the non-programmed method both previous basic methods -stockpi 
ling and offshore dumping - were used simultaneously, in a random way. 
In this way, the same beach stretch could be nourished at the same time 
by both methods. 

Programmed 

The programmed method avoided to nourish simulteaneously the same 
area of the beach by both methods. Stockpiles took place in points P-3, 
P-6, P-9 and P-12; however, those points were not fed at the same time. 
In fact, stockpiling took place only at two of those points each time, 
while offshore dumping occurred on areas far away from the areas recei 
ving stockpiles. From time to time the method being used in a certain 
stretch was changed in such a way that the interference of the other 
method could be considered negligible. 

Model study results 

The model behavior confirmed the assumptions made. In fact, using 
the stockpiling method, either in k points or on a limited stretch of 
the foreshore, the material was carried by the waves in such a way that 
the final plan shape of the beach was similar to the original shape. It 
must be said also that the model beach cross sections agreed well with 
the natural beach cross sections. 

The concentrated stockpiling [2] was tested with the main aim of 
confirming the general assumption on the beach material distribution by 
waves and it could be proved that, although slowly, the bakelite was 
carried all along the beach until final equilibrium shape was reached. 

The model tests showed that the offshore dumping, although  dis- 
playing more material losses and taking more time than the stockpiling, 
was efficient. In fact, referring to the mean widening of the beach at 
+1.1 m level (HWL), the necessary volume of sand to get an enlargement 
of 85 m would be, according to the model, as follows: 

Stockpiles in four points: 2.3 x 10^ cm. 
Offshore dumping        : k.O  x 10° cm. 
To reach that enlargement, it was enough to run the model for 30 

hours, with the stockpiling method, and for 60 hours with offshore dum 
ping. Later on, based on further model results and on practical consul 
rations, a new approach was made concerning the total stockpiled volu 
me, which was estimated at 3 x 10° cm. With the mixed method it was 
expected that a volume between 3 x 10° cm. and k x 10° cm. would be 
enough. However, with the non-programmed mixed method a total volume of 
sand of k.h x 10° cm. was necessary, with a model running time of 53 
hours LHJ. In that total volume, Z.h x 10° c.m. were stockpiled and 
2.0 x 10° c.m. were dumped. This fact was explained as resulting from 
an inconvenient interference of the two methods, the falling of the 
stockpiled sand to deep levels counteracting the climbing of the dumped 
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sand to high levels. 
In trying to prove this explanation, the programmed mixed method 

was tested. The 85 m mean widening was reached stockpiling 1.5 x 10° 
cm. and dumping 2.0 x 10" c.m., total of 3-5 x 10" cm. of sand. This 
result is considered as a proof of the inconvenient interference of the 
two methods when used simultaneously in a non-programed way [5J> 

RECOMMENDATIONS BASED ON MODEL TESTS 

Although, according to model tests results, offshore dumping prov 
ed to be efficient, those results should be accepted with caution, con 
sidering past experience. On the other hand, the fact that dumping sand 
was much cheaper than stockpiling was a temptation. 

Weighing these and other aspects of the problem, a compromise so_ 
lution was proposed by the Laboratorio Nacional de Engenharia Civil: 
the beach nourishment should start with offshore dumping, not more than 
half the anticipated total volume of sand should be dumped and stock- 
piling should start after the dumping operation was over and maintain- 
ed until the desired final width was reached. 

The sand to be used should fulfill specifications particularly as 
regards mean diameter and percentage of very fine grains. The mean dia 
meter should be not less than that on the natural beach sand and the 
maximum percentage of fine grains was established according to the size 
distribution of the natural beach sand. 

On this basis, a total volume of sand was estimated around 3-5 x 
x 10  cm. to reach the final width. 

FIELD OPERATIONS PROGRAM 

General 

The Laboratory recommendations could not be entirely accomplished 
in the field program, first of all owing to the short time in which the 
work had to be done and also because the hopper dredge started dumping 
a couple of months out of schedule. 

The final program had to fit the new circumstances and, according 
to them, the field nourishment started with the stockpiling method at 
the end of Oct. 1969 and was completed at the beginning of May 70. Dur 
ing this time 1.5 x 10° c.m. of sand was stockpiled in  6  different 
points of the beach. 

The hopper started dumping at the end of Dec. 69 and stopped by 
the middle of Apr. 70, delivering 2 x 10° c.m. It is to be noticed 
that stockpiled and dumped sand volumes are the same which were used in 
the programmed mixed method in the model. In the field works an effort 
was made to program the sand nourishment as much as possible according 
to the model program. This was not entirely possible, because the hopper 
operation started too late. On account of that and because the hopper 
output was greater than that of the stockpiling method, some areas of 
the beach were sometimes nourished by both methods simultaneously. 

Some details on dredging operations 

The stockpiled sand came from a protected bay, Fig. 1, pumped by 
two cutter suction dredges with 2V' delivery pipes. The total length of 
pipes was around 5 km. The estimated monthly production of sand was 
315000 c.m. and the average solid-liquid mixture was supposed to con- 
tain about 15'% of sand with mean diameter equal to 300 mic. . The water 
depth on the dredging area was around 13 m. The power calculation to 
attend those requirements recommended the installation of two floating 
booster stations of 24" and one 20" booster on shore L6J . To obtain 
greater flexibility in the dredging operations, the two parallel lines 
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FIG. k   -  The Dredge dumping Sand 
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Beam 
Loaded draught 
Hopper capacity 
Suction tubes 
Dredging pumps 

16 m 
6 m 
3,000 cm. 

32" 
2 number-driven ' r2x8 h.p engines 

The hopper peculiarity consisted of gates sliding on the flat 
bottom of the hopper. This allowed opening of the gates even when the 
stem touched the sea bottom. In fact, the hopper approached the beach 
until touching the bottom. At this moment the foregates were opened, 
the fore draught decreased and the ship could go a little more ahead. 
This operation continued until the stern gate was opened and the dis_ 
charge finished. Fig. ^f shows the hopper in operation. 

The normal output for the hopper varied between 15.000 and 23.000 
c.m. a day. The rate of discharge was about one discharge each two and 
a half hours. 

Sand samples taken during the works showed that the mean diameter 
of the stockpiled sand was around 300^4 . The hopper sand  had  a mean 
diameter greater than 'tOO yU  and frequently greater than 500^U . Only 
in a few samples was the percentage of fine sediment more  than  that 
allowed. On the whole, the new sand is coarser than the previous one. 

BEACH BEHAVIOR DURING AND AFTER NOURISHMENT 

The Ik profiles located as shown in Fig. 2 were surveyed to obser 
ve the beach behavior before, during and after the artificial nourish 
ment. 

The beach width referred to the +1.1 m level (HWL). 
The initial mean width in each profile was computed as the average 

of 20 surveys made during the last 10 months which preceded the sand 
nourishment. The net widening in each profile, during and after the 
nourishment referred to the former mean width. 

The mean widening of the beach is defined as the average of the 
measured widenings in the Ik profiles. The mean widening in a stretch 
of the beach is defined as the average of the measured wideningsin the 
profiles included in that stretch. As a similar criterion was adopted 
during the model tests, the comparison between model and field behavior 
was very easy. During the works, a few surveys were run along each pro 
file down to depths around the -10 m contour. 

Sand samples were taken, either from the hopper dredge, or from 
pumping pipes, or from points at MWL along the beach, and size distri- 
bution plotted. 

All the field control program was performed by the Technical 
Department of SURSAN. 

Unfortunately, wave heigth measurement could not be done during 
the beach nourishment. 

In Fig. 5, mean beach widenings according to model study and to 
field surveys are plotted. Graphs M-l, M-2 and M-3 refer to the model 
and graph P to the prototype. To plot graphs M-l and M-2, the sand volu 
nu?s discharged along the time by the dredge or stockpiled on the 
foreshore, respectively, were considered; graph M-3 results from add 
ing M-l and M-2. In plotting M-3, two weeks were assigned to the off 
shore dumping, concerning its contribution to the foreshore widening. 
This time lag cannot be proved, since it results from scare indications 
of field observations of very difficult interpretation. 

One can see that the mean beach widening in the prototype exceeds, 
in the first months, what was expected from the model. This may be a 
consequence of the exceptionally low waves prevailing during the first 
3 months following the beginning of stockpiling. In fact, during  that 



1460 COASTAL ENGINEERING 

time, only from 10 to 12 Jan are high waves reported, buy it was  esti 
mated that they did not reach 2 m. 

A decreasing of beach width starts at the middle of March, when 
the theoretical graph M-3 was very close to the actual one, P. Such d_e 
creasing of the beach width is closely associated with wave heights. 
In fact, after a long period of very low waves, high waves appeared in 
the first days of Mar., rough sea persisted practically throughout that 
month, with very high waves being reported from the 25th to the 28th, 
when the maximum wave height was estimated around 3*5 m» Although sand 
nourishment was maintained - except the hopper operation which underwent 
interruptions of a few days in the whole - the mean width of the beach 
decreased by 15 m during that month. Once the rough sea was over, beach 
re-formation started and at the end of April, when sand nourishment 
finished, the beach width had surpassed its previous maximum. By the 
end of May and, later on, during the last days of Jun and the first 
days of Jul., new recessions were caused by heavy sea, with subsequent 
re-formation in both cases. It is to be noticed that beach width at the 
end of each re-formation phase is always larger than it was at the end 
of similar phases that had occurred before. This is also true throughout 
the months following the end of offshore dumping (middle of Apr.) and 
the end of foreshore stockpiling (beginning of May.). In fact, in spite 
of alternating recession and re-formation, the evolution of the beach 
shows a clear trend for increasing widths from May to Oct. The mean 
net widening in that period was about 15 m. During Oct. and Nov. 1971 
the beach seems to have reached its final stage of evolution, with mean 
widening varying between 85 m and 90 m* The trend showed by the beach 
for increasing width after the last nourishment operation is considered 
as a strong confirmation of the contribution of dumped sand for the fore 
shore widening. Two other factors reinforce this opinion. First, the 
practically exact prediction by the model concerning the total amount 
of sand to be used in order to reach the desired width; second, the fact 
that sand size distributions tend to show an increase of the median 
diameter compared with the sand existing before nourishment. This is 
only possible by an important contribution of the material dumped of fs 
hore, coarser than the original sand, since the sand stockpiled on the 
foreshore was slightly finer or at least not coarser than the sand for 
merly existing. 

Fig. 5 still shows mean widening variations of different stretches 
of the beach. Except as regards the stretch between profiles P-l and 
P-3, the fluctuations observed in the other ones closely agree with the 
fluctuations of the whole beach, which is considered as supporting the 
criterion adopted for observing the beach evolution. 

The singular behavior of the stretch from P-l to P-3> characterized 
by a much slower evolution, is firstly explained by the exceptional lo 
cation of that stretch, where the wave pattern is influenced by diffra 
ction around the rocky spit. This limitation was pointed out in the rno 
del study report, which says that, wave diffraction similitude not being 
reproduced in the model, the results of the tests concerning that corner 
should be considered with reserve. Besides, no important nourishment 
was made directly in that stretch, either in the offshore, or on the 
foreshore. The dredge could not aproach close enough, because the 
bottom is too flat there; the pipes could not be extended so far, for 
physical reasons. And, as that stretch of the beach is the one where 
wave action is the slightest, the sand artificially placed on other 
areas of the beach takes much longer to come into that corner, by a na 
tural process. 

The comparison of Fig. 6 which shows the original beach and Fig.7 
which shows the new beach one year after starting artificial nourish- 
ment, gives an idea of the work done during that period of time. 
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FIG. 5 Bea oh Evolution during and after Nourishment 

CONCLUSION 

The good results obtained in the widening of CopacaDana Beach 
(Brazil) by artificial nourishment of sand, stockpiled on the foreshore 
and dumped offshore, confirmed the predictions based on the results of 
a hydraulic model study, specifically run for that purpose. Such a prac 
tical success of the offshore dumping method will open new possibilxties 
for its use in similar works in the future. 

The use of offshore dumping, however, should result from the ana 
lysis of the specific conditions in each case. Knowledge of the coas 
tal history and its correlation with natural agents is of prime impor 
tance. 
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FIG. View of the Beach before Nourishment 

While more experience is not achieved on the offshore dumping me 
thod, it is advisable to use it in combination with other methods whose 
efficacy is already well controlled. 
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EIG. 7 - View of the beach one year after 
beginning  of nourishment 
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CHAPTER 81 

ARTIFICIAL  BEACH   NOURISHMENT   ON THE   GERMAN NORTH  SEA  COAST 

By  Johann KRAMER* 

Abstract 

Several artificial beach nourishments were completed 
during the last twenty years on the German North Sea 
coast. Investigations made it possible to settle dif- 
ferent problems connected with artificial beach nou- 
rishment and to gain additional information and ex- 
perience. At present beach nourishments at Langeoog 
and Sylt will be realized in a way which is expected 
to bring the highest effectiveness. The hydrodynamic 
processes in connection with these beach nourishments 
and their change in shape will be subject to the paper. 

Introduction 

The East Friesian and North Friesian islands are spread along 
the German North Sea coast (Fig. l). To the open sea, the islands 
have expansive sandy beaches, which are exposed to tidal currents 
and wave action. In order to maintain the beaches for the pro- 
tection of the islands with their bathing resorts, people started 
to construct embankments and groynes more than 100 years ago. 
The coastal protection works, however, did not achieve the ex- 
pected success on these stretches of sand, where more sand was 
eroded than supplied. 

Thorough investigations in the years 19^9/50 showed that the most 
economical way of carrying on the necessary island protection 
could be achieved by artificial beach nourishment (l). This was 
also a satisfactory solution for the bathing resorts in that they 
were provided with a beach. In this way, the "classical con- 
struction form" of island protection by means of embankments and 
groynes on the German North Sea coast was passed over for the 
first time in 1951/52 with the beach fill on Norderney. 

A second beach fill followed in 1967- Beaches were also filled 
artificially with sand in various other islands, such as Fbhr 1963, 
Baltrum i960, Borkum 1969/70 and Langeoog in 1971. A further beach 
fill will take place on Sylt at Westerland in 1972. 

Leitender Baudirektor Diplomingenieur at the 
Wasserwirtschaftsamt, 296 Aurich, W. Germany 
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Fig. 1:  The German North Sea coast 
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The technical development of artificial beach nourishment 
should be shown through the examples of Norderney 1951/52 
and 1967, as well as Langeoog 1971 und Sylt 1972. The other 
mentioned examples of beach nourishment can go without comment 
as they do not differ basically from the artificial beach 
nourishment in Norderney. The experience gained in Norderney 
was taken into account when planning the beach nourishment 
programmes for Langeoog and Sylt. 

The first Beach Nourishment in Norderney 1951/52 

I have already described the planning, technical performance as 
well as the results of the beach fill in 1951/52 at the Vllth 
Conference on Coastal Engineering in Scheveningen in 1961 (2), so 
that it is possible to limit myself here to the basic problems. 

The sand for the beach fill 1951/52 (Fig. 2) was dredged from 
the tidal flats south of the island and was transported by means 
of barges to the boster pump. From there, the sand-water mix was 
sucked from the barges and distributed over the beach areas through 
pipelines 60 - 70 cm in diameter. 

Contrary to the original intention, the beach was filled with a 
continuous slope, as the originally planned fill dykes were 
destroyed very quickly by wave action. In this manner, at the end 
of the fill process, a high-water safe beach was created with a 
width of approx. 100 ra, which, however, was lost in the following 
winter. The development of the beach fill was controlled by 
repeated beach surveys. In all, a total amount of l,8l6,500 cubic 
meters (m3) of sand was transferred in the years 1951/52. At the 
conclusion of the fill process, 1,2%5,500 m3 of sand of the total 
amount still remained on the beach, giving a total fill loss of 
31 %  of the transferred amount of sand (2). Concerning the sand 
loss during and after the beach fill, it is important to note that 
the sand material used in the fill was finer than the sand 
originally present on the beach. 

Behaviour of the first Beach Nourishment in Norderney after 1951/52 

In the years following, a varying behaviour pattern set in in the 
beach areas. In the beach fill area of 1951, there was only 
approx. 3^ i"   of the amount still left above the mean low water 
line by Spring 1959. In the beach fill area of 1952, a more 
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SAND DREDGING 

Fig. 2: Artificial beach nourishment on Norderney 
1951/52 and 1967 

favourable behaviour set in, which was not only attributable 
to the fill because further sand was added to the beach through 
the supply of sand deriving from sandbanks in front of the island. 

It could be observed that in places where due to erosion the 
earlier beach height had been reached again, that the same in- 
clination of the beach had been formed. It is therefore obvious 
that the beach height, incline, size of grain material, is depen- 
dent upon wave action conditions. No results were achieved in the 
efforts to correlate the erosion of sand to the natural parameters 
such as tide water levels, tidal currents and wave action. It is 
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merely the level of the established quantities of sand in the 
individual groyne fields that contribute to the judgement and 
assessment of the beach fills. 

Second Beach Fill Norderney 1967 

In 1967 a new beach fill was carried out in the immediate area 
of the West Beach (3). Here in parts, the beach had receded 
so far that the tops of the sheet pilings at the foot of the 
embankment and the groynes had been laid free to a very great 
extent and also the existence of the protection works endangered. 

One of the experiences gained at the beach fill in 1951/52 was 
not to make a fill on a beach which was too high or had too 
strong an incline, as such a beach was particularly exposed to 
wave action, and consequently, the loss of sand particularly 
great. Therefore, in the fill area, the beach was only filled up 
to NN + 0,50 m up to the height of the sheet pilings, where a 
uniform beach incline of 1:50 could be expected, which corres- 
ponded to the natural incline of the beach. The amount of sand 
necessary for this was estimated to be approx. 200,000 m-*. 
Reference is made to the fact that in 1951/52  356.000 m3 of sand 
was filled into the same area. 

At the end of the beach fill in 1967, it was established that 
240,500 m3 of sand had been filled in. The storms of October 1967 
brought forth a loss of 22 %  of the total reserves above the mean 
low water line. Favourable weather conditions in the Spring of 
1968 until April 1969 and wind transport from the East of the 
island brought a small increase, so that after three years, in 
the spring of 1970, the total loss amounted to merely 16 %. 

The total quantities of sand on the beach above the mean low 
water line as a result of the beach fills 1951/52 and 1967 were: 

100 % 
52 % 
43 % 
45 % 
44 % 
46 % 
ko % 
42 % 
4l % 
45 % 

1951/52 854 500 m^ 
1961 444 900 ml 
1962 365 800 m-* 
1963 386 600 m\ 
1964 377 900 m{ 
1965 389 600 m-i 
1966 344 300 m\ 

355 900 m{ 1967 
1968 346 600 m^ 
1969 381 300 mJ 
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The total balance of the beach fills at Nordemey can be 
estimated as good. However, the experiences already gained 
in 1951/52 repeated themselves in that a connection between 
loss of sand and wind/hydrological fringe conditions could not 
be deduced. 

Experiences and Conclusions from the Beach Fills in Norderney 

The experiences made with the beach fills 1951/52 and 1967 en- 
courage the continuation of the described form of beach preser- 
vation in the western part of the Norderney island. However, 
further considerations over the optimal sand supply of future 
artificial beach nourishments will be necessary. 

The amount of sand used in the beach fill of 1951/52 was too 
large. The amount of sand filled in above the mean high tide 
water line was already lost again in the following winter. On 
the other hand, the amount of sand added in 1967 was *°° small. 
Even though the sand balance developed positively on a whole and 
the loss ration of 16 %  up to 1970 for the total amount above 
the mean low water line is relatively low, the aims were attained 
short-term only. 

From the experiences gained in the beach fills in Norderney, it 
was realized that the fills should be done in a different manner. 
The regional distribution of the sand proved to be of different 
value to the whole reach of beach protection. As a result of the 
effect and direction of the current, the sand in the outer fields 
on the edges of the areas where sand is lacking, is lost more 
quickly than that which is transported with the current from the 
middle of the area lacking sand out to the edges. Preference 
should therefore be given to a punctated fill rather than a regional 
fill. The punctated supply of sand would slowly be carried by the 
currents to the neighbouring fields and finally to the edges of the 
deficient beach, so that on the whole, it would remain effective 
on the beach for a longer period of time. In that way, every 
cubic meter of the applied sand material would be used to the 
utmost. Therefore, the greatest efficiency in beach fill is achieved 
where every cubic meter of sand stays hydraulically effective over 
a longer period of time, although in a different place, which is 
not the case with regional sand supply. 
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Beach Nourishment Langeoog 1971/72 

Until a few years ago, enough sand was transported to the beach 
on the island of Langeoog through arriving sandbanks so that a 
sufficient beach was present from which also the dunes could 
replenish themselves. However, in recent years, fairly large 
sand losses occurred on the northern side of the island, because 
the sand supply stopped when the sandbanks failed to appear. The 
result was that the dunes too were seriously affected. 

A hydromechanical investigation (4) of the sand losses showed 
that the dune foot lay too low and that the beach was too steep. 
The result is that normal beach surf changes into a cliff surf 
with its disadvantageous effects, even at slightly raised water 
levels. On a beach of normal height and shallow incline, with 
uninterrupted beach surf, there is a greater area at the disposal 
of the transformation of wave energy. When the waves break, they 
end in a raised swell. On the contrary, with cliff surf, the cliff 
suddenly brakes the raised swell, causing a reflection where high 
pressures are set against the cliff wall and the cliff is exposed 
to considerably more wave energy than with beach surf. Higher 
turbulence and in addition a higher transport capacity of the 
cliff surf are the results. At raised water levels it can happen 
that the waves break directly at the foot of the cliff and transfer 
their whole energy directly on to the cliff with impact and foam. 
In this case, erosion and the longitudinal transport of the sand 
reaches a maximum. On the other hand, with even higher water levels, 
it can happen that the waves do not break at the cliff, but form 
a stationary wave. Then the wave energy is not transposed into 
another form of energy, but is reflected. Although serious damage 
occurs to the cliff as before, the damage is not as high as when 
the waves break on the cliff foot. That explains the fact that an 
extremely high tidal wave, with full reflection on the cliff wall, 
is not so damaging as a series of mediumly high waves, where the 
waves break directly on the cliff foot. 

In order to preserve the dunes, the effect of the surf action 
had to be withheld from their base. Therefore, beginning in 1971, 
the beach in front of the dune foot is being raised and widened 
to such an extent (Fig. 3) that even with a storm surge, a natural 
surf takes place on the beach in front of the dune foot. In order 
to estimate the necessary amount of sand, a yearly erosion rate 
of 77 m3/m of the beach in the erosion area had to be taken into 
consideration. With an increase, this requires an amount of 
100 m3/m and per year for the erosion area of approx. 2,000 meters 
in length on the northern side of Langeoog. This means that the 
beach can be raised by one meter for every 100 meters in width. 
However, as long as the present sand loss continues, one must 
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reckon with a further yearly fill requirement of 200,000 
cubic meters of sand. At a rough estimate, the costs for 
a continuous 5-yearly sand fill would be in the region of 
2 Mio. DM. This is no comparison to the costs for groynes 
and embankments, which would be at least 50 Mio. DM, without 
the guarantee that they would eliminate the sand erosion. 

The special purpose of this fill is to raise the dune foot and 
not a beach fill (4). In order to keep the filled-in sand material 
directly at the foot of the dunes, a longitudinal construction 
of sand-filled synthetik hoses has been set up (Fig. 3). This 
construction has been laid 50 m in front of the cliff base 
so that the filled area in front of it can develop into a 
natural beach even in raised tidal water levels. The top of the 
hose construction with a diameter of 1 m lies approx. NN + 2,0 m, 
i.e. the height of the previous cliff foot. The grain used for 
the fill was similar to that already on the beach (fine sand), 
so that by uninterrupted nourishment, the beach fill can also 
adjust itself to approximately 1:50. 

The waves can break freely on this newly-made beach. The cliff 
foot, with its new high position, is only reached by incoming 
waves during very high storm surges, and this is only breaking 
surf. 

As the berms are only reached by water during storm surges and 
for the rest of the time are in the dry, aolian sand transport 
can be expected with certain winds. Preliminary dunes can be won 
from the sand with the help of fence traps. Although these dunes 
are destroyed again by storm surges, they have a positive effect 
on sand economy. 

With a difference in levels of 1,0 m in front of the longitudinal 
construction (Fig. 3), there is the possibility through reflection, 
that the beach in front of the hoses will be excavated and the 
construction itself in danger of being washed away. For this 
reason, the beach is built up so that it reaches the upper edge 
of the construction. This beach has to be maintained with a 
steady yearly refill, estimated at up to 200,000 m3. The con- 
struction should only come into effect to protect the berms in 
storm surges when the beach in front of the construction is 
eroded. 

The construction (Fig. 3) consists of two hoses laid down side 
-by-side and at intervals a further pipe laid on top. Washing 
away should be prevented by a woven mat which is 5 m long on the 
landward and seaward side and is buried to a depth of one meter 
on the seaward side. 
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Because longitudinal currents develop, due to the exposed 
construction and inclining wave action, causing erosion grooves 
in front of the construction as well as on the berms behind the 
construction, short rejectors - groynes made out of sand-filled 
hoses - have been installed (Fig. 3)- These constructions are 
10 m in length and are placed about 20 m apart and extend into 
the berm area. The whole berm area is intersected by sand-filled 
hoses with spacing of 60 m. 

The work of building the hose construction and carrying out the 
beach fill was completed a month ago. The success of these 
measures will be seen in the coming years. This beach fill will 
still be economical in comparision to the construction of heavy 
embankments and groynes, even if 200,000 m3 of sand have to be 
nourished yearly. 

Experiences gained from the up to now Beach Nourishment Programmes 

Experiences gained are as follows: 

1. A minimum fill amount is necessary, otherwise no success can 
be expected. 

2. Nourishment with sand of a coarser grain than that present on 
the original beach should be aimed at. Coarser grain has a 
higher layer stability and makes it possible to install a 
steeper beach where the base of the fill remains within the 
groyne fields. 

3. The nourishment programme has to be adapted to the local 
currents, where the fill should take place either at lowtide 
or hightide, thus preventing any serious fill losses. 

4. It is sufficient for a fill to be concentrated on a limited 
area of the beach (feeder beach) if the currents and wave action 
re-direct the sand material into the neighbouring areas, thus 
also achieving a sufficient rise in the beach level there. 

5. Clay particles found in the fill material, which have to be 
endured in the first instance for reasons of reclamation, will 
soon be washed out, so that pollution of the sand beach does 
not occur. 

6. There is no damage whatsoever to the flora and fauna in the 
vicinity of the beach fill. 

7. Due to wave action, much higher sand losses occur on a beach 
built up high over the mean high water line than on a lower 
lying beach with a flatter profile. 

8. A continual beach fill is appropriate, if it is necessary to 
replace the same amount of sand yearly. 
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Fundamentals of the artificial Beach Nourishment in 
Westerland/Sylt 1972 

The island of Sylt, the most northerly of the North Friesian 
islands, extends for about ko  km north to south (Fig. l). The 
island is strongly exposed to wave attack in westerly winds, which 
has caused, since time immemorial, erosion of the coastal area. 
As a result of this, the west coast of the island recedes, on an 
average, one meter per year. It has therefore been attempted for the 
past century to protect the island of Sylt from further damage by 
constructing groynes and embankments. It is particularly important 
to guard against damage to the town of Westerland, a significant 
bathing resort situated in the centre of the island, and to main- 
tain a bathing beach there. 

Since the 1950's, numerous hydrometrical, morphological, geological 
and sedimentological tests have been carried out to find the reason 
for this continuous recession (5). The cause lies in the negative 
balance of sand. A steady sand erosion is present in the middle of 
the island, but there is no sand supply to compensate for the loss. 

The most varied methods were tried out in the construction of 
groynes and embankments, but although they delayed sand erosion, 
could not prevent it. On the basis of this knowledge and experience 
gained elsewhere in the meantime, the most economical solution for 
beach preservation at Westerland would seem to be artificial beach 
nourishment. The rudiments for this nourishment programme (5) were 
worked on by a group of experts of which the writer is a member. 

The task of nourishing the beach at Westerland by the raising and 
widening of the beach, in order to safeguard the endangered coast 
protection works, will be even better accomplished, the more 
effectively the fill is combined in a positive sense with the 
natural processes. These can be characterised as follows: 

On average, the beach and inshore zone extend to a width of 600 m 
to the seaward bar in front of the island (Fig. i). Exposed to the 
power play of the currents and wave action, this stretch of the 
area shows the quickest changes. Re-direction of sand, diagonally 
and longitudinally, usually increases with the height of the waves. 
In this way, the sand transport on the beach is dependent upon the 
direction of the waves. Waves coming from the West bring little 
longitudinal transport. The waves, with their prevailing sloping 
attack, cause mass re-direction with a displacement parallel to the 
coast. The transport parallel to the beach is southerly with waves 
coming from the north-west and northerly with waves coming from 
the south-west. The longitudinal transport proceeds mainly in two 
sand flows, one in the surf region on the beach and the other in 
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Fig. 1i:   The beach in front of Westerland/Sylt with the sand groyne 
(schematic) and investigation points 
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the surf region on the bar. According to the respective positions 
of the surf regions and their type of breakers, the sand transport 
also shifts its position and force. If no bar surf occurs, i. e., 
during high tides or with only moderately high waves, then, in the 
main, a sand transport only occurs on the beach, whose width 
extends approximately from the breaking point of the waves to their 
limit of uprush. On the other hand, in the case of bar surf, two 
sand flows are running in the same direction, one on the beach and 
one on the bar and the transport on the bar is the more powerful, 
the more wave energy is transformed into surf. 

Large deviations in the height of the beach are possible, indepen- 
dent of weather conditions. These changes in a beach profile 
amounted to almost 5 m during a period of 10 months in 195^; the 
greatest change registered in the average beach height was 1.60 m 
from one day to the next. Data on the average yearly amount of 
sand loss on the beach of Sylt are uncertain. Specifications should 
be based on the many years of observation which showed a yearly 
average of 525,000 m^ of sand. 

Conclusions for a Beach Nourishment on Sylt with a Sand Groyne 

There was a choice between four different methods of beach nourish- 
ment (5): 

a) Indirect beach restoration through the build-up in layers of 
dredging on the offshore. 

b) raising of the beach with a direct fill, 

c) nourishment of locally restricted sand areas, and 

d) continual fills. 

Regional nourishment proves to be most suitable for the conditions 
on the coast of Sylt. In this way, direct protection is achieved 
for the beach protection works. The groyne system will probably 
offer no significant advantage in the nourishment programme. When 
the groynes are covered with sand they are ineffectual and un- 
covered, they give, as before, only little protection and merely 
lessen the effect of the surf currents. 

In future planning, it should be borne in mind that there are still 
reliable methods for a quantatlve evaluation of wandering sands at 
present, but that qualitative theoretical models are available 
which can support such reflections. The fill in the form of beach 
widening and raising is possible. However, it is more advantageous 
to construct a type of sand groyne (Pig. 4). Changes and develop- 
ments to this sand groyne are determined by natural occurrences, 
especially surf and sand transport. The aim is, therefore, to in- 
fluence the present and unchangeable surf process in such a way 
that as little as possible of the newly added sand is lost after 
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the fill has taken place. 

Additionally, contrary to the previous regional nourishment 
programmes on Norderney and Langeoog, an attempt is being made on 
Sylt to catch additional sand from the natural longitudinal 
transport by means of the sand groyne (Fig. 4). The basic idea is 
to fill in a sand structure vertical across the channel to the bar, 
which, in its initial form, would have the appearance and effect of 
•a very flat groyne. 

During construction, waves affect the sand structure. Contrary to 
groynes of normal shape, with such flat sand constructions, not only 
does wave diffraction occur, but also considerable wave refraction, 
because the dimensions of the sand groynes and their gradients 
amount to a multiplication of the lengths of the arriving waves. 
In this manner, the appearance of the surf is completely different 
from that at beach groynes of traditional construction. Figure 5 A 
shows a sketch of wave and surf conditions on the sand structure 
while under construction. The sand structure is indicated by two 
vertical contour lines. Wave attack on the beach is perpendicular; 
i.e. there is no longitudinal transport in the beach surf, which 
runs up both sides of the sand groyne unhindered. At the sand groyne 
itself, one must differentiate between the head and flank surf. 
Greater wave heights occur in the head surf than in the simultaneous 
beach surf, because on the cone of the groyne head, refraction 
causes concentration of wave energy. On the other hand, flank surf 
shows lesser wave heights. By normal wave attack on the beach, only 
refraction is present and no diffraction. 

In any case, damage occurs on the top of the groyne through the 
head surf, which becomes greater as wave height increases. Surf 
currents directed landwards develop from the flank surf, which 
transport the material eroded from the head of the groyne landwards. 
As the waves do not decrease in height on the flanks, in the course 
of events, this material is accumulated on the flanks (Fig. 5 A). 
Due to the vertical wave attack, no material is extracted from the 
sand construction, but merely a shifting of the sand landwards 
occurs. No additional sand, however, is retained from the natural 
sand transport under this type of wave attack. 

It is known that additional sand, that does not originate from the 
construction, can be expected on the luff-side of the sand groyne 
by diagonal wave attack (Fig. 5 B), if the groyne projects far 
enough out of the beach surf. Apart from that, especially on the 
luff-side, sand from the top of the groyne is carried landwards by 
the flank surf, where two surf currents meet on the luff-side of 
the groyne root. The point of the heaviest wave attack is moved 
from the top to the flank on the luff-side;  on the other hand the 
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lee-side flank is exposed to much smaller wave force because 
diffraction is added to refraction so that here too a landwards 
transport dominates. On the lee-side of the beach a lee erosion is 
possible, but is not to be expected in the same intensity as with 
a solid groyne construction, because sand is supplied from the lee 
flank. Even diagonal wave attack on the sand construction leads 
only to a landwards sand transport, although, by cutting off the 
surf current on the beach, additional sand can also be retained 
from the natural sand transport. 

During the nourishment programme, the sand groyne will be subject 
to the constant changing effects of the waves' forces. Waves from 
all directions have the uniform tendency of eroding the top of the 
sand groyne and shifting it landwards. At the same time, accumulation 
occurs at its root and the neighbouring flank sections, which are 
partly supplied from the sand construction and partly come from 
additionally retained sand volume. 

Transformation of the Sand Groyne into a Sand Hoft 

If the sand groyne is left to its own resources without further 
sand nourishment at its head, then a gradual transformation into 
a less projecting, flat sand construction, a "sand hoft", through 
the already described effect of the waves, takes place (Fig. 6 A) 
Later on, this sand hoft will extend even further along the beach 
while its projection and height decrease. The speed of this trans- 
formation depends upon the grain of the sand, but mainly on the 
wave climate. In any case, the larger the sand mass at the begin- 
ning, the longer this process takes. Simularly, the transformation 
will take place more quickly at the beginning than later on, when 
the sand hoft has already adapted its shape to the effect of the 
waves, and also when the waves have adapted themselves to the shape 
of the sand hoft. 

During vertical wave attack, the transportation of sand landwards 
on the flanks of the sand hoft is light, for then the waves, due to 
refraction, meet the vertical contour lines practically vertically 
in comparison to the sand groyne (Fig. 5 C). In a sloping wave 
attack, the sand can be transported around the sand hoft, as all 
surf currents, contrary to the sand groyne, run in the same 
direction (Fig. 5 D). The surf area on the beach extends round the 
whole sand hoft, during vertical as well as by sloping wave attack, 
and with its sand transport, provides for an equable sand balance. 

Continuous swell from only one direction over a longer period of 
time deforms the sand hoft assymetrically, whereby the luff-side 
flank becomes longer than that on the lee-side. A change in wave 
direction then conveys a part of the sand transported around the 
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Fig. 6:   A: Transformation of the sand groyne into a 
sand hoft (phase a-b-c) 

B: Shuttled sand mass (phase a-b) 
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Execution and Expectations of the artificial Beach Nourishment 
at Westerland 

The construction of the sand groyne is undertaken with a daily 
amount of about 10,000 cubic meters of sand in order to advance the 
sand groyne in relation to the daily damage rate. In the favourable 
season, during summertime, it is possible to fill 900,000 m3 within 
three months. On subtracting 1/3 of the sand volume as fill loss, 
600,000 m-' of sand remain for the sand groyne. Its length will 
amount to approx. 400 meters and its average width at the base 
approx. 300 meters with an average height of 7 meters from the 
bottom (Fig. 4). 

The sand for the nourishment of the sand groyne is obtained from 
the eastern side of the island, where there is a range of Kaolin 
sand to a depth of 40 meters. The grain size practically corresponds 
with the existing sand material on the beach. The sand is conveyed 
from the withdrawal to the nourishment area by means of a pipeline 
approx. 8 km in length. Besides the suction dredge which obtains 
the sand, three intermediate pumping stations have been connected 
up in order to overcome the great distance involved in this transfer 
fill. The costs for the artificial beach nourishment are approx. 
6,000,000- DM. 

In addition, a sum of approx. DM 1,5 Mio. will be spent on 
investigations in order for a statement to be made under natural 
conditions on the success of this large effort. Numerous current 
and wave surveys will also be carried out in the area surrounding 
the sand groyne, which will be complemented by sedimentological 
tests (6). For that reason it is expected, that the execution of the 
present nourishment attempt at Sylt will lead to new and valuable 
knowledge of the suitability of artificial beach nourishment for 
island protection. 
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CHAPTER 82 

LA PROTECTION DES PLAGES 
DU LITTORAL DU LAC SAINT-JEAN 

par 

Richard Bolvln M 
Yvon Couslneau *•  ' 

PREAMBULE 

Avant I' apparition des premiers am6nagements hydro-6lectriques 
de I'ALCAN,  le nlveau du lac Salnt-Jean accusait des variations salsonnleres 
considerables.    Aux peVIodes de grandes crues et d1 Inondatlons du prlntemps 
succSdalent les perlodes de basses eaux de la m!-4t6 qul donnalent lieu a de 
fr£quentes tempetes de sable et a la formation de dunes sur les berges.     L'Implan- 
tation du barrage d'Isle-Maligne et I'eMargissernent des gorges des Grande et Petite 
Dgcharges,  en 1924,  permlrent de mtnimlser les dangers d'Inondation au  prlntemps 
et de matntenlr en StS un plan d1 eau regularise1 dont devalent tlrer profit a la 
fols les exploltants des sites hydro-6lectrIques et de nos jours les estlvants et adeptes 
des sports aquatiques et nautiques.     En contrepartle,  le relevement du niveau 
moyen du lac eut pour effet d1 amorcer une eVoston des berges en prevision de 
laquelle I'ALCAN avait d'allleurs acquts les terrains en bordure du lac. 

Le littoral ayant attelnt, avec les ann4es,  un nouvel  Stat 
d'gquillbre,  I'ALCAN a  consent! a lalsser s'Stabllr,  par vole locative, 
des chalets de plus en plus nombreux sur les terrains memes qu'elle avait 
acquis avant I' exhaussement du lac. 

Vers 1960,  a la suite de la mlse en service de nouveaux 
am^nagements hydrauliques,   les conslgnes'd'exploitation ont 6t6 modifies 
(le nlveau du lac Stant garde au volslnage de la cote maximale autor!s6e 
beaucoup plus tard en 6\6 et en automne) et les phSnomenes d'Erosion 

(1) lngSnteur principal,   Laboratolre d'HydraulIque  LaSalle,  Montreal 
(2) IngSnleur-conseil,   Division de la production electrique du  Quebec,  ALCAN 
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qui s1 etaienf graduellement arfenues apres quelque quarante ans d1 exploitation 
dans les conditions anterieures ont reapparu; I' ALCAN a alors confix au Labora- 
toire d' Hydraulique LaSalle I1 etude des conditions hydrographiques (niveaux, 
vagues, vents, granuiometrie des materiaux et profils-en-travers des plages) 
necessaires d I' intelligence du regime du littoral et d la definition de mesures de 
protection appropriees. 

La vocation touristique du rivage et le cout peu elevede ce genre 
de solution ont incite a preferer, partout oO cela semblait possible, le remblay- 
age artificiel des plages (a I1 aide d' apports preleves au large) d une protection 
longitudinale du rivage. 

La realisation de ce vaste programme de re.nblayage, entreprise en 
1966, a permis de proteger a ce jour une longueur de 95,000 pieds de plage, le 
volume total des apports necessaires atteignant 1,500,000 verges cubes. 

La note qui suit represente une tentative d' evaluation des resultats 
du programme, a I' aide des donnees disponibles (analyses granulometriques, 
leves bathymetriques, conditions d'attaque houle et niveaux). 

IDENTIFICATION DU PROBLEME 

Au cours des annees 1962, 1963 et 1964, il est apparu necessaire de 
combattre I' erosion des principales plages du lac, qui offraient depuis plusieurs 
annees un equilibre satisfaisant.   Ces plages, disseminees entre des zones de 
cote rocheuse et argileuse, ont une longueur totale d' une vingtaine de milles. 
Elles sont constitutes de sables fins et moyens dont les pentes d1 equilibre sont 
tres douces et se prSfent bien d la baignade. 

L1 etude des conditions hydrographiques effectuee en 1965 a permis 
de conclure que I' erosion des plages s1 operait principalement par transport des 
materiaux vers le large   »'   ,   sous  I'action  conjugee    des   vagues    (dont 

(3) L' etude permit aussi de deceler quelques echanges longitudinaux, 
paralleles au rivage, resultant d' une attaque oblique des vagues, et des echan- 
ges fluvio-maritimes assez complexes, au debouche des rivieYes, mais ces phe- 
nomenes restaient secondaires dans la mesure oCl meme les zones d' accumulation 
creees d la faveur des echanges restaient soumises au processus general d' erosion 
frontale. 
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I'attaque est gSneYalement perpend!culalre au rivage dans la zone de mtse 
en mouvement des matSriaux),  des courants de masse associSs aux vagues 
(les "mers de vent"  6tant caractSrlsees par un courant de fond vers le large) 
et des nlveaux (dont le regime a e>S modlfIS a partlr de 1962,   le nlveau 
£tant malntenu plus pres de la core maximale permise durant tout l'e>6 et 
I" automne). 

Les niveaux,  en vertu des plans de rSgularisatlon en vlgueur 
avant 1962 (volr figure  1),   n1 atteignaient la cote maximale +17.5'   \*> 
qu'au cours des 5 5 7 semalnes qul sulvent la crue du prlntemps.    A compter 
de 1962,  le nlveau fut malntenu plus pres de la cote maximale durant tout 
I" el£ et I'automne.     Les tempetes se produlsant avec un nlveau aussl  Sieve' 
ne tarderent pas a endommager les berges.     Les "mers de vent" auxquelles elles 
^talent soumlses sont en effet tres eYoslves,  proportlonnellement plus que 
ne I'est la houle oceanlque,   car le vent qul souffle de  I'eau vers la terre, 
au volslnage de la plage,  acc^lere le mouvement des particules d'eau en 
surface vers la  cote,  tout en errant,  en  compensation,  un courant de 
fond vers le large,  opposS au courant de masse et pouvant provoquer le 
depart du mateVIau meme s'll  n1 est pas mis en suspension (volr figure 2). 
Les plages soumlses a ces  conditions prSsentent des pentes tres plates,  ains! 
qu'en temolgnatent les proftls-en-travers Stablls en 1965 (volr figure 3). 

PRINCIPE DE LA METHODE DE PROTECTION ADOPTEE 

Le prlncIpe de la m^thode de protection adoptee dScouIe di- 
rectement du processus d' eVoston lui-meme;  les plages sont reconstitutes au 
moyen d'apports provenant de bancs au large (probablement les anclennes 
berges du lac,  sltuees au-dela des remaniements rScents contenus a  I'lnteYIeur 
des limites des profils-en-travers releves en 1965).     Ces apports sont mis en 
place au moyen d'une drague suceuse-refouleuse, 

Dans la mesure ou la granuIomStrle des apports reste compara- 
ble a celle des plages avant remblayage,  il  n'y a pas lieu de craindre une 
trop grande dispersion des elements mis en place et I'on peut escomp- 
ter que des profils d'6qu!libre comparables a  ceux des plages d1 orlgine 
pourront etre realises avec des volumes d'apport assez limited. 

(4)      Ces niveaux sont lus a I'^chelle de Roberval,  dont le ze>o est 316' 
au-dessus du nlveau moyen de la mer. 
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REALISATION EFFECTIVE DU PROGRAMME 

Des 1966, I'ALCAN passait a la realisation effective du programme. 
Elle entreprit, d titre experimental, le remblayage d' un troncon de plage de 
3,460 pieds, situg d Saint-Henri de Taillon, au nord-est du lac (voir figure 4). 
Comme 1' on n' avait pas encore fait I' acquisition d' une drague, les travaux 
durent etre effectues avec des moyens terrestres (bulldozers, scrapers) concen- 
tres sur la plage durant la courte periode (environ une semaine) qui s' ecoule 
entre la fonte des glaces sur les berges et la remontee du niveau consecutive a 
la crue du printemps (voir planches photographiques, vue "a").   Ces travaux 
permirent de deplacer un peu plus de 26,000 verges cubes de sable depuis une 
distance de 400 ou 500 pieds, au large, jusque sur les berges, pour constituer 
un remblai d' environ 7.5 verges cubes/pi. de plage. 

En 1967, I1 on faisait I* acquisition d" une drague suceuse-refouleuse 
(tuyau d' aspiration: I2"<I>, de refoulement: 10"$), d* une capacite de 250 
verges cubes a I' heure, ayant un deplacement de 61 tonnes et un tirant d1 eau 
de 26", ainsi qu1 un remorqueur de 10 tonnes(tirant d1 eau: 39") et 2,000'  de 
conduite de refoulement en acier de I0"<I)), en longueurs de 40" , montee sur 
flotteurs de 8'  x 3'  et pouvant e"tre deplacee en marche d I' aide d1 une  d6bus- 
queuse (tracteur utilise en foret pour le transport des arbres); (voir planches 
photographiques, vues "b","c", et "d"). 

L' acquisition de cet equipement a permis de lancer les operations 
de remblayage hydraulique qui se sont poursuivies chaque e>e depuis et sont 
devenues familieres aux riverains du lac.   Les operations durent 5 mois I1 an, 
24 heures/jour, avec relache le dimanche, et necessitent I maftre-dragueur, 
3 chefs d' equipe (operateurs de la drague), 3 operateurs du remorqueur et six 
manoeuvres. 

La figure 4, sur laquelle on a port£ le bilan annuel des operations 
(volume d' apport, longueur protegee, localisation) permet d' apprecier I1 impor- 
tance du programme mis en oeuvre.   A la fin de 1971, le volume total des apports 
atteignait 1,500,000 verges cubes, la longueur de plage protegee 95,000 pieds, 
le tout reprfisentant un volume moyen d' apport de 15.8 verges cubes/pi. de plage. 
Le prix de revient des apports est evalue a $ 0.55/vge cube. 
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EVALUATION DES RESULTATS ACE JOUR 

Comment aborder le probleme?   II convient d' abord de rappeler qu' il 
n' entrait pas dans la philosophic de la solution que le sable deverse sur les plages put 
etre stable a u sens ou on I' entendralt pour une carapace de gros blocs.   Le materiau 
d1 apport doit forcement etre disperse afin de trouver sa pente d' equilibre.   S' il s" agit 
d' un sable fin, la pente d1 equilibre est assez douce, ce qui conduit d employer une 
grande quantite de materiau;    au contraire, un gros sable, en raidissant la pente, permet 
d' eviter une trop grande dispersion. 

L1 analyse granulometrique du sable d1 apport apparait done comme I1 

des elements les plus importants du diagnostic que nous allons tenter. 
un 

Les leves bathymetriques disponibles (limites aux plages de Saint-Henri 
de Tail Ion et de Desbiens) fournissent un moyen de controle direct des resultats, mais 
couvrent des periodes assez courtes (3 et 2 ans, selon le cas) . 

II est egalement interessant de considerer les conditions d' attaque 
(vagues) auxquelles ont pu &tre exposes les apports et les variations de niveaux qui ont 
ete enregistrees au cours de la meme periode. 

A) Granulometrie des apports 

Des echantillons du sable d' apport ont ete preleves a St-JerSme (section 
1), Desbiens (section 4), Pointe Bleue (section II), St-Methode (section 5), Vauvert 
(section 7) et St-Henri de Taillon (section 9). 

Nous avons etabli les courbes granulometriques de ces echantillons 
afin de les comparer a celles du sable qui se trouvait dejd dans la partie haute des plages 
d' origine.   Cette comparaison, dont les elements essentiels sont regroupes dans le 
tableau 1, revele que le materiau d1 apport avait une granulometrie plus forte que celle 
du materiau d1 origine d St-Jerome, Desbiens, Pointe Bleue et Vauvert, et 6tait plus fin 
que le materiau d' origine a St-Methode et St-Henri de Taillon. 

Or, le sable de la partie haute des plages primitives, auquel nous nous 
referons, gtait peu susceptible d'etre disperse, s1 <§tant dgjd appauvri des elements fins 
qui avaient ete rejetes au bas des plages sous 1' effet de triage des vagues.   Un sable plus 
gros devrait "d fortiori" etre tres peu disperse et permettre une reduction interessante des 
volumes d'apport, tout au moins Id ou le classement des materiaux reflate une action 
purement maritime (par opposition aux influences fiuvio-maritimes).   Par contre, il y a 
lieu de prevoir,  Id ou le materiau d' apport etait plus fin, qu' une plus grande dispersion 
des elements interviendra, necessitant des apports plus considerables. 

B) Profils-en-travers de St-Henri de Taillon et Desbiens 

Des Iev6s de controle des fonds ont ete executes annuellement par les 
services topographiques de I' ALCAN: 
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d Saint-Henri de Taillon d1 abord, des 1966 (annee ou I' on a effectu<§ 
la premiere operation de remblayage) jusqu' en 1970, alors que I' on a 
proceed au rechargement de la plage.   Les profiIs-en-trovers ont une 
longueur approximative de 250 pieds, sont equi-distants de 100 pieds 
et couvrent une longueur de plage de 3,700 pieds; 
d Desbiens, de 1969 (annee du remblayage a cet endroit) jusqu' en 1971, 
compris.   Ces profiIs-en-travers mesurent environ 250 pieds de longueur, 
sont equi-distants de 100 pieds et couvrent une longusur de plage de 
3,000 pieds. 

Ces leves bathym^triques demontrent que les materiaux deverses sur la 
plage de St-Henri de Taillon ont e>e davantage disperses qu1 d Desbiens. En effet, un 
calcul des quantites (voir tableau 2) indique que 95% des apports eiaient restes en deed 
des limites du leve bathymelrique apres 2 ansr d Desbiens, contre 67% a St-Henri de 
Taillon. Ce pourcentage est du reste tombe d 42% d St-Henri de Tail ion I' annee sui- 
vante. 

Ces chiffres semblent confirmer le rfile determinant que tient la granulo- 
metrie dans le processus de dispersion des apports, sous reserve que d'autres facteurs ne 
soient intervenus tels la frequence et la seve>it£ des tempetes, au sujet desquelles nous 
n' avons que des indications geneVales (anteVIeures d la pe>iode 1965 - 1970), et les niveaux 
dont nous connaissons les variations de 1965 d 1970. 

Rappelons d cet egard que les plages de St-Henri de Taillon et de Desbiens 
(ainsi, d' ailleurs, que celles de St-Jer6me et de St-Gedeon) sont trds exposees, d la fois 
en ce qui a trait d I' amplitude et a la frequence des tempetes, les vents du sud-ouest, 
d' ouest et du nord-ouest soufflant avec force et representant d eux seuls: 

(a) 58% des vents de mai 
(b) 61% des vents de [uin 
(c) 66% des vents de juillet 
(d) 68% des vents d' aout 
(e) 67% des vents de septembre 
(f) 66% des vents d1 octobre, et 
(g) 60% des vents de novembre 

L' examen des enregistrements de niveaux de 1965 - 1970 reVSle par ailleurs 
que des variations de cote assez marquees ont e>6 observees, les niveaux en peYiode d1 eau 
libre ayant vari£ entre +12.5'  et +17.5'   .   Des variations encore plus marquees auraient 6t§ 
enregistrees en 1971. 

(5)    La plage de Vauvert peut aussi etre soumise d des conditions d' attaque assez dures 
(en raison de la longueur du "fetch" sud-est), mais ia frequence d' apparition de ces 
conditions est moins grande.   Les plages de Pointe-Bleue et de St-Methode sont les 
moins exposees du groupe. 
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Ces variations du niveau favorisent la dispersion des apports.   En effet, le 
classement des materiaux dans une plage se fait suivant le niveau d' attaque.   Pour chacun 
des niveaux, un tri des materiaux s1 opere a la faveur duquel les elements les plus gros 
sont abandonnes sur place, ou repousses plus haut, tandis que les elements plus fins sont 
rejetes plus au large; des variations de niveau marquees favorisent done I1 etalement des 
materiaux. 

Considerons, par exemple, la plage de St-Henri de Taillon.   Les apports 
mis en place au printemps 1966 ont ete attaques sous des niveaux variant entre +16'  et 
+17.5'  durant le mois de juin, les 3 dernleres semaines d' aoOt, et les mois de septembre, 
octobre, novembre et decembre 1966 (le niveau variant entre +15'  et +16'  en juillet et 
durant la premiere semaine d' aout).   Ces conditions ont commence 6 adoucir la pente 
du remblai, qui s' est etale sur une centaine de pieds de largeur (voir figure 5-a). 

En 1967, le niveau s' est maintenu au voisinage de +14'  de la mi-juin au 
debut d' octobre, deplacant le point d1 attaque au-dessus des materiaux remanies I' annee 
precedente, pour les repousser plus au large (voir encore la figure 5-a).   Cette periode 
de bas niveau fut suivie, de la mi-octobre a la seconde semaine de decembre, de niveaux 
compris entre +16'  et +17.5' , qui ont reporte 1' attaque vers le haut de la plage. 

L' annee i968 a donne lieu fi des niveaux encore plus bas (la cote +12.5' 
ayant ete atteinte a la mi-juillet), qui ont du contribuer 3 repousser encore un peu plus 
loin les materiaux deja deplaces sous la cote +14'   I' annee precedente. 

Compte tenu de cette dispersion (dont les variations de niveau et la 
granulometrie ont ete les agents principaux), le volume d1 apport initial de 7.5 v.c./pi. 
constituait un stock insuffisant pour permettre I' amorce veritable de nouveaux profils 
d' equilibre et il valait mieux entreprendre sans plus attendre le rechargement des profils 
comme on I' a fait en 1970. 

II est probable que la granulometrie des apports frais ressernble d celle des 
apports de 1966 et que les variations du niveau contribueront encore d disperser les mate- 
riaux plus qu1 on ne le voudrait, mais le volume d' apport superieur que I' on a utilise cette 
fois-ci (12.8 v.c./pi.), combine au volume de 1966, devrait donner des resultats plus 
satisfaisants, qu1 il faudrait continuer de controler chaque annee. 

II est interessant de souligner que bien,qye la plage de Desbiens ait ete 
elle aussi soumise d des variations notables de niveau       , I' on n' y a pas observe de 
dispersion notable (voir la figure 5-b), cette superiority relative paraissant liee a la 
granulometrie des apports.   La plage evolue tout de mdme lentement, comme en temoigne 
la figure 5-b, la partie haute du profil s' appauvrissant graduellement au profit de la 

(6)    Le niveau est descendu 6 +15"  en 1969, +14.5'  en 1970 et plus bas encore en 1971 
(valeurs non confirmees a cette date...). 
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partie basse. Un rechargement pourrait done Id aussi devenir necessaire,   mais les 
resultats dejfi acquis sont trSs encourageants. 

C)    Autres plages 

II est difficile de predire le comportement des autres plages d partir des 
seuls renseignements actuellement disponibles, sauf pour St-jerome, oi) I' on est en 
droit de dire que les conditions (granulometrie des apports, quantites mises en place, 
mode d' attaque) ne sont pas moins favorables qu1 a Desbiens, et St-Gedeon (plage 
comprise entre La Belle rividre et le ruisseau Grand Mont), oO I" on peut aussi anti- 
ciperdes resultats trds satisfaisants, pour autant que la granulomStrle des apports y 
soit aussi favorable qu' a St-Jerome. 

La solution est plus incertalne d Vauvert, Saint-Methode et Pointe Bleue, 
oi) le regime des berges est marque par des influences fluvio-maritimes qui viennent 
perturber le mecanisme d' Erosion frontale due aux vagues en fonction duquel la 
methode de protection a ete concue. 

CONCLUSIONS 

La methode de protection a £te concue en fonction d' un processus 
d' erosion frontale due aux vagues.   Ce processus caracterise le regime de I' ensemble 
des plages, mais il est brouille par des influences fluvio-maritimes, au debouche des 
rivieres, et par des echanges longitudinaux, en certaines portions du littoral (geneVale- 
ment des segments assez courts, que I1 on identifiera "in situ") oO I'attaque est 
nettement oblique. 

La methode a done de meilleures chances de reussite la ou le rnecanisme 
d1 erosion frontale peut etre consider^ comme preponderant par rapport aux autres 
facteurs d' equilibre.   Les plages de St-Henri de Taillon, St-Gedeon, St-Je>6me et 
Desbiens appartiennent en gros a cette categorie.   Elles sont maiheureusement, par 
ailleurs, les plus exposees. 

Le volume d' apport necessaire pour y constituer de nouveaux profils 
d' equilibre parait forfement lie a la granulometrie des apports.   II est egaiement influ- 
ence par les variations de niveau assez marquees qui caracterisent le regime du lae. 

Les analyses granulometriques permettent d1 anticiper que des volumes 
d'apports assez limitfe seront suffisants ft Desbiens et St-Jerome, mais qu' une dispersion 
plus considerable est d craindre a St-Henri de Taillon.   Les lev£s bathymetriques execu- 
tes d Desbiens et St-Henri de Taillon viennent d' ailleurs confirmer ces tendances.   Les 
resultats de Desbiens et St-jerome seraient extrapoldbles d St-Gedeon   (plage  comprise 
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entre La Belle riviere et le ruisseau Grand mont) pour autant que la granulometrie des 
apports y dolt aussi favorable, ce qul n' a pas et6 verifie. 

Les autres plages (Vauvert, St-Methode, Pointe-Bleue...) ont un 
regime d' equllibre plus complexe et la solution y est plus incertaine, encore qu' elle 
puisse reussir en certains cas. 
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TABLEAU 2 8 CALCUL DU VOLUME DAPPORT DEMEURE EN DECA 

DES LIMITES DU LEVE BATHYMETRIQUE EN FONCTION DU TEMPS 

PLAGE 0E ST. HENRI DE TAILLON PLAGE DE  DESBIENS 

SECTION 1966 1967 1968 1969 SECTION 1969 1970 1971 

0 + 00 100% 100% 222% 170% 25      +     00 100% 132% 106% 

i + 00 100% 100% 169% 203% 26+00 100% 115% 82% 

4 + 00 100% 34% 51% 24% 27+00 100% 84% 108% 

5 + 00 100% 60% 36% 66% 28      +      00 100% 80% 67% 

6 + 00 100% 87% 75% 26% 29+00 100% 90% 103% 

7 + 00 100% 55% 59% 50% 30      +      00 100% 103% 76% 

8 + 00 100% 45% 58% 63% 31+00 100% 111% 99% 

9 + 00 100% 44% 55% 39% 32      +      00 100% 97% 96% 

10 + 00 100% 26% 64% 45% 33+00 100% 87% 112% 

11 + 00 100% 39% 20% 10% 34      +      00 100% 100% 111% 

12 + 00 100% 66% 54% 40% 35      +      00 100% 112% 116% 

13 + 00 100% 8?% 77% 63% 36      +      00 100% 110% 102% 

14 + 00 100% 62% 67% 64% 37      +      00 100% 112% 94% 

15 + 00 100% 97% 103% 66% 38      +      00 100% 113% 86% 

16 + 00 100% 65% 79% 26% 39+00 100% 100% 107% 

17 + 00 100% 72% 73% 17% 40      +     .00 100% 112% 152% 

18 + 00 100% 51% 70% 56% 41+00 100% 82% 161% 

19 + 00 100% 65% 26% 4% 42+00 100% 77% 134% 

20 + 00 100% 92% 73% 36% 43      +      00 100% 84% 108% 

21 + 00 100% 79% 36% 16% 44      +      00 100% 111% 105% 

22 + 00 100% 100% 52% 27% 45       +      00 100% 130% 97% 

23 + 00 100% 65% 38% 9% 46+00 100% 168% 98% 

24 + 00 100% 55% 46% 30% 47      +      00 100% 73% 96% 

25 + 00 100% 82% 65% 34% 48+00 100% 84% 80% 

26 + 00 100% 128% 101% 50% 49      +      00 100% 119% 78% 

27 + 00 100% 111% 112% 19% 50      +      00 100% 69% 104% 

28 + 00 100% 32% 31% 9% 51+00 100% 82% 139% 

29 + 00 100% 124% 75% 39% 52      +      00 100% 107% 93% 

30 + 00 100% 73% 33% 29% 53+00 100% 90% 111% 

31 * 00 100% 119% 46% 6 54+00 100% 89% 102% 

32 + 00 100% 69% 94% 49% 

33 + 00 100% 78% 65% 21% 

34 + 00 100% 57% 70% 34% 

35 + 00 100% 66% 55% 27% 

36 + 00 100% 117% 22% 12% 

37 * 00 100% 42% 69% 57% 

MOYENNE 100% 73% 67% 42% MOYENNE 100% 92% 95% 
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CHAPTER 83 

COASTAL SAND MANAGEMENT SYSTEM 

by 

Birchard M. Brush 

Scripps Institution of Oceanography, University of California 

La Oolla, California 92037 

ABSTRACT 

Interruption of sand transport is the most persistent worldwide 
coastal problem. Wave action produces sand transport which is not a problem 
in some areas but in others results in coastal erosion, obstruction of harbor 
entrances, and permanent loss of sand. Conflict between saving sand and 
bypassing it is caused by a lack of methods to manage this valuable resource. 
Separate elements of control have been used with varying degrees of success; 
now it is proposed to incorporate subsystems into an integrated system for 
management of the littoral transport. A coastal sand management system is to 
be evaluated using three principal subsystems: (1) a mobile jet pump for use 
with a crater sink and fluidization accessories; (2) interlocking inertial 
modules which simulate structural materials because of high intergrain 
stresses; and, (3) the tactical deployment of phase dependent roughness 
elements to direct (or reverse) the net transport of sand. 

A coherent sand management system promises to make a start toward 
true control of littoral sand transport. In addition, there is the prospect 
of eventually establishing the first self maintaining harbors. 

It is attractive to consider systems which would be operative within 
reasonable cost, which may be entirely submerged, and which are capable of 
operating without regard to surface seakeeping problems. 

Some aspects of the system indicate possible use of the mobile jet 
pump as a means for estimating longshore transport in the field, use in 
archaeology, and as a dredging and maintenance tool for small nations whose 
investment capital could not support massive dredging operations. 

INTRODUCTION 

Everything in the coastal zone, as with life in general, turns into a 
system. It can be a system at the outset, or through insufficient planning, 
become one at a less convenient time. An example is the construction of a 
coastal feature which may have been erected without regard to all of the 
factors bearing upon the problem, and which then possibly caused new problems 
by its presence. 

Historically, there did exist unique and systematic means of coping 
with littoral drift around 1500 B. C. Two types of harbors are known to 
have existed during those times; continuous self-flushing harbors, which 
accomodated large numbers of ships even by today's standards, and; flushable 
harbors, which were periodically flushed in the manner of a modern tank toilet, 
for the removal of sand and silt. Exemplary were the harbors of Tyre (rhymes 

1503 
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with fire) and Sidon (rhymes with widen) on the coast of Phoenicia, locations 
that on modern maps are on the southern coast of Lebanon. 

In 332 B. C, a year before his death, Alexander The Great laid seige 
to Tyre. To gain access to the walled city which was on a small offshore 
island, he built a causeway which interrupted the current flow through the 
harbor, and the divided portions of the harbor began to accrete; the causeway 
became a tombolo through continued accretion of sand. The method of cleaning 
the harbor was lost at the time of the Romans and the harbor remains sand 
covered today. 

The harbor at Sidon was flushed by a system of two large sea water 
storage tanks filled by wind driven swell in the absence of large tidal range 
which when discharged into the harbor could cause enough current to entrain 
sediment and thus make it available to bypass along the coast. While wise 
enough not to resist Alexander, this knowledge of the harbor's manner of 
operation was lost in about the second century A. D. 

In spite of the fact that the resourceful methods of maintaining these 
harbors were rediscovered in the 1930's by a remarkably astute French priest- 
archeologist, Pere A. Poidebard, a harbor built by modern engineers in T958 
at Tyre, to provide a Mediterranean terminus for the Saudi-Arabian petroleum 
pipeline during the Suez crisis, silted up in four months (McKee, 1969). 

Modern techniques were not available to the ancients, and because of 
that fact, they were quite resourceful and innovative. It would appear that 
today we are 'hoist by our own technological petard' in that sand handling 
and dredging skills are available only in single expensive remedies, if at all. 

At the Scripps Institution of Oceanography, a coastal sand management 
system is now under study. Its aim is to establish methods for remedial sand 
bypassing. The coastal sand management system consists of (but is not limited 
to) three principal subsystems: (1) the crater sink sand transfer system with 
optional fluidization; (2) ballasted interlocking inertial modules; and, 
(3) the tactical deployment of phase dependent roughness elements to direct 
the net transport of sand (Inman and Tunstall, 1972) (Figure 1). 

The Crater Sink 
The 'jet pump', a form of eductor using the kinetic energy of pumped 

clear water to entrain sediment laden water, has undergone design and perfor- 
mance improvements in recent years. Originally used in the 1840's for water 
wells, and more recently as an aid in maintaining suction lift for dredge 
mounted centrifugal pumps, it now promises to become a dredging means when 
used alone (it was first proposed for coastal sand handling in 1911) (Knowles 
and Rice, 1911). The jet pump may be used to form and maintain its own crater 
(Inman and Harris, 1971), thus maintaining an intentional and purposeful sink. 
A header of flow controlled valves may be used as an adjunct to the crater. 
It would use a portion of the driving water to fluidize the sand bottom; the 
increase in pore pressure reduces the coefficient of internal friction of the 
sand and permits it to flow freely under the influence of currents and gravity. 
The current which feeds secondary flow to the inlet of the jet pump would 
then carry additional sand to the crater where the inlet to the jet pump would 
be enriched. 



COASTAL SAND MANAGEMENT 1505 

QJ   CU 

4_>   rt3 •*-> 
IA   CU   fd 

E   S- .CI 
fd -M O 
S- -M 

4->   rd S- 
E 

T3   >> <U 
C  cn 
fO   S- -a 
V)   OJ E 

E rd 
j*: cu 
c 4-> >> •.- %- E x: 
ISl    CU OJ ex 

1   -C E ro 
S_ +j ai s- 
cu o >   Dl 
+-> o o 
rd  s- E  c 
s~ o to 
u •a a> 

s- E u 
d)    QJ <o o 

JZ +-» v» 
4->   rd 4- 

:s 4-   O 
m .^ O 
s- ro E 
rd   OJ c o 

s- O   '1- 
>i-Q •r- -P 

•P   3 
r—   fO CJ -P 

O   O   i~ -P 

x: OJ-P a 
On- a. 

E O S- 
E ro E o 
2 x ow 
O   0)   3 

XI        i—   CD 

o  E -p 

E    - O  fd 
at ID -p 

•p cu >> 
VI  r— "CJ  -O 
>>JD cu ^ 
t/i   E >>-P 

d) O  i/l 
•P    Ulr- 
C   U) Q.Q) 
ai fd cu > 
E -O — 
CU    V) l/> 
ram w c 
rflr- +J  ai 
E rs E -P 
ro -a cu E 
E  o E -r- 

E 0) 
-a i—  s- 
E i— CU   CU 
fd   rd T3 
in •!—(/)  c 

•p in 3 
r—    S- CU 
(O   ID C   S 

•P   E J=    O 
to •>- cn sr 
rd 13 
o cn o  cu 
u E s-  s- 

•r~ fd 
ct .^ -p 

O E   I/) 
O OJ  -t-> 

• i— -O   E 
i—    S- E    CU 

<U cu   E 
CU -P Q- CU 
S-   E CU i— 

cn 



1506 COASTAL ENGINEERING 

A portable system is being assembled which consists of a trailer 
mounted power supply to drive a jet pump. This unit, fully instrumented, 
will be transportable. It will be tested in the Scripps Hydraulics Facility 
especially built slurry test loop. The closed loop test fixture will provide 
baseline data on carrying capacity, ability to maintain crater geometry by 
establishing quasi-equilibrium repose angle, ability to pump the crater free 
of induced cave-ins, ability to pump against slopes, and will continuously 
record the parameters of interest (Figure 2). 

The desired information will include hydraulic head differentials, 
mass transport, flow velocities and establishment of Newtonian vs Bingham- 
plastic relationships. After completion of the laboratory phase, the design 
will have been refined in such a manner that it may be transported to a field 
location. The packaging will include a mobile power pack consisting of: 
engine, hydraulic pump, fuel, and instrumentation panel. Standard process 
electromagnetic flow meters, an important adjunct, will be used both in the 
test loop and hopefully, be modified for underwater use in the field. A 
submerged drive will power the pump from as near as possible to the water 
pump to avoid paying the hydraulic head penalty associated with surface pump- 
ing (Hammond, 1969). An air boost is an option which will be studied to 
determine its contribution as a velocity modulator, and as a means to augment 
hydraulic head differential. 

It should be noted that this method holds promise for use in shallow 
water dredging, for which no satisfactory method now exists. In addition to 
a static application such as a crater sink, it has application to dynamic 
methods such as: 1) programmed 'sweeping' of a river channel or harbor 
entrance, or in response to wave climate information from sensors; 2) riding 
on the decks of ships using the harbor entrance (the hitch-hiking feature 
could be a portion of the harbor fees) for tide phased agitation dredging 
(Figure 3); 3) arrayed in fixed grids on the bottom. Units would be operable 
singly or in groups in response to storm impulses or wave climate changes 
either by operator choice, or as part of a feedback loop; and, 4) arrayed in 
series along a channel to resuspend sediment and eventually direct it to a 
crater sink. 

In addition to the above direct applications for a mobile shallow 
water sediment bypassing system, the following uses should be studied: 
1) the removal of sediment from dams and other river and stream obstructions; 
2) use as a means of excavating a reference crater or channel along a sandy 
coast or harbor channel for the purpose of estimating littoral drift or channel 
accretion; 3) use for dredging sediment containing trapped gas (presently 
considered impossible to dredge because gas pockets break the suction on 
surface mounted centrifugal pump dredging equipment); 4) use for shallow water 
archaeology; and inland excavation by wetted crater if clear water may be 
pumped to the excavation (crater) site. 
H.  B: The only present options available to underwater archaeologists are 
the air lift, which requires large hydraulic head differences; and the water 
jet, which suspends as well as removes sediment thus limiting underwater 
visibility and not remotely relocating the sediment. 5) use in nations 
whose economic capability is limited, who cannot afford monster-dredge overkill. 
Many small harbors (for example; fishing harbors and marinas) could benefit 
by a small, efficient portable machine to control sediment. Further, the 
possibility of enhancing sediment movement by the use of two pipes, properly 
sized, with no machinery or external energy requirements should be studied 
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(Figure 4). A series of pipes could be placed in a portion of a channel 
cross section offering the greatest velocity, and by means of a venturi tube, 
allow a smaller pipe to lift sediment from the bottom. Thus, periodically 
resuspended by these units at appropriate intervals, sediment could be 
relayed along, powered solely by the velocity due to the flowing water. 

Ballasted Inertia! Modules 
Techniques to alter the angle of incidence, cause shoaling, or other 

encouragement of energy control for waves may be enhanced by manmade forms 
which ideally would utilize native materials, minimize labor, and be low in 
capital investment. Rocks, riprap, and other native forms have occasionally 
been augmented or replaced by manmade concrete forms whose inertia and 
dimensions tend to resist overturn, sliding or rolling by wave action. With 
the availability of manmade fibers which do not degrade rapidly in the marine 
environment or from ultraviolet degradation, a new generation of modules 
should be studied which would take advantage of the requirements listed 
above. For example, the tetrahedral shape (the botanical or medieval caltrop) 
may be placed in sites by pumping a dense sand and water mixture into a shape, 
manufactured of loosely woven polyvinyl alcohol fibers, or an equally durable 
material. 

The water used to pack the sand into the shape would be forced out 
through the coarse weave, leaving a densely packed rigid form. The forms 
then could be arrayed in patterns which would endure for a reasonable economic 
period. Unlike the virtually permanent commitment of rock or concrete shapes, 
the fabric shapes could be slit and emptied, if necessary, by a diver with a 
knife. The prospect of searching for optimum shapes with rapid computer 
graphics is attractive, although regular polyhedra will pack to fill a space 
(Figure 5). This elegant and efficient technique forms the basis for much of 
R. Buckminster Fuller's structures (Fuller, 1969). By combining regular 
shapes to fill space, the critical shear stress for incipient movement 
becomes much larger, since it is nominally proportional to (volume)''^. In 
addition, free body diagrams within the space indicate excellent resistance 
to internal shear because of the efficiently spaced ligaments which were the 
original shape boundaries. Tetrahedra may be formed when cut from continuous 
tubes, the method is well known in packaging technology; if a continuous tube 
with a circumference of four units is cut to a length equal to /3 units and 
the end seams are 90° out of phase, the result will be a regular tetrahedron 
similar to the small diary product containers found in the U. S. Grain to 
grain stress may be increased, and specific gravity of sand filled shapes of 
over 2.0 may be achieved by two methods; 1) after filling, a girth ring 
(of standard industrial plastic banding) may be tightened around, say a sand 
bag, and for a slight reduction in volume, a high intergrain stress results. 
A limp sand bag when stiffened in this manner behaves like a structural unit 
even though the girth ring causes a reduction in the section modulus of the 
shape; and, 2) if the external shape is critical and must not be distorted, 
a small bladder may be introduced inside and expanded to gain higher inter- 
grain pressure (Brush, in preparation). 

Inert "shapes" were made with sea water only. Common porous canvas 
duck was filled with sea water and a polymeric gel (American Cyanamid AM-9 
Grout) added which gelled the entire mass; the specific gravity is, of course, 
virtually that of sea water but a dramatic change in viscosity is achieved 
thirty seconds (or less) after the introduction of a small amount of the 
agent in power form. 



1510 COASTAL ENGINEERING 

Figure 4.    Cascade methods of enhancing sediment transportation need study to capitalize 
on difference in velocity potential  in a fluvial system or in a harbor entrance. 
Tethered, buoyant units could capture the maximum velocity compatible with maximum ship 
depth and assist in channel maintenance without placing claims upon the earth's energy 
budget. 
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Figure 5. Regular polyhedra will pack to fill space in a complimentary manner. When space 
is filled in this manner, such as in the formation of a groin, the efficiently spaced 
ligaments (formed by the equilateral triangles that are the original boundaries of the 
shapes) have excellent resistance to Internal shear. 
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Phase Dependent Rougheness Elements 
The importance of the shapes of ballasted modules becomes more evident 

when the phase dependent roughness elements which control, and even reverse 
sand transport are considered. Using shapes which, when filled, could be 
laid on the sea floor like a heavy carpet could enable sand to be directed by 
wave action to the jet pump from any desired direction. 

The first models of elements were placed on the relatively smooth, 
sandy bottom of Scripps Beach in late 1971 and a larger array in the spring 
of 1972, all of these were rigid plaster or concrete forms and performed as 
laboratory studies had predicted. The first combined use of phase dependent 
elements with a flexible filled shape consisted of a frame of metal which 
dictated the height and wavelength of the elements. It was covered by a 
fabric "skin" whose panels had been partially rigidized with resin. 

Recent laboratory tests and model experiments show that a remotely 
controllable array of elements may be made which will be movable, and respond 
to changes in wave climate, or to reversals in the direction of the principal 
sand transport. These modular shapes now are the precursors of elements whose 
slopes may be modified when control is achieved through a feedback loop in a 
given location. Changes in wave climate, fed into a computer, would cause 
modulation of the height-slope characteristics to cope with the changed 
conditions. 

The System 
When these subassemblies are integrated in order to act as a coherent 

system they promise to make a start toward true control of littoral sand 
transport (provided that the activities are preceeded by prudent and enlightened 
observation). In addition, there is the prospect of eventually establishing 
the first modern self-maintaining harbors. It is attractive to consider 
systems which would be operative within reasonable cost, which could be 
designed to be entirely submerged, and to operate without regard to surface 
seakeeping problems. The limitations of standard dredges have received 
comment (Wiegel, 1964), and additional incentives to the adoption of systems 
are the complicating factors of the 8 hour work day, and the forty hour week. 
These factors have forced costs higher because of the enormous cost attendant 
to the use of premium time, and multiple shift problems. One resort has been 
the use of larger and larger equipment to extract the maximum quantity from one 
8 hour shift. The purpose of this contribution is to suggest that bigger is 
not necessarily better. 

Conclusion 
In a harbor which interrupts longshore drift, a system would provide 

an efficient and continuous means of bypassing or impounding sand for beach 
replenishment, commercial use, or simply to bypass downcoast. The prospect 
of maintaining deep channels for vessels drawing 70 feet or more is attractive 
because channels may be 'swept' using elements of this system. It would be 
possible to maintain a clear channel and manage the subaqueous profile of a 
sick harbor entrance. An economical method might make the competitive 
difference for a small harbor whose economic health was traffic dependent. 

A form of jet pump has been in use for years in Colorado and in 
northern California for use in the extraction of heavy metals from crevices 
(Clark, 1972). It seems possible that the effort to continuously, or on a 
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sample basis, perform centrifugation of the effluent of the jet pump and 
sample the content of the crevices in the phase dependent elements, might 
result in enough income to partially defray routine maintenance expenses. 

Some of the ideas advanced herein are admittedly conjectural but if 
successful and adequately promulgated, we may rest assured will be thoroughly 
dogmatized. The development of a coastal sand management system would provide 
a solution to an urgent and continuing problem. 
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CHAPTER 84 

FAILURE OF SUBMARINE SLOPES UNDER WAVE ACTION 

by 

R. J. Mitchell 1 

K. K. Tsui 2 

D. A. Sangrey 

ABSTRACT 

The results of model tests, carried out to evaluate the stability 
of submarine slopes under wave action are presented. A Bentonite clay 
was sedimented in a glass walled tank 6 feet long by 0.5 feet wide by 
2.5 feet deep. The sedimentation and consolidation processes were 
studied and sediment densities were measured at various depths in the 
profile. Vane shear strength profiles were also measured afvarious 
average degrees of consolidation. Plastic markers were placed in the 
sediment adjacent to a glass wall so that the soil movements under 
both gravity and wave induced slides could be documented by photography. 
Dimensional similitude is discussed and the model test data are 
presented in a dimensionless form. 

All instabilities were observed to be of the infinite slope type. 
Analysis of the data shows that wave action is instrumental in initiating 
downslope mass movements in gently to steeply sloping off-shore sediments. 
General lack of agreement between the model test results and published 
theoretical analyses was found but there was close similarity in the 
depths and form of failure under wave action and under gravity stresses 
alone. The loss of stability under wave action is analyzed on the concept 
that failure is gravity controlled and the soil strength is reduced to a 
value commensurate with gravity sliding by the cyclic shearing stresses 
imposed by progressive waves. A method of evaluating the stability of 
prototype slopes using a model test correlation and field vane strength 
measurements is proposed. 

INTRODUCTION 

Instabilities in submarine slopes have been observed or have been 
inferred over a wide range of slope angles from less than half a degree 
up to about 30°. These subaqueous landslides are believed to have 
caused rupture of submarine cables and to have generated many of the 
geomorphological features on the ocean bottom. There are numerous 
records describing these landslides but very few publications discuss 
the application of the principles of soil mechanics to the analysis of 
the stability of submarine slopes. 

Associate Professor of Civil Engineering, Queen's University at Kingston, Canada 
2 

Soils Engineer, Geocon Ltd., Toronto, Canada 
3 
Associate Professor of Civil Engineering, Cornell University, Ithaca, N.Y. 
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One of the particular features of many marine sediments is the time 
lag between the accumulation of sedimenting materials and the dissipation 
of excess pore water pressures which develop within the sediment. Such 
sediments are described as being underconsolidated. The excess pore 
water pressure at any level in the deposit will reduce the effective 
stresses and the undrained shear strength below values appropriate to 
the fully consolidated state. Underconsolidated sediments are, therefore, 
less stable than consolidated sediments. 

In areas where oversteepening of slopes develops as a result of local 
erosion or crustal tilting gravitational forces may be sufficient to 
cause landslides (Terzaghi, 1956). Earthquakes and other seismic activity 
are widely accepted as causal agencies in submarine lands!iding (Gutenberg 
1939; Ambraseys 1960; Morgenstern 1967). Submarine landsliding has 
occurred in the absence of seismic activity however (Dill 1964; Chamberlain; 
1964) and Henkel (1970) shows that the bottom pressure pulses due to ocean 
waves could be a major factor in initiating movements. This paper is 
concerned with the role of waves in' initiating submarine landslides. 

One of the effects of ocean waves is to produce pressure changes 
within the water below the surface and pressure pulses on the surface of 
the sediment. As a wave passes a pressure increases <5p above the mean 
hydrostatic bottom pressure is felt below the crest while beneath the 
trough there is a pressure decrease -<Sp. The magnitude of the excess 
pressure Sp, which is in phase with the wave, depends on the wave length 
L, wave period T, wave height H and the depth of water d, (Wiegel, 1964) 
and is given by: 

.„  H  cosh k (z + d)  „„„ ,,,„  „+\ /i\ 6P = 7    rnch iri L       C0S (kX - at> H) z 

where   k = 2l md    a = ^ 

At the mudline (1 =  -d) the excess bottom pressure is distributed as shown 
in Figure 1 and may be calculated as: 

<5p = Kpn (2) 

whpyp  K =    1 p    . . .   is the pressure response factor on 
cosn Ka       the top of sediment 

ij 

n = 2" cos (kx - at) 
is the fluctuation of water level due 
to waves 

Values of K are tabulated in standard oceanography texts. It may be 
noted that the excess pressure becomes negligable when the depth of water 
d is greater than half of the wave length L. Because of the difference 
in pressure under crest and trough, the passage of a wave induces shear 
stress in the soil. As the wave passes, soil at a particular point 
experiences cyclic fluctuation in magnitude and direction of these induced 
stresses. 
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Considering static moment equilibrium on a circular arc sliding 
surface beneath a standing wave (Figure la) Henkel (1970) demonstrated 
that the excess bottom pressures at a given instant are sufficient to 
cause shear failure in underconsolidated soft sediments. Henkel 
substantiated his calculations using strength data from sediments in the 
Mississippi delta and he suggests that under a natural progressive 
train of waves, a sequence of circular arc slides would result in progressive 
down slope movement of the sediment. The critical depth of failure, df, 
in Figure la, is shown by Henkel to be a function of the wave length and 
excess bottom pressure. Henkel also calculates the subsurface pressure 
required to cause instabilities for a range of wave conditions. 

Mass downslope movements of sediments could also develop in the form 
of infinite slope sliding as shown in Figure lb. The distribution of 
shearing stresses in the sediment under a given excess pressure distribution 
may be estimated from the deformation characteristics of the soil (Wright 
and Dunham, 1972). At some depth in the sediment the shearing stresses 
may exceed the shearing strength and sliding would develop on a surface 
almost parallel to the mudline (for small slope angles). The depth of 
failure, Zs, in Figure lb will be a function of the stress-strain strength 
properties of the sediment and the wave characteristics. Both failure 
mechanisms shown in Figure 1 are applied to the idealized situation of a 
uniform soil profile deposited and sedimented in a single layer. Layered 
materials and time dependent accumulation of sediments are not considered 
in this paper. Henkel's analysis is an upper bound solution while the 
analysis due to Wright and Dunham is a lower bound solution with soil 
movements being predicted using a non-linear stress-strain relationship. 

Two dimensional model studies of slope failures initiated by wave 
action are described in this paper. The wave height (for a given d/L ratio) 
required to initiate failure, the depth of failure and the form of the 
soil movements were measured. The data are discussed with reference to 
the theoretical developments noted above. 

MODEL STUDIES 

Dimensional considerations 

If the gravitational forces acting on an element of soil are to be 
correctly modelled it is generally necessary that the model and prototype 
be composed on the same material (Roscoe, 1969). A montmorillonite clay 
(commercial Bentonite) was chosen as the sediment and was mixed with 
distilled water which contained sodium chloride at a concentration of 
35 p.p. thousand by weight. A 10 percent by weight suspension of clay 
was prepared for testing. Sea water was represented in the wave flume 
by a mixture of 35 parts sodium chloride per thousand parts of water. 
A model tank of dimensions 6 ft. long by 2 ft. deep by 0.5 ft. wide 
was chosen from the following considerations: 

(i) the depth of sediment would be in excess of anticipated depths 
of failure. 



SUBMARINE SLOPES FAILURE 1519 

DRAINAGE 
CRACKS 

(b)    VANE  SHEAR 
APPARATUS 

(c)     SLOPE   AFTER   STATIC   FAILURE 

FIGURE 2 CONSOLIDATION AND STATIC TILTING EXPERIMENTS 



1520 COASTAL ENGINEERING 

(ii) the depth of water to wave length (d/L) ratio would be within 
the range where excess bottom pressure are considered significant 
in initiating sliding. 

(iii) the tank length would be in excess of 1.5 wave lengths so that 
the form of the movements would not be unduly influenced by 
boundaries. 

(iv) the width to length ratio of the tank would be representative of 
plane strain conditions. 

(v)  economic considerations. 

In a sedimented underconsolidated or normally consolidated soil profile 
the undrained shear strength Cu of the soil is expected to increase 
linearly with depth and is generally expressed as a constant Cu/P' ratio 
where P' is the effective overburden pressure at a given depth    (P' = Zy')- 

This definition of p' does not account for any excess pore water pressure 
that will exist in underconsolidated soils. The consolidation process and 
average degree of pore water pressure dissipation may be characterized by two 
dimensionless parameters; the degree of consolidation 0 (often expressed as a 
percentage) and the time factor Tv which may be related to the soil 
compressibility, soil coefficient of permeability and length of the drainage 
path. For circular arc sliding in a soil exhibiting a linear increase in 
strength with depth, Gibson and Morgenstern (1961) have shown that the 
factor of Safety (F.S.) is independent of the slope height. The independence 
of failure on slope height is apparent for infinite slope sliding. Thus 
either of the failure mechanisms shown in Figure 1 could develop in the 
model tank. A slope studied in the model tank is considered to be identical 
to a prototype slope having the same slope angle a, and the same Cu/P' ratio. 

Measured depths of failure and wave heights (or excess bottom pressures) 
required to cause failure in the model slopes may be used to evaluate the 
theories advanced. The scale factor used for these parameters is in the 
order of 100 to 500. 

Sediment preparation 

The Sedimentation and consolidation processes were studied in the model 
tank shown in Figure 2c. Vane shear tests (Figure 2b) and excess pore 
water pressure measurements were carried out at various stages of consolidation. 
Variations in density through the soil profile were also measured. These 
studies were carried out to provide background data for interpretation of the 
stability studies and the details of apparatus and procedure are outlined by 
Tsui (1972). Only those data directly related to the stability problem are 
presented in this paper. A typical sedimentation-consolidation curve for 
the test sediment is plotted in Figure 3. During the latter stages of 
sedimentation drainage channels with associated surface boils were observed 
to form in the sediment (Figure 2a). The beginning of primary consolidation 
was marked by an abrupt change in the rate of settling of the mud line, 
closing of the drainage cracks and the commencement of excess pore water 
pressure dissipation. The average degree of consolidation defined by settlement 
of the mudline correlated well with the average degree of consolidation 
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calculated from pore water pressure isochrones. After each experiment the 
soil was thoroughly mixed using an air injection stirring system and 
sedimented to the desired average degree of consolidation with reference to 
Figure 3. 

Vane shear strengths, measured at various average degrees of consolidation, 
were found to vary non-linearly with depth as shown by Figure 4. This 
variation is thought to be related to density variations within the material 
or to thixotropic effects. 

Static tilting tests 

In order to arrive at suitable slope angles for the wave flume experiments 
a series of static tilting tests were carried out. Prior to these tests 
(at an average degree of consolidation of about 10%) plastic markers were 
inserted in the sediment adjacent to the glass wall. During latter stages 
of consolidation and subsequent slope deformations the movements of these 
markers were recorded by photography. Slope deformation and ultimate 
failure are produced by jacking one end of the tank such that the tilting 
rate was about 3 degrees per minute. Sequential photographs of the movements 
of plastic markers for a typical experiment are reproduced in Figure 5. 
Discontinuous curved shear surfaces were observed to form and produce a 
visible rupture zone when the displacements of the markers were quite small. 
Jacking was discontinued at this stage but the marker movements and rupture 
zone continued to develop with time. An enlarged view of the ultimate 
failure zone is shown in Figure 5. The displacements of markers at various 
times were measured from photographs with reference to a 2 cm. grid marked 
on the glass wall and are plotted for this typical test in Figure 6. The 
depth and thickness of the rupture zone and the depth of the ultimate failure 
plane were measured from visual observation and from the plotted marker 
displacements. These and other data from the series of static tilting 
experiments are summarized in Table 1. From the marker measurements the 
average shearing strain in the rupture zone at the time when this zone was 
first visible is estimated to be about &t. 

From equilibrium considerations it may be shown that, at failure 

Cu  = Cu = 1_ sin 2af (3) 
yris     Fin  2 

where 1$=  depth to the sliding surface from the mud line. 

Y1 is the submerged density averaged over the depth Zs 

af is the angle at which rupture was initially observed 
(failure angle) 

Cu is the undrained strength of the sediment at depth Zs 

The values of undrained strength derived from static tilting experiments 
(equation 3) and those measured by vane tests are shown, on Figure 11 , to be 
in good agreement. Up to about 50% of full primary consolidation the Cu/P' ratio 
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TABLE 1 RESULTS OF STATIC TILTING EXPERIMENTS 
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increases linearly with degree of consolidation (Figure ll) as predicted 
by Morgenstern (1967); for higher degrees of consolidation the rate of 
strength increase with consolidation is much higher. This behaviour may 
be a result of variations in submerged unit weight with depth, the large 
strains involved in consolidation under self weight, and possible thixotropic 
effects. 

Tests under wave action 

Figure 7 shows the model arrangement in the wave flume. The model 
tank used in the wave flume was equipped with sliding end sections that 
were lowered to the level of the mud line prior to each test. The artificial 
beach was adjusted to the elevation of the mudline to present a smooth 
continuous bottom transition from this beach to the mudline. The waves 
were generated by an adjustable wave paddle located in a deep section at 
the upstream end of the flume and the wave energy was dissipated on a horse 
hair beach at the downstream end of the flume. The flume is equipped with 
a wire mesh filter and partitioning board to prevent undesirable waves from 
reaching the test section. A smooth progressive sinusoidal wave train of 
constant characteristics was obtained over the test section. 

Most of the tests were carried out using a wave length of 58 cm and a 
d/L ratio of about 0.35. The sediment was prepared in a manner identical 
to that used in the static tilting experiments and the tank was tilted to 
an angle such that the factor of safety against gravitational failure was 
at a known value between 1.25 and 2.80. Displacements of the plastic 
markers as a result of static tilting were quite small and an equilibrium 
condition was established immediately. The slope was then subjected to a 
progressive wave of small amplitude and the height of the wave was increased 
incrementally. Each increment of wave height was allowed to act on the 
sediments until the progressive downslope displacement of the plastic 
markers had terminated. Movements of markers in fixed elliptical orbits 
was considered to represent an equilibrium situation. The increment durations 
varied from about 2 minutes at the start of a test to about 10 minutes toward 
the end of a test. The incremental increases in wave height were chosen 
so that a failure condition, defined by continued and often accelerating 
downslope movements of the markers, was reached after five or six increments. 
Equilibrium positions of markers at the end of certain increments, as 
documented by photography, are shown for a typical test in Figure 8. A 
rupture zone with shear surfaces similar to these observed in static tilting 
and was found to develop with the larger slope movements associated with 
failure. The marker displacements measured from the photographs reproduced 
in Figure 8 are plotted in Figure 9 and a summary of data from a number of 
tests is presented in Table 2. 

DISCUSSION OF MODEL TEST DATA 

In all static tilting tests and all tests carried out under wave action 
the observed failure mode is best described as infinite slope sliding. The 
sketch in Figure 10 shows the approximate form of the rupture zone and the 
influence of the rigid ends of the model tank. The depth of this rupture 
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zone and the depth of the sliding surface was found to vary with the average 
degree of consolidation as shown on Figure 12. When the sediment was fully 
consolidated the downslope movement of sediment was confined to a thin 
surface layer. The few tests carried out using wave lengths different from 
58 cm (hence a different d/L ratio for a given degree of consolidation) 
showed no influence of wave characteristics on the depth of failure. Since 
there is considerable variation in the strength-depth relationships in 
prototype situations (Bea, 1971; Sangrey, 1972) the relative influences of 
soil characteristics and wave characteristics on the depth of sliding appears 
to warrant further study. In an attempt to produce a circular arc slip a 
slope of about 10 cm in height was excavated in a fully consolidated sediment 
at an angle of approximately 25 degrees. When subjected to wave action this 
slope gradually flattered out by downslope transport of thin layers (2 cm thick) 
of sediment and no rupture or slip circle was observed. 

The excess bottom pressure required to initiate mass movement of the 
sediment (critical bottom pressure, <5p ) increased with increased factor of 
safety (F.S.). In order to compare tests carried out at different F.S. a 
reserve strength (Sr) was defined as 

Sr = ^' Zs (Sin 2 af -  2 a) (4) 

where af is the failure angle in static tests and a is the angle of 
the slope subjected to wave action. 

From the plotted data in Figure 13 a linearly relation can be proposed 
between the critical bottom pressure and the reserve strength. Then the 
dimensionless parameter indicative of a failure situation is 5p /Sr and 
failure was observed to occur when 

6pc/Sr = 2.40 (5) 

While it would be possible to use the model data presented in 
Figures 12 and 13 directly to analyze the stability of a prototype sediment 
having similar strength vs depth characteristics it is preferable to compare 
the model test observations to theoretical analysis in an attempt to evaluate 
a more general and rational approach to prototype stability calculations. 

The fact that circular arc sliding was not observed should not be 
regarded as sufficient evidence to discard the upper bound stability analysis 
sketched in Figure la. The dynamic nature of the problem was recognized by 
Henkel (1970) and it is not difficult to picture that the cumulative effect 
of rotational movements under the action of progressive waves would be mass 
downslope movement. The circular arc is merely a convenient mechanism to 
obtain a numerical solution. The lower bound solution published recently 
by Wright and Dunham (1972), however, offers the advantage of making 
predictions of soil stresses and displacements prior to failure (or for bottom 
pressures less than the critical pressure) so that the effects of these 
movements on various types of foundations could be evaluated. The predictions 
of most general significance, however, are still the critical bottom pressures 
(or wave characteristics that will induce failure) and the maximum depths 
of the failures. 
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For a simple soil profile having an undrained strength increasing 
linearly with depth both analyses indicate that failure begins at the 
mudline. Henkel's (1970) solution predicts a threshold value of excess 
bottom pressure, 6p , when surficial soil failure begins. As Sp 
increases this technique predicts an increasing depth below mudline for 
the failure. Model test failures did not begin as surficial or shallow 
displacements under small waves, instead the system was stable until an 
initial failure at significant depth. This is obviously inconsistent 
with Henkel's predictions; however, there was a reasonable relationship 
between the observed depth of failure and the prediction based on the 
waves acting at that time. Agreement between observed depth of 
failure and prediction was generally within 40%. 

Wright and Dunham (1972) also predict that the maximum horizontal 
displacements and maximum ratio of applied stress to available strength 
will occur at the surface for a simple soil profile. Deeper stressed 
zones are associated with higher excess pressures. In general, this 
lower bound technique predicted maximum stress above the zone that 
actually failed in weaker soils and below the actual failure for stronger 
soils. 

The discrepancies between the model test observations and the 
analytical predictions regarding the progress of failure from the 
mudline down may be due to the assumption that the soil has zero strength 
at the surface. It is more likely that the soil has a small finite 
strength at the surface derived from interpartical electro-chemical 
forces. 

STRENGTH REDUCTION ANALYSIS 

Previous analytical approaches are based on the concept that some 
additional downs lope force must be provided to overcome a known shearing 
resistance. The discussion that follows is based on the concept that 
gravitational forces alone cause down-slope mass movement (failure) and 
the wave serves only to cause strength reduction in the soil. The 
undrained shearing strength at any depth in the soil profile may be 
effectively reduced due to excess pore water pressure build up or 
disturbances generated due to the cyclic shearing stresses (or strains) 
induced by a passing wave. To bring about failure the necessary 
percentage reduction in soil shearing resistance (or measured undrained 
strength) may be calculated as 

R = ZU   -    (l-f^MxlOO^ ,(6) 

For a normally consolidated clay with a sensitivity of about 2, 
Sangrey, Henkel, and Esrig (1969) show that the strength can be reduced 
to the fully remoulded (not slickensided) critical state strength under 
cyclic loading. Following this general approach, and assuming that the 
minimum strength that can occur is the fully remoulded critical state 
strength, wave induced failure will occur only if the sensitivity of 
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the soil be greater than or equal to the factor of safety against 
gravitational failure. Thus, for waves to initiate failures 

ct - Cu undisturbed    F <. /71 br " Cu remoulded   - t,:>- u> 

In the model tests carried out in this study, values of factor of 
safety between 1.3 and 1.8 corresponding to strength reductions of 22% 
to 64% were used. It is expected that sedimented marine clays will 
have sensitivity ranging from about 0 to 10 (Sangrey, 1972). It may 
also be expected that the sensitivity will increase as the average 
degree of consolidation increases (see Figure 12). 

For this series of model tests, equation 5 may be used directly 
with equation 6 to express the bottom pressure required to initiate 
failure (6pc) in terms of the soil strength and the slope angle 
(or F.S. against gravitational failure) as: 

Spr    = 2.4 Cu (1 - %"%>.  ) 
c 2LU/p, 

' m 
(8) 

6pc = 2.4 Cu (1 - VF.S.) 

From these simple expressions the critical excess bottom pressure 
may be calculated at any depth for a given slope. As with former 
analytic approaches these expressions predict that surficial failure 
would develop initially for a simple soil profile (Cu/Rg constant). 
Since the failure is envisaged to be induced by wave action but gravity 
controlled, however, any increases in density with depth or any finite 
surface strength may lead to a more critical sliding surface at some 
depth in the profile. Using the measured vane shear strengths at the 
observed depths of failure, equation 8 was found to predict the value 
of Spr    to within ± 15% for the model tests. 

Predicting the depth of failure appears to be a most formidable 
problem and should be done, in all cases, with respect to the strength 
profile. Weak layers or non-linear strength profiles may be considered 
directly using equation 8 although it is possible that extremely soft 
zones in some profiles (Bea, 1971) are wave induced (i.e. the soil has 
been softened or remoulded to some degree due to wave action). 
Equation 8 indicates that for a flat lying sediment (F.S. + a) an 
excess bottom pressure of 2.4 Cu would completely remould the soil to 
some depth. The depth of major remoulding may be expected to 
correspond with the depth of maximum cyclic shearing stress (or shearing 
strain). From the elastic predictions of Wright and Dunham (1972) the 
maximum shearing stress occurs at a depth of 0.19 Lo independent of 
variations in soil deformation modulus and is fairly uniform across the 
model. For the model value of Lo = 58 cm the depth of maximum 
cyclic shearing stress would then be 11 cm. 

In discussing the general problems of submarine slope stability it 
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should be noted that the published theoretical solutions are essentially 
two dimensional. Henkel (1970) incorporates gravitational forces in 
his analysis but Wright and Dunham (1972) do not. Questions arise 
regarding the effect of a wave train progressing at some angle to the 
dip of the slope. The concept of wave action producing strength 
reduction and gravity producing slope instability is essentially 
independent of wave direction and mass movement would always occur down- 
dip. Model studies appear to be the most appropriate method of 
investigating this more general condition. 

CONCLUSIONS 

1. The usefulness of model studies in investigating submarine 
landsliding has been demonstrated. Model studies show that 
wave action can initiate an infinite slope type of failure 
in bottom sediments. 

2. Contrary to analytical predictions the initial failure for 
a simple sedimented soil profile occurred at some finite 
depth in the profile. The depth of failure was observed to 
decrease almost linearly with increased average degree of 
consolidation. 

3. The critical bottom pressure (calculated from the wave 
characteristics) required to initiate failure was found to 
increase linearly with the reserve strength (defined as 
the strength in excess of that required for stability of the 
slope in the absence of wave action). 

4. For the observed depths of failure in sedimented soil 
profiles the upper bound solution due to Henkel (1970) 
appears to over-estimate the excess bottom pressure required 
to cause failure by a factor of 1.5 to 2.0. 

It is suggested that the mechanism of failure may involve strength 
reduction due to cyclic shearing stresses (or strains) induced by wave 
action. An alternative method of calculating the critical excess 
bottom pressure is proposed. This method uses an empirical relationship 
derived from the model tests together with insitu vane strength data. 
The proposed failure mechanism is independent of wave train orientation 
and indicates that wave action cannot induce mass movement unless the 
soil has a sensitivity greater than or equal to the gravitational 
factor of safety. 
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LIST OF SYMBOLS 

a Half of the wave height, H . 

C Undrained strength 

d Mean depth of waver above mud line 

df Depth of circular arc failure 

F.S. Factor of safety of a slope against gravitational sliding 

H Wave Height 

H. Height of sediment at time t 

k 2TT/L 

L Wave length 

L Deep water wave length 

p' Vertical effective stress calculated from Zy' 

p' Vertical effective stress at depth of failure 

R Strength reduction factor 

S Reserve strength 

T Wave period 

U Average degree of consolidation 

z. Depth of rupture zone 

z Depth of sliding surface 

a Angle of slope 

af Failure angle of slope 

Y1 Average submerged density 

n Fluctuation of water level due to wave 

a 2-ir/T 

5p Critical maximum wave pressure at slope failure 

Sp Maximum wave pressure under crest of wave 





CHAPTER 85 

SEA-BED CONFIGURATION IN RELATION TO BREAKWATER STABILITY 

J.H. van Oorschot and A. Wevers 

Delft Hydraulics Laboratory,  Delft, The Netherlands 

ABSTRACT 

Stability tests on the Europoort breakwaters, situated on a shallow foreshore, 

clearly demonstrated the effect of the foreshore configuration on the overall stability. 

The present article gives a descriptionof the stability experiments and the inter- 

pretation leading to general  conclusions regarding foreshore effects in combination 

with hydraulic conditions such as wave period, water depth and wave height. 

Both regular and irregular waves have been used.  The experiments,  carried out 

in commission of the Netherlands Government Department of Public Works  (Rijks- 

waterstaat)  were of an applied  nature and were  not directed primarily to the system- 

atic study of foreshore effects. 

1.    INTRODUCTION 

In designing and  testing  breakwater structures,  generally main stress is  laid 

upon  the hydraulic conditions such  as wave heights,  currents and  tides,  with  less 

attention being  paid  to the relation between significant wave heights and average 

wave periods.   The  wave period is often  considered  to be a parameter of minor 

importance in this respect.  Moreover,  the geometry of the sea-bed in  front of the 

breakwater and its indirect effects on the behaviour of that structure are seldom taken 

into consideration.   The authors have come across only a  few examples where  these 

foreshore effects have knowingly been taken into account (Refs.   1  and 2). 

Nevertheless, the geometry of the foreshore in combination with both the 

wave height and  wave period may in particular situations be of major importance 

in  determining  design conditions. 

The profile of the foreshore will generally only be variable to a limited 

extent, as it depends on the original sea-bed configuration, the type of structure 

and the erosion and/or accretion to be expected. 

1543 
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\///A   EXCAVATION  BY TRAILING  DREDGERS 

lljljj   EROSION AND SCOUR 1 EFFECTED BY DELT 
\ (closure of Harin 
J      AND   EUROPOORT 

LTAWORKS 
gvliet) 

(breakwaters   and  dredging) 

Fig.   1     Expected coastal erosion and accretion near Hook of Holland 



BREAKWATER STABILITY 1545 

Fig.  2    Program for bottom protection in front of southern  Europoorf breakwater 
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The construction of a special  foreshore substructure as part of the total structure 

may be considered for the design of deep-harbour protection works.   Here  the 

question may arise whether it will  economically be more  feasible  to build  the 

actual  breakwater on a mound of relatively small-sized material  and with such a 

configuration that the actual  wave attack on  the superstructure will  be   limited 

by the interaction of the incident wave motion with  the substructure.   This may  lead 

to the  use of smaller armour units In  the superstructure.   However,  the amounts of 

material involved are huge,  so that in most cases  the sea-bed profile  will  be  com- 

posed of the existing sea-bed configuration with  possible erosion and/or accretion. 

The effect of the  foreshore  configuration on the overall stability of the 

breakwater has been clearly  demonstrated by model  experiments  carried out  for the 

design  of the   Europoort breakwaters at  the  new harbour entrance  to  Rotterdam in 

commission of the  Netherlands Government  Department of Public  Works   (Rijkswater- 

staat).  These  breakwaters will partly be constructed In  relatively shallow water.  After 

the new entrance has  been  completed,  the depth  in  front of the bed protection  can 

be expected to increase due  to  the  contraction of the  tidal  currents and  large- 

scale dredging,  as is shown In  Figure  1.   In addition,  design  conditions are such 

that wave attack increases with  depth.   The  final  depth  cannot be determined 

accurately at all  places,  partly because of the  uncertainties in  the development 

of ship sizes and partly because of the complexity of the coastal  development. 

Therefore,  when  the deepening  tends to exceed a  certain value,  a fixation of the 

sea-bed over a sufficiently large area is envisaged rather than a design based on the most 

unfavourable  conditions that    might occur.   The different stages of construction are 

indicated in  Figure 2. 

GEOMETRY OF THE BREAKING WAVE 

Maximum wave attack can be expected to occur when a structure is sub- 

jected to plunging breakers. After the waves have become Initially unstable, they 

will progressively deform up to a point where part of the wave front becomes ver- 

tical, after which the crest will fall as a free-falling fet (I.e., the so-called 

plunging breaker). The place where the wave front becomes vertical is called here 

the breaking-point. Dependent on the location of the breaking-point and the path 

of the plunging wave, the falling Jet may hit the front face of the structure at about 

the still water level, or may fall Into the water of the wave trough preceding the 
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breaking  wave.   In  the  latter case,  a substantial  amount of wave energy is converted 

into splash and turbulence,  resulting in a  largely reduced wave attack. 

According to shallow water wave theory, the velocity of wave propagation 

is equal  to: 

V^ 
where v    -   velocity of wave propagation 

g     =    acceleration of gravity 

d    =    water depth. 

On the analogy of this equation,  the horizontally-directed velocity of 

the breaking wave crest is equalized by: 

i' W 
where vR  = horizontally-directed velocity of the breaking  wave crest at 

the breaking-point 

g     = acceleration of gravity 

yR = vertical  distance from  breaking wave  crest up  to the  bottom 

at the breaking-point. 

This latter equation has also been verified experimentally. 

Assuming that the breaking wave crest at the breaking-point is exposed 

to gravity only,  the  path of the breaking wave  tongue can  be  computed,  starting 

from  the horizontal  initial  velocity at the wave  crest.   In illustration:  for the 

Europoort breakwater it may be assumed  for the wafer depth at the  breaking-point, 

dn  = 13.5 m,  the breaking  wave height,   HR = 10.0 m,  and  the vertical  distance 

from the wave  crest to the  bottom,  y„  = 21.0 m.  Then  the horizontal  velocity 

of the wave front at the breaking-point equals v„ = 14.5 m/sec, whilst the plunging 

distance x  ,  i.e.,  the horizontal distance from the breaking-point up to the point 

where the falling  jet intersects the still water level, amounts to 19.5 m.   From 

Figure 3 it follows  that if the wave starts  to break at the beginning of the horizontal 

bottom protection,  the plunging  jet will fall info the wave trough preceding the 

breaking wave,  whereas if the wave  breaks at the end of the horizontal  bottom 

protection  the  falling   Jet will  hit the  front face of the  breakwater. 
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Fig. 4   Europoort breakwater profiles 



BREAKWATER STABILITY 1549 

From the foregoing it will be clear that the location of the breaking- 

point together with the wave dimensions at the breaking-point will strongly 

influence the amount of damage to be expected. Exact breaker dimensions as 

a function of foreshore configuration, water depth and wave periode cannot be 

predicted from theorerical considerations, nor are sufficient experimental results 

•available, so only general tendencies can be derived from available theoretical 

and experimental  investigations. 

Assuming  that the ratio between  the breaking  wave height above  the 

still  water  level  over  the  total  breaking  wave height will  be  nearly constant,   the 

following general  tendencies can be predicted with  respect to the values of dR, 

i.e.,  the water depth at  the breaking-point,  and  H   ,  i.e.,  the  breaking  wave 
B 

height: 

An extension of the  foreshore in a seaward direction,  at constant wave period 

and  water depth,  can be regarded as a  flattening  of the slope,  which  will  result 

in a decrease of the ratio HR/dn.  This means that if dn is kept constant,   lower 

wave heights will  form  plunging  breakers at corresponding  depths  in  case of the 

longer foreshore. 

An  increase of the wave period,  at constant water depth and  bottom  configura- 

tion,  has the same effect as  the extension of the  foreshore.   Due  to the increase 

of bottom  friction,   lower wave heights will  start to break at corresponding  depths 

when    there are  longer wave periods. 

At constant wave period and bottom configuration but increasing water depth, 

wave heights have to increase equally with water depth to form plunging breakers 

at corresponding depths. 

3.    STABILITY EXPERIMENTS 

3.1.     General 

The effect of the foreshore geometry in relation to the wave characteristics 

will  now be  discussed on  the  basis of a selection of experiments carried out on  two 

profiles  (viz..  Profiles  I  and  II  of Figure 4).   Profile  I  is a  "shallow"  water profile 

which  will  be  constructed in  a previously-dredged  trench   (cunet).  After completion 

of the breakwater,  deepening  in  front of the breakwater will  occur,  but is not 

expected to exceed the level M.S.L.  - 20.0 m.  Tests with irregular waves were 

carried out  to determine the effect of the apron  length   L,   on  the stability of 

the superstructure. 
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Profile  II  is a so-called  "deep"  water profile,  which also will  be  constructed 

in a  previously-dredged trench.   Deepening  which  will  occur in  front of the break- 

water is limited by a bed protection, as outlined in Figure 2, and is not expected 

to exceed the  level of M.S.L.  - 30.0 m.   Experiments with both regular and 

irregular waves were carried out in order to determine  the optimum horizontal 

apron  length  L, of the bottom protection, so that the same armour units  (viz., 
... 3 

concrete cubes of 43 tons with a specific density of 2,650 kg/m ) can be used 

in all cases.   The eroded sea-bed in front of both aprons has been schematized 

by a fixed slope of 1   : 4.5. 

3.2.    Models and Testing    Facilities 

Tests with regular waves have been carried out in the wave basin of 

the Laboratory De Voorst, in which waves are generated by a piston-type wave generator. 

The distance between wave generator and model was about 19 m.   During each 

test, wave period and water level were kept constant, whilst the wave height was 

increased in steps,  each step  lasting about 8 hours prototype.  At the end of each 

step the damage was recorded and classified according  to so-called damage functions, 

as shown in  Figure 5.   During  the tests visual  observations of the breaker geometry, 

and especially the  location of the impact point,  were made. 

Tests with irregular waves have been carried out in the wind-wave flumes 

of the  Delft  Laboratory  (Ref.  3),   in which  irregular waves with any arbitrary 

wave spectrum can be generated by a programmed wave generator.  The testing 

procedure was similar to that for the regular waves. 

3.3.     Results 

The experiments with regular waves on the "deep" water Profile II 

were carried out with wave periods of 12,   14 and 15.5 sees, water levels of 

M.S.L. + 0.50 m and + 1.50 m, and apron   lengths,  L~, of 30 m and 50 m. 

Damage functions are given on Figures 5, 6 and 7.   The wave period 

and the apron length as well as the water level appear to have a more or less 

significant effect on the stability of the structure. 
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The results on  Figures 5, 6 and 7 have been summarized on Figure 8 by charac- 

terizing each damage curve by the wave height which causes a "little" damage 

to the breakwater. 

On analysing  these results it appeared that for the most dangerous combi- 

nation,  viz.   T = 15.5 sec,  L- = 50 m, and water level M.S.L. + 0.50 m, 

critical  breaking  conditions,  as described in  Chapter 2,  occurred at a wave height 

of 8.5 - 9.5 m. At that time waves were just breaking at the toe of the structure, 

and the front face of the breakwater was heavily attacked by the plunging  jet, 

whilst the stability of the blocks was already reduced by the downrush and outflow 

of the water. 

At a higher water level and/or shorter apron length the incident wave 

height had to be increased beyond  10 m  to have  the impact point at a similar 

position  on  the  breakwater  face.   Lower wave  heights  were observed to  merely 

surge over  the crest of the breakwater. 

With  decreasing  wave periods and constant wave heights  the  rate of 

deformation of the wave decreases as a result of the diminishing effect of the bottom 

friction.   For T =  14 sees and  L = 50 m  plunging  breakers which  start to break 

at a  critical  distance  in  front of the breakwater only occur for incident wave 

heights which are considerably higher than  those at T  = 15.5 sees.   The absolute 

difference in rate of deformation between the wave periods T = 15.5 sees and 

T = 14 sees is less for the apron  length   L, = 30 m than for L„ = 50 m,  which 

may explain the small difference in the wave heights,  causing  "little" damage, 

between  T =  15.5 sees and T =  14 sees at this shorter apron  length. 

With a further decrease of the wave period to  12 sees,  incident waves 

were observed either to surge over the breakwater crest or to fall  into the water 

in  front of it when  the plunging  jet did  not reach  the front face of the break- 

water when  breaking.   On  increasing  the wave heights,   the breaking-point moved 

more offshore,  resulting  in  largely reduced wave attack.   In  two such situations  the 

damage described as  "little"  was not even  reached. 

In general,  it may be  concluded  that the  foreshore acts as an obstacle 

on  which  the waves  become  unstable anc' subsequently may break at a  certain dis- 

tance  from  the breakwater.   The initiation of damage,  however,  depends entirely 

on a very subtle combination of water depth, sea-bed configuration, wave period 

and wave height. 
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DAMAGE ..SLIGHT" 

T*12 T*14      T=15.5 
-*- WAVE PERIOD (s) 

APRON WATER 
LENGTH L2 LEVEL 

30 + 7.50 
50 +1.50 
30 +0.50 
50 +0.50 

WAVE HEIGHT FOR DAMAGE„ LITTLE" 
VERSUS WAVE PERIOD.      PROFILE JL 

Fig.   8    Relation wave height for damage  "little" versus wave period 
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In addition    to the experiments with regular waves,  tests with irregular 

waves have been carried out.  In this case,  the significant wave height was 

increased in steps, every step lasting about 8 hours prototype, whilst the top 

period, i.e.,  the period in the wave energy spectrum with maximum energy 

density, was equal  to T    =12 sees and T = 14 sees.   Some of the results, summa- 

rized in damage functions, are shown in  Figures 9 and 10. A total of six different 

combinations of water level, apron length and wave period were tested. 

Comparing the damage functions for irregular and regular wave action, 

both for a "little" damage, it was found that the ratio    of the significant wave 

height H , and the regular wave height,  H   to cause similar damage was equal 

to: 

H 
—   =    1.15    to    1.33. 
H 

So on the average equal damage will occur when 

H    S   1.25 x H , or H    &i   Y\. o,    , where H, o,    is the wave height which is 

exceeded by 4   /o of all waves, provided that the regular wave period is equal 

to the top period of the wave spectrum and that the duration of the tests is also 

equal. 

If is often assumed,  partly on the basis of experiments with particular 

breakwater profiles,  that H    should be equal  to H    in order  to produce equal 

damage (Ref. 4). Although this relation may be correct for particular breakwater 

cross-sections and a rather high extent of damage, it seems to be purely accidental 

and it is certainly not generally applicable, as already indicated.   In fact,  there 

is no physical  basis whatsoever for this equality,  as the significant wave height 

H   is a more or  less arbitrarily chosen  characteristic height of an irregular train 

of waves.   In  this respect reference is also made  to Ref.  5,  where  from experiments 

on rip-rap revetments of various slopes and compositions it was concluded that 

H   s=s   H,  o/ . r I    /o 

A direct relationship between breaker distance and wave attack can be 

shown from the experiments with Profile I.  These experiments were carried out 

with irregular waves only and with T    = 14 sees and 4 different apron lengths. 
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Damage functions are presented on Figure  11.   Serious damage occurred under 

design conditions (i.e.,  H   = 8.5 m) with the originally proposed apron length L. of 

20 m.  Moreover,  the damage increased rapidly with a small  increase of wave height. 

The damage was considerably less for apron length of L,   = 3 m and L.   = 50 m. 

For L,   =3 m  waves were observed not to break in  front of the breakwater,  but 

on the breakwater itself, which causes the wave to surge over the crest, whereas 

for  L,   = 50 m  the  impact point of the higher waves is  located so far seaward 

of the breakwater that the wave energy is reduced substantially. 

In this respect reference is made to Figure  12, which indicates the 

relation between the incident wave height and the wave height on the apron in 

the absence of a structure. 

4.    CONCLUSIONS 

The provision to extend the bottom protection seaward, entailing  the construction 

of a  relatively high  foreshore in  front of the  Europoort breakwater if the depth 

in front tends to exceed a certain value, proved to be a helpful means of limiting 

wave forces which would otherwise become prohibitive.   However,  the design of 

this foreshore profile should be tested with a large variaty of preferably irregular 

wave  conditions,  as particular combinations of wave  characteristics and foreshore 

profiles may give rise to extra  large damage. 

The occurrence of maximum wave attack on  the  Europoort breakwater can  be 

related  to the distance  between  the  front face of the structure and the breaking- 

point.   The exact  location of the breaking-point and the  conditions on which  this 

breaking  will  occur are very difficult to  predict,  as they depend on a  rather 

subtle combination of water depth,  foreshore configuration, wave period and wave 

height. 

Experiments with regular waves only give qualitative information, as it is 

not clear beforehand which  wave height within  the statistical  variety of natural 

wave heights should be selected as  the representative one.   The  frequently used 

assumption  that  H        .      has to be equal  to  the significant wave height H    may r regular ^ 3 a        s       ' 
be  correct in particular situations,  but is in general  purely accidental. 
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CHAPTER 86 

ENGINEERING PROPERTIES OF SEA FLOOR SEDIMENTS FROM LA JOLLA CANYON 

1 2 
"by: Iraj Noorany and Robert A. Zinser 

Abstract 

Near surface sea floor sediments were obtained "by the tracked underwater 
•vehicle RUM from four locations on the floor of the La Jolla Canyon. The 
sediments were clayey silts of high plasticity. The engineering properties 
of the sediments, including grain size, index properties, strength and com- 
pressibility, were determined. 

Introduction 

This paper covers the engineering properties of sediment samples from 
four locations on the floor of the La Jolla Canyon, north of San Diego on 
the Pacific coast, at waters ranging in depth from I256 feet to 133^ feet. 
The samples were taken by a 2.875 in. in diameter, 22 in. long sampler 
attached to the RUM (Remote Underwater Manipulator), a research vehicle of 
the Marine Physical Laboratory of the Scripps Institution of Oceanography, 
University of California. 

The RUM, (Fig. l), is an unmanned tracked vehicle designed for sea floor 
explorations in water depths of more than 6000 feet (l,2,3). An umbilical 
cable connects RUM with a surface support platform. RUM has been equipped 
with a remotely controlled sediment corer, vane shear device, (Fig. 2), and 
cone penetrometer, (Fig. 3). A description of the sampling and in situ 
testing operations by RUM on the floor of the La Jolla Canyon was given by 
Anderson et al (3). Fig. h  shows the sample locations. Water depths and 
the burial depths of the samples are given in Table 1. 

Table 1 - Site Data 

Water Depth Burial Depth 
Sample Location 

1 

Feet Inche s 

A-5 1256 8 
B-6 2 1369 9 
C-8 3 1275 13 
D-9 h 133^ 6 

(1) Professor of Civil Engineering, California State University, San Diego, 
California. 

(2) Graduate Research Assistant, California State University, San Diego, 
California. 
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Index Properties 

The samples recovered were gray-green organic clayey silts of high plas- 
ticity which classify as MH-OH according to the Unified Classification System. 
The gradation curves, (Fig. 5), for the samples indicated 86 to $k  percent 
material finer than 0.074 mm (U.S. Standard Sieve No. 200), and approximately 
5 percent clay size material (finer than 2 microns). The index properties 
of the sediments are given in Table 2. The water contents listed might he 
slightly lower than the in situ values because the samples were very soft 
and tended to compress under their own weights in the sampling tube during 
the storage period prior to testing. This may be the main reason for the 
differences between the water contents reported in Tables 2 and 3. 

Table 2 - Index Properties* 

w G S y 
Yd w I 

Sample i. s i. pcf pcf _L _P LI 

A-5 106.6 2.75 99.9 90.0 ^3-7 8k kk 1-5 
B-6 108.1 2.70 100.0 90.3 ^3-3 81 39 l.k 
C-8 96.9 2.70 100.0 92-5 U6.8 71 33 1.9 
D-9 97-5 2-73 99-3 91-5 k6.k 77 33 1.6 

* w is water content (ratio between weight of water and weight of 
solids); G is specific gravity of solids; S is degree of satura- 

s 
tion; y   is unit weight;  Y, is dry density (ratio between the dry 

weight and total volume); wT is liquid limit; I is plasticity index 
" V 

and LI is liquidity index. 

Shear Strength 

The undrained strength of each sample, determined by laboratory vane shear 
test, is given in Table 3- Pig. 6 shows a typical result of the laboratory 
vane shear test. The value of shear strength measured on sample D-9 appears 
high because of the reduction of water content caused by compression of the 
sample under its own weight in the sampling tube during the storage period. 
Sensitivity (the ratio between the undisturbed strength and fully remolded 
strength) values of 2 to k  indicate "medium sensitivity." However, the 
actual sensitivities might be higher since disturbance and other changes 
caused by sampling and handling undoubtedly decreased the undrained strength 
of the samples. In situ vane shear tests by the RUM (3) in location Ho. 3 
indicated a shear strength of approximately 0.5 psi at a depth corresponding 
to the burial depth of sample C-8 for which the laboratory vane shear was 
0.3 psi. 
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Compressibility 

Consolidation tests were performed on 2.5 in. in diameter, 1 in. thick 
samples using a load increment ratio  Ap/p=l, starting at a low stress of 

o 
about 0.015 Kg/cm (0.21 psi). Fig. 7 shows a typical result of consolida- 
tion test.  Data from consolidation tests are summarized in Table h.    Fig. 8 
shows a comparison between the compressibility characteristics of the clayey 
silt sea floor sediments tested and those of soft clays. The somewhat lower 
compressibility properties of these sediments are partly due to their high 
silt content.  However, the values of the compression indices in situ might 
be higher than those determined from the samples because of the influence of 
sampling and disturbance on the compressibility characteristics of these 
sediments. 

Table 3 - Undrained Shear Strength 

Water Yane Shear 
Content Strength, Su 

3 ample Location 

1 

i psi Sensitivity 

A-5 113 0.13 2.8 
B-6 2 101 0.28 2-3 
C-8 3 105 0.30 3-3 
D-9 1+ 63 0.5^ 3-2 

Table k  - Compressibility Data 

Water Initial 
Content Void Ratio Compression 

Cc/l+e0 Sample * eo Index,  Cc 

A-5 106.6 2.93 O.72 0.18 
B-6 108.1 2.91 O.78 0.20 
C-8 96.9 2.61 0.66 0.18 
D-9 97-5 2.66 O.63 0.17 
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Summary 

The engineering properties of near surface sediments obtained "by the RUM 
from four locations on the floor of the La Jolla Canyon in waters ranging in 
depth from 1256 to 133^ feet were determined. The samples, which were clayey 
silts of high plasticity, had water contents higher than their liquid limits, 
had very low strengths (less than 0.5 psi) and medium sensitivities. The 
samples were highly compressible, but their virgin compression behavior, as 
evidenced by the C /l+e values, were somewhat lower but not very different 

from those of other known marine cohesive soils (4,5). 
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CHAPTER 87 

COASTAL SAND MINING IN 
NORTHERN CALIFORNIA, U.S.A. 

by 

Robert L. SloanJ 

ABSTRACT 

The commercial mining of sand at coastal locations along California has been 
a continuing activity at some sites, sporadic at others and altogether discon- 
tinued at still other sites.  This mining activity includes all methods of sand 
mining (dragline, self-propelled bottom-dump scrapers, diesel shovels, etc.) 
and may be classified by littoral zone location as (1) mining from a beach fore- 
shore or backshore area wetted by the normal tidal range, (2) mining within a 
river mouth or other estuary upstream from the ocean but still within the tidal 
zone, and (3) mining from bluff or dune areas not wetted by the normal range of 
tides but still within the littoral system.  Processing of the sand thus mined 
takes place when the material is transported from the mining site, usually by 
end dump trucks or belt conveyor to either a fixed or a portable plant. 

Commercial uses of the sand thus mined fall into two general categories, 
(1) construction and (2) special purposes.  Construction usage includes aggregate 
for concrete, asphalt, mortar, plaster and stucco, base material in road con- 
struction, and fill and structural backfill.  Specialty uses include sand blasting 
and filtration material, foundry and engine sands, and raw material for manufac- 
ture of glass and ceramics. 

Within the area studied (see Figure 1) the Monterey Bay area has the highest 
concentration of mining activity.  To the north, the area around Fort Bragg 
yields significant quantities to the commercial miner.  Most of the remaining 
coastal sand mining activity is concentrated in the San Francisco area. 

iSpecial Assistant to the Director, U.S. Army Coastal Engineering Research 
Center, Washington, D. C, U.S.A. 

2civil Engineer, Navigation and Shoreline Planning Branch, Engineering Division, 
U.S. Army Engineer District, San Francisco, California, U.S.A. 
3civil Engineer, Chief, Navigation and Shoreline Planning Branch, Engineering 
Division, U.S. Army Engineer District, San Francisco, California, U.S.A. 
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Total sand (and gravel) production in California is increasing at a rate 
that is rapid even when compared with the production increases of other 
minerals in the state.  Although that portion of total sand production occur- 
ring in the shore zone is extremely small compared to the vast quantity of 
sand comprising the present littoral system, the mining of sand does reach 
significant magnitudes in specific physiographic reaches along the coast. 
This is important inasmuch as sandy beaches represent a major recreational 
asset to certain coastal areas of the world. 

INTRODUCTION 

The study area for this paper extends from the Monterey Bay Area on the 
south to the vicinity of Fort Bragg on the north, or a total distance of 
about 230 nautical miles.  San Francisco and San Francisco Bay are located 
about midway between Monterey and Fort Bragg (see Figure 1).  Although the 
investigation of particular sites is limited to this portion of the California 
coastline, the paragraphs discussing the California sand and gravel industry 
in general apply statewide.  Raised numbers in parentheses throughout the text 
refer the reader to the list of references at the conclusion of this paper for 
source material.  Additional references of interest are listed following these 
under the heading "General References." 

THE SAND AND GRAVEL INDUSTRY IN CALIFORNIA ^-X2) 

The economic and population growth of California has been paralleled by 
that of one of its leading non-metallic commodities — sand and gravel.  This 
fact is clearly illustrated on Figure 2 which shows total sand and gravel 
production in the State of California for the years 1920 through 1964. 
California's total production in 1920 was almost 5 million tons and by 1964 
this had risen to over 100 million tons.  To further illustrate this growth, 
by 1969 total production had risen to 125 million tons, by 1970, 140 million 
tons and last year, 1971, 145 million tons.  Since 1942 California has led 
the nation in the production of sand and gravel, with only petroleum products 
and cement outdistancing sand and gravel in total production within the state. 
About two percent of California's total output of sand and gravel is produced 
from beach and dune deposits. 

USES OF SAND AND GRAVEL (1X3X4) 

About nine-tenths of the state's output is used as aggregate in mixtures 
of either Portland Cement or asphaltic compounds for use in construction or 
road building.  The remaining one-tenth is specialty sand, mostly used in glass 
making, sandblasting, filters and foundry processes.  This breakdown of sand 
and gravel into use categories applies to sand alone as well.  Commercial uses 
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of sand fall into two general categories, (1) construction and (2) special 
purposes.  A further breakdown as to specific uses under each, general category 
may be helpful.  The "construction" use category includes: 

a. Aggregate for portland cement, concrete, asphalt concrete, mortar, 
plaster and stucco. 

b. Base materials in road construction. 

c. Fill and structural backfill. 

Included under "specialty purposes" we find: 

Glass Making Specialty Aggregate 
Foundry and Engine Sand (granules for roofing, 
Paint Filler landscaping or aquariums) 
Enamels Sandblasting 
Pottery and Ceramics Filtration 
Abrasives 

SOURCES OF SAND AND GRAVEL C1)^) (5) (6) 

Sand for commercial purposes is commonly found in three different types 
of source materials: Quaternary-i/ beach and dune deposits, Quaternary stream 
deposits in channels, floodplains, terraces and alluvial fans and older for- 
mations. Much of the sand and practically all of the gravel used in construc- 
tion comes from Quaternary stream deposits.  Specialty sands and granules, on 
the other hand, are obtained almost entirely from Quaternary beafih and dune 
deposits.  The latter deposits are also important sources of construction sand. 
A small amount of road construction material has been obtained from older for- 
mations of sand and gravel. 

HISTORY OF SAND MINING 

Sand mining activity along the coast can be traced backward in time to 
about 1865 when California's first State Geologist, J.S. Whitney,^') reported 
that large quantities of white sand suitable for glass manufacture existed in 
the Monterey Bay-Carmel Bay area at Cypress Point and Pescadero Beach.  The 
first reported use of sand from coastal sources such as these began in Monterey 

11  The last one million years, in terms of geologic time, are referred to as 
the Quaternary Period. 
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at least as early as 1867 when it was mined for use by the San Francisco glass 
industry to make lighthouse glass and wine bottles.  J.R. Browne^ reported 
that two of the glassworks employed 150 men and boys and annually produced 
$250,000 worth of glassware, using the deposits "near the harbor of Monterey" 
as the chief source of sand. 

PRESENT ACTIVITY 

Present sand mining activity on the reach of coast from Monterey to Fort 
Bragg is still concentrated in the Monterey Bay area with the remaining 
activity essentially limited to the Fort Bragg and San Francisco areas. 

SPECIALTY SANDS^ 

Keeping in mind the specific uses for specialty sands, in 1964, California 
produced 1,482,000 tons of specialty sands, or about 1.5 percent of the state's 
total sand and gravel production for that year.  The value of the 1964 pro- 
duction of specialty sand was over $6,000,000.  The following tabulation pre- 
sents the use breakdown for the 1964 production: 

Glass Making 65% 
Sandblasting 13 
Grinding and Polishing 6 
Engine Sand 4 
Other Uses 12 

100% 

As stated previously, the specialty sands used in California consist largely 
of material from Quaternary beach and dune deposits and early Tertiary sandstones. 
Most specialty sands are obtained from the purest available sand deposits that 
can be economically worked.  A high content of quartz makes the sand physically 
durable and chemically inert, and also provides silica as an ingredient of glass 
and soluble silicates. 

Recent beach and dune sands along the Pacific Ocean, in general, contain a 
lower percentage of quartz and a higher percentage of feldspar, dark mineral 
grains, and rock fragments than the Tertiary sandstones that are mined for high 
silica specialty sands.  Beach sands, therefore, are used for minor applications 
that do not require high purity silica sand.  Most beach sand deposits are meas- 
urable in millions of tons, have little or no overburden and can be mined inexpen- 
sively. Most of the beach and dune sand that is mined in California for specialty 
uses is obtained from two areas in Monterey County; one immediately southwest of 
Pacific Grove and the other along the shore of Monterey Bay.  The deposits south- 
west of Pacific Grove are unlike any others in California because of their very 
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white  color and general lack of clay,   iron-bearing minerals   and rock fragments 
(Figure  3).     The east shore of Monterey Bay  is  formed almost  entirely  of sand 
dunes which have  an  appreciably higher content  of iron than the Pacific Grove 
sand  (Figure 4) . 

•<&jflifrv 

FIGURE 3. Remaining dune deposits Southwest of 
Pacific Grove 

Most of the beach and dune sands in Northern California contain large 
proportions of dark mineral grains and dark rock fragments, and have been much 
less extensively used as specialty sands than those from Monterey Bay and south- 
ward.  In 1963, for example, all of the specialty sand recovered from California 
beaches was obtained from 7 operations, 5 in the Monterey Bay area and 2 in 
Southern California. 
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>fir 

FIGURE  l\.     East shore of Monterey  Bay 

METHODS  OF EXTRACTION (4) (5) (6) 

How is the sand extracted in coastal mining operations? Most of the 
operators on Monterey Bay, for example, dredge the sand from the surf zone 
using a dragline bucket (Figure 5).  Some dune sand is also mined in this 
manner.  Other equipment used includes clamshells, diesel or electric shovels, 
frontend loaders (Figure 6) and bulldozers.  Processing of the sand thus mined 
takes place when the material is transported from the mining site to either a 
fixed or portable plant.  Modes of transportation used include end dump trucks, 
tractor scrapers, self propelled bottom dump scrapers and conveyor belts 
(Figure 7).  This paper will not attempt a discussion of plant facilities, how- 
ever, an excellent and detailed discussion of those in the Monterey Bay area is 
contained in Earl W. Harts 1966 report entitled, "Mines and Mineral Resources 
of Monterey County."''*' 
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FIGURE 5.  Dragline bucket in surf zone. 

FIGURE 6.  Removal of sand using front-end loader 
and dump truck. 
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FIGURE 7. Transportation of sand from mining site to 
plant via conveyor belt. 

DISCUSSION OF SPECIFIC SITES 

The remainder of this paper will be devoted to a discussion of specific 
operating sites along the coast, beginning on the north near Fort Bragg and 
proceeding downcoast to the Monterey Bay area.  Table 1 gives the distances 
between these sites in nautical miles.  A listing of discontinued operations 
follows the "MONTEREY PENINSULA" discussion under the heading, "INACTIVE SITES. 
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TABLE 1 

Distances Between Mining Operations Discussed 

Site Miles 

Ten Mile River 

Ten Mile River Beach 

Fort Bragg 

Mouth of Russian River 

Golden Gate 

Ocean Beach 

Daly City 

Mouth of Salinas River 

Monterey 

Monterey Peninsula 

0-5.0 

4.0-9.0 

75.0 

60.0 

5.0 

6.0 

80.0 

12.0 

4.0-8.0 

In discussing quantities in the Monterey Bay area it has been necessary to 
do so in broad terms, i.e., no breakdown is available for each operator.  This 
is, of course, due to the proprietary nature of this information. Another real 
problem in discussing total quantities for any given reach of coast is that of 
sand mining done extra-legally.  (State and Federal permits are required for any 
mining activity seaward of the mean high tide line.)  These operations go on un- 
detected and the quantities, of course, are never reported.  To further compound 
the problem of how to accurately estimate total quantities, much of the legal 
sand mining activity occurs above the mean high tide line and may or may not be 
reported since it's beyond the purview of the regulatory agencies. 

FORT BRAGG AREA 

Ten Mile River 

A Fort Bragg gravel company mines the Ten Mile River streambed deposit which 
extends for about five miles upstream from a point one mile east of the Highway 1 
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Bridge.  The material is excavated with a dragline to a depth of five feet and 
then hauled by trucks to the plant about one mile away.  Reported capacity of 
the plant is 300-500 cubic yards per day.  Products are essentially concrete 
sand and gravel and bituminous sand and gravel. 

Ten Mile River Beach (9) 

From the mouth of the Ten Mile River, approximately nine miles above Noyo 
Harbor, to Laguna Point, approximately 4.3 miles above Noyo Harbor, the coast 
is low and contains an extensive beach, locally known as Ten Mile River Beach. 
Portions of this beach have been intermittently mined for sand by the same Fort 
Bragg gravel company since about 1961. 

At Mean Higher High Water, the beach is about 100 feet wide.  The beach con- 
sists of a dark sand with a median-grain size at mean sea level of between 0.52 
and 0.90 millimeters (mm).  The backshore grain size varies considerably from 
2.0 mm to 0.52 mm.  Ten Mile River Beach is backed by prominent sand dunes. 
These dunes extend inland approximately 0.8 mile, and are traveling to the south- 
east under the influence of the predominent northwest wind at an average rate of 
about two feet per year and at a maximum rate of four feet per year (Figure 8). 

FIGURE 8.  Inland advance of Ten Mile River Beach dunes. 
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The State of California is in the process of acquiring Ten Mile River Beach 
for inclusion in the State Park system.  Once included, commercial sand mining 
on the beach would be prohibited.  However, until the transaction is finalized 
there is nothing to prevent the continuing removal of beach sand.  During a 
period of about one month in the spring of this year, the company mined about 
5,000-7,000 cubic yards from two separate beach sites (Figure 9). 

FIGURE 9.  Upper beach mining site - Ten Mile River Beach 

Jenner (Mouth of the Russian River) 

The area near the mouth of the Russian River is presently an untapped source 
of aggregate material (Figure 10).  Reliable estimates place the sand and gravel 
deposit in this area at 60,000,000 tons.  A San Francisco based construction and 
mining company negotiated a lease contract in 1966 with the California State 
Lands Commission.  This gave the company the exclusive right to remove sand and 
gravel from the bed of the Russian River in an area within 4-1/2 miles of the 
river mouth.  In payment for this privilege, the State could either accept cash 
royalties or parcels of real property for use as part of a State park.  The 
mining company was unable to extract sand and gravel subsequent to execution of 
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the contract due to their inability to maintain a channel opening at the river 
mouth.  The company had planned to use ocean going barges to transport the 
material to their San Francisco Bay processing plant.  Then in 1970, strong 
objections to the proposed operation were raised on environmental grounds and 
in September 1970 the county of Sonoma turned down the company's permit application. 

FIGURE 10. Mouth of the Russian River. 

SAN FRANCISCO AREA 

San Francisco County - Ocean Beach'10) \H) 

In 1953, the city of San Francisco first took bids from private contractors 
for the mining of sand from Ocean Beach.  Between June 1959 and June 1967 a 
total of 176,000 cubic yards of sand was removed from the section between Sloat 
Boulevard and the Cliff House.  The city dictates how much sand will be removed, 
and from where.  The contractor removes it, and gives the city whatever it needs, 
for asphalt mix, backfills and sandboxes.  The contractor may sell whatever is 
left, paying the city a specified figure (forty-six cents per cubic yard in 1964, 
ninety-six cents in 1967). 
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Because of this operation, an argument has raged for years between local 
beach buffs who insist the city is ruining the beach for the sake of the 
"almighty dollar" and the city whose officials defend the sand removal as 
necessary to prevent closure of the Great Highway by blowing sand.  Short 
periods of closure have been necessitated in the past due to blowing sand and 
sand on the roadway. 

The last collection of money by the city of San Francisco for the selling 
of sand took place on 14 July 1967.  At that time the contractor was instructed 
to cease his operation, however, he was still conducting unauthorized sand re- 
moval activities through October of that year.  Shortly thereafter, however, 
the commercial operation was brought to a final halt. 

Subsequent to cessation of the commercial operation in 1967, the city and 
county of San Francisco has continued periodically to remove sand from the 
dune and beach areas, presumably to lessen the impact of blowing sand (Figure 11). 
However, no quantities are available from 1967 to the present. 

- 

FIGURE 11.  Sand removal from Ocean Beach area 
San Francisco 
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Daly City 

Q21f131 According to newspaper accounts in late 1971,   /v J   the mining of sand 
from the ocean front near Mussel Rock (Daly City-Pacifica boundary) by a San 
Francisco scavenger company had, at that time, been going on for about six 
years (Figure 12).  This sand removal was halted in 1971 when the company was 
notified that they were conducting the operation without the required Federal 
(Corps of Engineers) or State (State Lands Commission) permits. 

- 

- • 

FIGURE 12.  Scavenger Company sand mining operation 
Daly City 

This sand removal beginning in 1965 was necessitated, according to the 
company, to permit the laying of a foundation for a seawall along a 1,900- 
foot stretch of beach from Mussel Rock north.  The necessity for the seawall 
was, in turn, attributed to wave action which had, at that time, uncovered an 
abandoned dump.  Refuse from this dump had begun to float to sea and adjacent 
beaches were being polluted resulting in a cease and desist order from the State 
Water Quality Control Board pertaining to the dumping site.  Construction of the 
seawall was necessary to satisfy the Board. 
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According Co a company spokesman,   only  about  2,500  cubic yards  of sand 
were exported over a  10-month period.     This material was  sold  for  forty  cents 
a cubic yard.     Others  estimate this  quantity  to be much higher and  the mining 
activity to have extended over a longer  (6-year)  period of time. 

MONTEREY BAY AREA^) 

Mouth of Salinas River C1^ 

It has been reported that the Monterey County Flood Control District has 
been removing sand from the river mouth periodically over a period of about 
ten years.  This is done to provide better flow characteristics thereby re- 
ducing flood hazards in the lower reaches of the river.  The sand removed by 
the county is placed alongside the mouth and some of this is probably removed 
by private interests for varied uses.  Although much of the area is owned by 
a private concrete aggregate company, it is not believed that the company uses 
any of this material for commercial purposes. 

Along Monterey Bay (General) 

Sand is obtained from well established plants operating from about two 
miles south of the Salinas River mouth to the city of Monterey (Figure 13). 
The mouth of the Salinas River is shown near the lower right-hand corner of 
Figure 13. Due to the fact that these beaches are either advancing or re- 
treating, sand producers here have some difficulty in locating draglines and 
equipment. 

Total production along Monterey Bay since inception of this industry has 
been estimated at about 9,000,000 tons. 

Lone Star Industries-Lapis Deposit 

This site, two miles north of Marina and about two miles downcoast from the 
mouth of the Salinas River is the northernmost operation in the Monterey area 
and has been operating since 1906.  Since 1929 it has been operated by Pacific 
Cement and Aggregates, now Lone Star Industries.  Processing equipment is now 
used to produce sand for. .concrete aggregate and mortar and sand for sand- 
blasting and other specialty uses. 

The modern beach sand has not been used much since 1959.  The operator is 
now using an older beach deposit about one-quarter mile inland from the shore- 
line.  The coarser sand is excavated using a suction dredge floating in a 
circular pit about 400 feet in diameter.  The material is pumped to the plant 
where it is sorted hydraulicly, classified and dried.  Sand is shipped from 
the plant by truck and rail, dry or wet, bulk or sacked. 
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FIGURE 13. Monterey Peninsula  and East shore  of 
Monterey Bay. 

Seaside  Sand and Gravel Company 

This plant is located about one mile northwest of Marina, just north of the 
Monterey Sand Company's Marina plant and about one mile downcoast from the Lone 
Star Industries-Lapis Deposit   (Figure 14).     Since 1957 coarse sand has been taken 

FIGURE 14.     Seaside Sand and Gravel Conpany. 
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from the breaker zone using a dragline scraper.  The dunes are not high in this 
reach of shoreline.  The sand is moved to a nearby surge pile and conveyed to 
washing and screening equipment.  Principal products are blasting sand, plaster 
sand, concrete sand and roofing granules.  Sand is shipped in bags or bulk. 

Monterey Sand Company-Marina Deposit 

This beach sand deposit was developed in approximately 1944 and is located 
about one mile north of Marina and less than one mile downcoast from the Seaside 
Sand and Gravel Company operation.  The material taken from beach is coarse and 
well sorted.  It is mined from surf zone using a typical dragline scraper.  It is 
then taken from the surge pile, washed and classified.  Blasting and plastering 
sands are the principal products, but the plant also produces engine and filter 
sand and roofing granules (Figure 15). 

-*K 

FIGURE 15.  Monterey Sand Company - Marina Facility. 

Lone Star Industries-Prattco Deposit 

This deposit is located further downcoast in Sand City but still about five 
miles upcoast from Monterey.  Beach sand mining has occurred at this site since 
1921.  The present operator, formerly Pacific Cement and Aggregates, produces 
sand for concrete, blasting and stucco.  Dragline scrapers remove sand from both 
the surf zone and the extensive dune deposits (Figures 16 and 17).  The sand is 
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stockpiled, partially sorted and blended.  Medium grained sand is taken from the 
dunes and coarser sand from the beach.  Dredging from the beach is often discon- 
tinued during the summer when the sand becomes too fine.  On the whole, however, 
more beach sand than dune sand is excavated.  The equipment is located on the 
dunes about thirty feet above sea level. 

<*v 

FIGURE 16.     Lone Star Industries-Prattco Deposit, 
surf zone mining. 

FIGURE 17.     Lone Star Industries-Prattco Deposit, 
dune mining. 
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Granite Construction Company Deposit 

Located in Sand City, this plant has produced fine aggregate for con- 
crete and asphalt since the late 1940's.  Coarse beach sand is taken from 
the surf zone with a dragline scraper, and medium grained sand is taken by 
dragline scraper from the dunes. Material over 4-mesh size is removed and 
the dune and beach sands are blended, stored and trucked unwashed to the 
concrete and asphalt batch plants one-quarter mile to the east. 

Monterey Sand Company-Sand City Deposit 

Located in Sand City, this is the last operation before coming to the 
city of Monterey.  This deposit has been worked since before 1931.  The 
present company has been operating here since 1946.  Coarse beach sand is 
taken from the surf zone using a dragline scraper (Figure 18).  Dune sand 
is also taken.  From the surge pile the sand is moved by conveyor to the 
washing-classifying section. It is hydraulicly sorted, blended'and stored 
for bulk shipment by truck.  The principal products are concrete fine aggre- 
gate, plaster sand and blasting sand.  The company owns a drying-screening 
plant two-thirds of a mile to the south. 

FIGURE 18.  Monterey Sand Company - Sand City Facility. 
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MONTEREY PENINSULA 
(4) 

General 

Along the scenic Monterey Peninsula coastline (Figure 13) between Monterey 
and Carmel, beach deposits are scant, but extensive dunes once stretched up 
to one-half mile inland and over 200 feet above sea level in height in some 
areas.  The white sand found in these dunes has been used for glass manufac- 
ture and specialty construction purposes.  It is a medium-grained sand con- 
sisting almost entirely of equal parts of quartz and feldspar.  These dunes 
have been mined extensively since about 1903 and the original sand reeouEcft-is 
now largely depleted.  Figure 19 shows an area that was once covered by ex- 
tensive dunes.  At present two companies have mining operations and/or proc- 
essing plants on the peninsula coast. 

FIGURE 19.  Area formerly covered by extensive dunes. 
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Owens-Illinois Moss Beach Deposit 

The  first  of  these is  Owens-Illinois whose Moss  Beach deposit is   located 
at  the southern part  of Moss  Beach  along  the Seventeen Mile Drive.     The prop- 
erty  is  owned by Del Monte Properties  Company  and  leased  to Owens-Illinois. 
Dunes  up  to  forty  feet in height  formerly  covered this area reaching about one- 
half mile   inland.     Dune sand has been bulldozed  to  a surge pile and moved  on a 
half-mile long conveyor belt   (Figure  20)   to  the processing plant.     Since  1903 
this  operation has   depleted nearly all of  the dune  resource at  this  site.     The 
sand  from this  deposit is   classified and extensively washed and cleaned at  the 
processing plant.     This  process  provides   the  company with the  feldspathic  raw 
material  for  the production of  flint and colored glass.     A small amount  of  the 
sand has been  used  for other specialty purposes. 

FIGURE 20. Surge pile and conveyor belt - 
Owens-Illinois Moss Beach Deposit. 
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Del Monte Properties 

The other peninsula operator, Del Monte Properties, is presently limited 
to the processing of sand trucked in from inland deposits. The company had 
been operating dune deposits at Moss Beach and Fan Shell Beach, but these 
resources are nearly depleted. 

INACTIVE SITES 

Based on a reconnaissance of the study area in 1961, the following coastal 
sand mining sites were reported as active at that time.  In the case of Muir 
Beach, a field estimate of the total quantity mined was made: 

Site County 

Total 
Quantity 
Mined 
(Cubic Yards) 

Navarro River 
Muir Beach 
Rockaway Beach 

Mendocino 
Mar in 
San Mateo 

Unknown 
5,000 
Unknown 

SUMMARY 

In conclusion then, what are the problems facing the sand miner, and 
conversely, what is mining's effect on the sand resource?  One of the miner's 
problems has just been covered.  In areas where mining activity has been 
going on since the beginning of this century, the sand resource has been 
noticeably depleted.  This is especially true along the Monterey Peninsula 
where replenishment by wind and wave action is less than the excavation rate. 
Near population centers, another problem emerges, that of recreational and 
residential development, such as the golf course shown on Figure 21, further 
limiting utilization of the remaining beach and dune deposits. 

Finally, then, and to repeat an earlier statement, although only about 
two percent of California's total output of sand and gravel is produced from 
beach and dune deposits and although this is quite small when compared to the 
vast quantities of sand comprising the present littoral system, the mining of 
sand does reach significant magnitudes in specific physiographic reaches along 
the coast.  This is important inasmuch as sandy beaches represent a major rec- 
reational asset to certain coastal areas of the world. 
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FIGURE 21.  Golf course, Monterey Peninsula. 
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ABSTRACT 

The Florida Legislature passed a law in 1971 requiring the establishment 
of coastal construction setback lines on a county basis along the sand beaches 
of the State of Florida fronting on the Atlantic Ocean and the Gulf of Mexico. 

Florida's beach areas (valued in $ billions) are being developed at an 
accelerated rate, however the coastline is in a general state of serious erosion. 
These factors combine to make implementation of the above law extremely urgent. 

The Coastal and Oceanographic Department of the University of Florida 
has a contract with the Florida Department of Natural Resources to furnish a 
comprehensive engineering study of the various coastal counties of Florida in 
order to provide the technical information and make recommendations for the 
establishment of such setback lines. 

A typical coastal county study is described. The study included historical 
data related to shoreline stability, field measurements, computations and 
evaluation of all pertinent factors. Some factors considered were dune 
elevations, foreshore-offshore slopes, erosion trends, storm surge, vegetation 
bluff line, wave setup, uprush, coastal structures and upland development. 

Analysis of the pertinent factors resulted in formulation of criteria 
that were applied in recommendation of the setback line. The criteria- 
application is described along with adoption procedures as required by law. 

I. INTRODUCTION 

Chapter 161.053, Florida Statutes, enacted by the 1971 session of the 
State Legislature, provides that the Department of Natural Resources (Governor 
and Cabinet) shall set a Coastal Construction Setback Line along the Gulf and 
Atlantic shores of the State. This law prohibits any construction, excavation, 
damage to dunes or vegetation and driving of vehicles on dunes, seaward of the 
established setback line. 

The purpose of this law is the protection of upland properties and the 
control of beach erosion by preservation of the natural beach-dune system. 

This law states that the setting of this line shall be based on data 
resulting from comprehensive engineering and topographic-hydrographic surveys, 
erosion trends, predictable storm tides, wave runup, the vegetation bluff 
line, and other technical data. 

Subsequently, the Department of Natural Resources, through the Bureau of 
Beaches and Shores, entered into a contract with the Coastal and Oceanographic 
Engineering Department of the University of Florida's College of Engineering 
for the required studies and surveys. 

1599 
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II. PROBLEM BACKGROUND 

Florida's coastline has been considered one of the most beautiful 
recreational areas in the world. It has over 800 miles of sand beaches fronting 
the Atlantic Ocean and the Gulf of Mexico. It has beautiful dune formations, 
clean white sand and a sub-tropical climate which attracts over 25 million 
tourists per year. 

Its sandy beaches backed by dunes constitute a natural defense against 
the sea. The beach area is highly dynamic, and seasonal fluctuations of the 
shoreline are a normal occurrence, However, Florida is subjected to winter 
northeast storm and tropical hurricanes, and abnormal assaults on the coast- 
line may result in severe erosion or wild fluctuations. Sand dunes are 
nature's "insurance" in these instances. Although showing the scars of battle 
(scarps), nature usually provides a healing or rebuilding time before the 
next abnormal onslaught. In undeveloped beach areas bounded by natural dunes, 
the shoreline fluctuations are not readily apparent to the casual observer. 
Thus, parts of Florida's coastline have been considered relatively free of 
beach erosion and fluctuations. However, coastal development by man encroach- 
ing on the dynamic beach area provides "reference point" whereby natural shore- 
line fluctuations and beach erosion becomes readily apparent. 

Recent history (geologically speaking) has shown that Florida's shorelines 
are in a general state of natural erosion (submergence),due mainly to a rise 
in sea level. But man's actions have and still are the biggest contributing 
factor to the State's shoreline problems. 

Development of the coastline has progressed at an ever increasing pace. 
Unfortunately, with a complete lack of or poor zoning laws, man has encroached 
on the beaches and in the process has hampered or destroyed nature's defense 
against the sea. In fact, development has, in many instances, magnified 
erosive forces (vertical seawalls), inhibited natural rebuilding processes 
and placed older existing structures, once relatively safe, in jeopardy. 
Sections of the natural dune line have been removed and/or flattened and in 
many instances, structures have been erected in front of existing dunes. 
Large portions of the coastline and development worth billions of dollars 
are now subjected to flooding by storm tides as a result of these practices. 
The "improvement" and construction of several inlets around the coastline has 
further aggravated shoreline problems. 

As a consequence of man's encroachment, destructive actions and magnifi- 
cation of erosive forces we now find that Florida has a serious beach erosion 
problem. A forewarning of this problem was pointed out in a 1962 publication1 

of the Coastal Engineering Laboratory of the University of Florida. The problem 
has been increasingly apparent as further development, above normal tides and 
wave conditions,have caused extensive damage to coastal structures and dune 
formations. 

III. SETBACK LINE INVESTIGATION 

The location of a setback line from a coastal engineering point of view 
depends upon certain physical conditions. Factors to be considered in a broad 
sense are shoreline stability (fluctuations, erosion trends) and topography as 
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related to storm/hurricane tides and wave action. To properly evaluate 
shoreline stability, there is a need for historical data of long duration. 

The first step in a study is to survey the area in question to determine 
the need, if any, for a setback line. If the need is established, all available 
historical data should be collected, and a topographic and hydrographic survey 
of the area should be carried out. 

1. Study Area 

Based on existing shoreline conditions, and at the request of local 
officials, the Bureau of Beaches and Shores designated Martin County as the 
first county in which the required studies would be made. The study area 
consists of 22 miles of Atlantic Ocean beachfront dissected by St. Lucie Inlet, 
a major tidal inlet. The area consists of barrier islands, namely Hutchinson 
Island between the north Martin County line and St. Lucie Inlet and Jupiter 
Island from St. Lucie Inlet to the Palm Beach County Line. The locality is 
shown on USC & GS charts Nos. 846, 1247, 1248 and Figure 1 of this report. 

Martin County has a long history of beach erosion and/or storm damage 
to its Atlantic Coastline. Jupiter Island has been noted for severe beach 
erosion problems and Hutchinson Island has suffered from erosion and damage 
especially during hurricanes and northeast storms. 

Testimony and exhibits presented at a prestudy public hearing in Stuart 
on October 6, 1971 described some of the erosion and damage problems that 
have occurred in the past. 

Of particular interest was the account of the August-September 1949 
hurricane as reported in the Stuart News. It described how Martin County's 
"first ocean front tourist colony," at Jensen Beach was reduced to a pile of 
rubble. The colony was described as 5 deluxe, reinforced concrete cottages. 

Also described at the hearing was the severe erosion south of the inlet, 
a breakthrough to the bay at Pecks Lake and a history of the development of 
St. Lucie Inlet. 

A comprehensive report of the coastline problem in Martin County has been 
issued by the Department of the Army, Jacksonville District, Corps of Engineers 
dated September 16, 1968. The report entitled, Beach Erosion Control Study 
on Martin County, Florida, with its detailed descriptions and historical data 
was a valuable aid in the study. The above data and public hearing, confirmed 
the need of a setback line in Martin County. 

2. Field Programs 

The general case in Florida will show a lack of historical and good 
statistical data so, therefore, much reliance must be made on comprehensive 
topo-hydro field studies correlated with the measured physical parameters of 
the area. 

A comprehensive field investigation of the study area was carried out as 
follows: As required in the law, monumented stations approximately 900 ft. 
apart were placed parallel to the shoreline (127 stations) from the northern 
county line along the coast to the southern county line, a distance of 
approximately twenty-two miles. (Figs. 2 and 3). Each station was carefully 



1602 COASTAL ENGINEERING 

A TLANTIC 

GULF       OF      MEXICO 

KEY WEST  .0/     • 

FIGURE 1    LOCATION MAP 



FLORIDA SETBACK LINE 1603 



1604 COASTAL ENGINEERING 

2); 

hR88 

RIOO 

rRI03 

Z 

Ul 

o 

o 

z 

/ 



FLORIDA SETBACK LINE 1605 

surveyed in and tied to the State Plane Coordinate System. 

Beach profiles from the back of the dune (where existing) to a wading 
depth were completed from each station. Profiles were repeated after two 
winter storms to determine profile fluctuations. 

An automatic tide recorder was placed in operation on an ocean pier 
and recorded continuously during the study. 

Using targeted stations as control, stereoscopic aerial coverage of the 
study area was flown and mylar reproductions at a scale of 1" = 100' were 
obtained. 

Approximately 40 offshore soundings from the beach to a depth of about 
30 ft. were completed. 

Intensive ground coverage was carried out taking special note of beach 
material and composition, rock strata, vegetation-bluff-scarp lines, wave 
uprush, dune stability (blowout-gaps, etc.), existing coastal structures 
and their behavior, present construction and upland development. All of this 
data was carefully recorded and supplemented with photographs. 

IV. PERTINENT FACTORS 

1. Erosion Trends 

Historical data are extremely valuable in determining the shoreline trend 
and erosion-accretion rates for use in determining a setback line location. 
Fortunately, there are sounding data of 1882, 1928-1930, 1946 and 1964 for Martin 
County. Much use was also made of historical aerial photographs, local news 
stories, local land surveys and public testimony. Long term trends, however, 
do not always indicate the short term fluctuations that occur on the beach. 
These fluctuations can be quite large in magnitude over a short term as a result 
of certain tide-wave conditions. During the recent surveys, areas of the 
county shoreline which have an apparent long term trend of stability were, 
noticed to suffer quite severe erosion with subsequent accretion-erosion 
cycles. These cycles are dependent on wave conditions, however, severe damage 
(i.e. loss of vegetation, structures, etc.] may result during these fluctuations. 

2. Wind-Waves-Tide 

It is important to obtain long term records of wind, waves and tides 
because of their direct bearing on the coastline stability. This is especially 
true for the short term trends or fluctuations of the beaches. Florida's 
coastline suffers from severe northeastern storms on an annual basis. These 
storms although "normal", can in many instances, if long enough in duration, 
cause considerably more beach erosion and coastline damage than many hurricanes. 
The following data was obtained for the Martin County area. 

Tides - Tide records in this area, collected from previous studies and 
currently furnished by a tide recorder at Seminole Shores pier on Hutchinson 
Island, show that the tide is semi-diurnal with a rather large daily, inequality. 
Tide tables of the U.S. Coast and Geodetic Survey list the average tidal range 
for the ocean tide off Martin County as 2.6 ft. and the average spring tidal 
range as 3.0 ft. The actual mean sea level (MSL) is 1.08 ft. above mean low 
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water (MLW) and 1.83 ft. below mean high water (MHW) (furnished by the 
Army Corps of Engineers, Jacksonville District). 

Winds - The most comprehensive offshore wind speed and direction 
data in this area are compiled by the U. S. Naval Weather Service 
Command. According to this publication, 85.5% of the time the wind 
speed is between 4 and 21 knots. Wind direction frequencies are rather 
evenly distributed among the eastern semicircle with slightly higher 
frequency from east (21.7%) and northeast (16.7%). 

Waves - In accordance with the wind direction, higher percentage 
of waves are from the east (22.4%) and northeast (17.2%). Waves with 
a height between 3 and 6 ft. are the most frequent (48.4%). Waves 
higher than 6 ft. have a frequency of 12.9%. The prevailing wave 
periods are between 3 and 4 sec. (30.7%), 1 and 2 sec. (26.0%) and 5 
and 6 sec. (17.9%). 

3. Longshore Current and Littoral Drift 

The currents which affect the open coast are the longshore currents 
created by breaking waves at an angle to the shore. The magnitude of 
the longshore current depends on the breaking wave characteristics, 
breaking angle and local bottom and shore configurations. 

The longshore currents are responsible for sand transport along 
the coast. For the study area, the littoral transport is generally 
southward during the period September through February, northward from 
Oune through August and directions uncertain during the rest of the 
months. The predominant or net littoral drift is from north to south 
and is estimated to be about 200,000 to 250,000 cu. yds. a year inside 
the 20 ft. contour. 

4. Storm Surge and Wave Setup 

In addition to the astronomic tide, storms, hurricanes and waves 
are capable of creating extreme high water levels, especially on shallow 
coastal areas. 

Storm surge is the vertical rise in the still water level near the 
coast caused by wind stresses on the water surface. No reliable records 
are available of water levels on the open coast during major hurricanes 
which have occurred in the past few decades. In a study of storm tides 
in Florida2, the Department of Coastal and Oceanographic Engineering, 
University of Florida has analyzed the normal yearly high tides and high 
water levels caused by hurricanes and expressed the results as frequency 
of occurrence for a certain water level to be equaled or exceeded. In 
that study, all available normal and storm tide data before 1959 along 
the coast of Florida were analyzed and correlated to provide the tidal 
level-frequency information for the open coast of Florida. Unfortunately 
there were a lack of data for the study area. Thus the interpolated 
storm surge frequencies given in that report may be less reliable than 
the new information furnished by National Oceanic and Atmospheric Ad- 
ministration (N0AA). For this reason, it is chosen to adopt the NOAA's 
information for use in this study. Figure 4 shows the storm surge 
elevation and frequency. 
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For comparison the interpolated surge elevation-frequency curve in 
the Univerversity of Florida's report is also shown in Figure 4 which 
indicates a much higher trend. In view of the documented* surge of 
8.5 ft. (MSL) in St. Lucie River caused by the August 1949 hurricane, 
the curve with higher surge trend may prove to be valid, however, the 
newly compiled curve by NOAA was used for this study. 

Wave setup is the superelevation of the water surface over normal 
surge elevation due to onshore mass transport of the water by wave 
action alone. There is no record of wave setup for this area. During 
a'"Standard Hurricane" such as Hurricane Audrey (1960), the wave setup 
is estimated to be about 2.0 ft. in the study area. 

Another factor which may cause an increase in water level is the 
effect of rainfall. Since hurricanes are often associated with ex- 
cessive rainfall, an increase in storm tidal levels may occur in coastal 
areas in the neighborhood of creeks, rivers and inlets. 

The water level rise due to reduced atmospheric pressure associated 
with a hurrican is considered to be included in the original storm tide 
data. 

5. Wave Uprush 

Wave uprush is the rush of water up onto the beach following the 
breaking of a wave. How high or how far the uprush will reach depends 
on the wave characteristics and the steepness and roughness of the 
beach surface. Due to the fact that each beach profile is highly ir- 
regular in shape and widely varying in elevation from place to place, 
the wave uprush is expected to vary accordingly. Since a setback line 
should not be exposed to direct wave attack of a certain frequency, 
the uprush would be a minimum elevation (or distance) beyond which the 
setback line should be located. While not much field data are avail- 
able, laboratory test results have been utilized to assist in uprush 
computations. For a complicated beach surface with changing slopes, 
the composite slope method1* has proven to be applicable. Laboratory 
tests5 also showed rough surfaces could reduce uprush considerably. 

A computer program was developed to perform the calculations of 
uprush on each of the profiles by employing the composite slope method.1* 
Field data could be directly fed into the computer which would compute the 
wave uprush under any given wave height and period superimposed on any water 
level. Many different water levels (surge frequencies) and combinations of 
wave periods could be computed in an extremely fast, efficient manner. 

6. Topographical Conditions and Existing Structures 

As mentioned in Section III-2, Field Program, intensive ground surveys 
were carried out. Factors such as beach composition, coastal structures, 
upland development, vegetation (types-density), visible erosion and/or dune 
damage are all important considerations. Controlled, vertical aerial photo- 
graphs of the coastline were flown and proved to be extremely valuable. 
These aerials were reproduced on mylar sheets at a scale of 1" = 100' and 
showed the position of each permanent monument (profile station) as well as 
the state plane coordinate lines. 
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V.  SETBACK LINE ANALYSIS 

In making the analysis for the setback line the objectives were two fold. 
To prevent beach encroachment that would endanger the natural beach-dune 
system and to prevent upland development from being unreasonably subjected 
to great or irreparable damage. The analysis considered these factors: 
topographic features, which included dune elevation, foreshore and offshore 
slopes, beach material and width, coastal structures, vegetation and bluff 
lines; the dynamic features,which included storm surge elevations, erosion 
rates, wave set up and uprush, tides and short term fluctuations of the beach 
profiles. 

1. Criteria 

For Martin County the guidelines and standards that were chosen for 
positioning the setback line are as follows: 

A storm surge of 4.2 ft. MSL, 2.0 ft. wave setup and a 1.8 ft. MSL spring 
tide were combined in the determination of a still water level of 8.0 ft. MSL 
under storm conditions. 

A wind wave of 6.5 ft. in height with a period of 8.0 sec. was chosen 
for computing the uprush by composite slope method1* under the storm condition 
on each of the profiles. This will yield the information about how far landward 
the uprush may reach. 

Long term erosion trends were compiled for each profile station and 
reduced to an annual average. Short term fluctuations were used to determine 
what order of magnitude may be expected on a 5 year frequency. Pertinent 
topographical features (materials, vegetation, etc.) were incorporated into 
these guidelines. 

Existing coastal structures and upland development were studied for 
efficiency, durability, continuity and affect on adjacent properties. 

2. Application 

Using the above criteria, the uprush limits were plotted on the beach 
profile and aerial plans as a first approximation of the setback line. 

A minimum distance of 40 ft. from the present dynamic beach face was 
used to provide for the extraordinary beach fluctuation. This distance was 
further adjusted to the annual erosion rate using a further setback of annual 
rate times 5 years. 

A minimum distance of 25 ft. from the most seaward dune crest (if present) 
was used for protection of the dune system. 

Adjustment of coastal structures - upland development was then applied 
where deemed necessary. 

Further adjustment was made to avoid discontinuity, zig-zags or other 
irregularities which showed up on the plotted setback line. 
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Figures 5 to 8 show some typical profiles with the setback line (SBL), 
surge level (20 year frequency, see V.I.), and computed wave uprush. 

VI. ADOPTION OF SETBACK LINE 

As required by law, a public hearing in Martin County was held prior to 
recommendation to the Governor and Cabinet for adoption of the line. 

Prior to the public hearing, notice was given to all county residents 
and interested parties. Plans showing the recommended setback line along with 
reports and other supporting data were placed on public display well in advance 
of the hearing. 

At the public hearing all arguments and evidence for support or in 
opposition to the recommended line were recorded for study by the staff of the 
Department of Natural Resources. As a result of the hearing, one adjustment 
to the line was made by the hearing officer. 

The line was recommended to the Governor and Cabinet for adoption. Further 
arguments and evidence were presented at the time. The setback line was 
adopted by a unanimous vote. 

A legal description of the adopted setback line was then recorded at the 
Martin County Clerk Office. 

The law provides for variances of the setback line to be granted by the 
Department of Natural Resources if such variances are fully justified. The 
law further provides that the setback line be reviewed at five year intervals 
or sooner if proven necessary. 
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CHAPTER 89 

CHARACTERISTICS OF SALTATION OF SAND GRAINS BY WIND 

Toshito Tsuchiya 

Professor of Coastal Engineering 
Disaster Prevention Research Institute 

Kyoto University 

and 

Toshiaki Kawata 

Postgraduate, Department of Civil Engineering 
Kyoto University, Kyoto, Japan 

ABSTRACT 

Although the phenomenon of saltation of sand grains in a sand storm is 
very complicated, there exists the successive saltation defined by the 
authors. The height and distance of saltation of sand grains in successive 
saltation by wind are compared with the theory of successive saltation pro- 
posed by the authors. The concentration of sand grains and velocity profile 
in a saltation layer are theoretically investigated with the aid of the re- 
sults of experiment. 

INTRODUCTION 

In sand storms, the sand grains on the bed are moved by aerodynamic 
forces due to wind.  After rolling and sliding for a distance less than a 
grain diameter, the sand grains which are so massive as to fail to begin 
suspension come  into collision with other sand grains and then begin jump- 
ing motion.  Such a motion is considered as saltation in this paper.  The 
most important aspect in the motion of saltating sand grains is that the 
grains move intermittently in contact with the uneven, movable sand bed.  In 
establishing the law of sediment transport by wind, the mechanics of such a 
motion of sand grains should be developed. 

In 1941, Bagnold made a comprehensive study of the sand transport by 
wind.  About twenty years ago Kawamura(19^l) proposed an excellent theory of 
sand movement by wind based on the equation of motion of a sand grain.  Re- 
cently 0wen(1964) also investigated the interaction between a turbulent wind 
and the motion of uniform saltating sand grains to discover the velocity 
profile in a saltation layer and the law of sediment transport.  There are 
fruitful suggestions for establishing the mechanics but the distributions of 
saltation height of sand grains should be taken into account in the develop- 
ment.  More recently the present authors have investigated the mechanics of 
saltation of sand grains by wind and proposed a theory of successive salta- 
tion based on the equation of motion of a sand grain and the dynamic char- 
acteristics of collision between a saltating sand grain and bed sand grains. 

In this paper, experimental considerations of the height and distance 

1617 
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of saltation of sand grains in the successive saltation are presented and 
a comparison between the theory of successive saltation and the experimental 
results is also described in comparison with the saltation of sand grains in 
water.  Furthermore, the concentration of sand grains in a saltation layer 
is theoretically investigated based on the equations of sand movement and 
the stochastic approach to the distribution of saltation height of sand 
grains.  An approach to discover the velocity profile in a saltation layer 
is presented with the aid of the momentum equation taking into consideration 
the bottom shear stress, the additional shear stress due to saltating sand 
grains and the Reynolds stress. 

EXPERIMENTAL APPARATUS AND PROCEDURE 

(1)  Experimental Apparatus Experiments were carried out with a wind 
tunnel, 0.9 m wide, 11 m long and 0.39 m high.  The tunnel was constructed 
of steel, but with both sides made of glass for observations.  The velocity 
at the center of the section of tunnel is changed from 2 m/sec to 24 m/sec 
by a variator.  The velocity measurements were made using a hot wire anemo- 
meter with a protecter of net.  The characteristics of sand grains used in 
the experiment are shown in Table 1 with the experimental conditions carried 
out. 

Table 1 Characteristics of sand grains used and experimental 
conditions carried out 
(a)  Fixed bed 

No. 
Dimeter 
of grains 

rfcm 
Kind of 
grains 

Specific 
gravity 
"hi 

Density 
ratio 
a/p 

Shear velocity 
w* cm/sec 

Dimensionless tractive 
force (flow intensity) 

<i,,'/(<r/p~l)gd 

1 0.225 sand grains 2.624 2235 97.9 0.0204 
2 11 ,i II ,, 105.7 0. 0227 
3 11 II II II 119.0 0.0287 
4 0.184 II 2.523 2120 102.1 0. 0273 
5 11 II II II 114.8 0.0345 
6 n II II a 120.2 0. 0378 
7 11 seeds 1.155 969 69.9 0.0280 
8 n II II ,, 83.3 0. 0398 
9 11 II a 981 67.8 0. 0260 

10 II II n a 73.4 0. 0305 
11 II II n a 82.4 0. 0384 
12 0.144 sand grains 2.474 2081 105.9 0. 0382 

13 II II II a 122.0 0. 0507 
14 II seeds 1.155 981 76.9 0. 0428 
15 " " " " 98.8 0.0706 

(b) Movable bed 

No. d cm o/Pa a/p u *cm/sec utV(a/p-l)gd 

1 0.225 2.528 2172 112.2 0. 0262 

2 II II II 113.0 0.0267 

3 „ „ ,, 116.5 0.0286 

4 0.184 2.550 II 101.7 0. 0266 

5 II a II 105.9 0.0287 

6 ,i II ,i 113.0 0.0326 

7 0.144 2.528 2158 90.2 0. 0267 

8 II II n 96.6 0.0307 

9 " " " 104.3 0.0358 
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(2) Experimental Procedure In the experiment in the case of fixed bed, 
the sand grains were uniformly coated on the tunnel bed.  In the case of 
movable bed the sand grains were spread over the tunnel bed vith a 2 cm 
thickness.  After the sand bed was leveled, each run was started with the 
wind velocity shown in Table 1.  The saltating sand grains in both the cases 
of fixed and movable beds were photographed with a Miliken high speed cine 
camera.  The analysis of the trajectory of a saltating sand grain and the 
concentration of sand grains in a saltation layer were made vith a film 
motion analyzer. 

CHARACTERISTICS OF SALTATION 

(I) Trajectory of Saltating Sand Grains Fig. 1 shows some examples of 
the trajectories of saltating sand grains in a saltation layer. It was con- 
cluded from the observation through the film motion analyzer that there 

(a)  Saltation of sand grains on fixed bed 

(b)  Saltation of seeds on fixed bed 

r15 d = 0.184 cm 
LU= 113.0 cm/sec 

(c)  Saltation of sand grains on movable bed 
Fig. 1  Trajectories of grains in saltation layer in cases 

of fixed and movable beds 

exists similar seven elementary phenomena in the saltation as those in a 
water stream, such as the stationary state of a sand grain, the beginning of 
motion due to hydrodynamic forces, the beginning of motion due to collision, 
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the saltation, the collision among saltating sand grains, the rebound and the 
stop of saltation.  Since the momentum of a successively saltating sand grain 
increases generally with order of saltation, the saltating sand grain often 
makes one more sand grains start to saltation.  Because of the fact the 
mechanism of collision between saltating sand grains and bed sand grains is 
very important to consider the mechanics of sand transport by wind. 

(2)  Height and Distance of Saltation in Successive Saltation In the 
previous paper, the authors presented a theory of successive saltation of 
sand grains-  The main formulations firstly can be summerized as follows. 
Based on the equation of motion of a sand grain, the vertical and horizontal 
velocities of saltation can be written approximately as 

W = W/u*, 0 = U/u*, 1~?/d, «s-(«'s){(<r/f-i)$-J-/ti*'}(</Cp) I    (i) 

<a«s= K*{ (7/2) Cv/Wf+ </2)} J 
in which u* is the shear velocity, V the vertical velocity of a sand grain, 
V the initial one, U the horizontal velocity, U the initial one, d the 
grain diameter, <X/f the specific gravity, g the acceleration of gravity, C 
the drag coefficient and z the coordinate. 

The height and distance of saltation of a sand grain can approximately 
be given respectively as 

Z (=L/d)= ^0ed/<,/a,3 
(2) 

And the relationships between the velocity components just before and after 
the collision of a saltating sand grain with bed ones can be expressed ap- 
roximately as 

Uo = eO,, &, = e(£,0, + -6:1&l)/{-(,3 + -<:i(W,/Ul)} (3) 

in which •£, = <i*«Jtan y, •(ri s (-e t&n'f  ,     (r3 = ton5/"— B      ,   e  is  the rebound coef- 
ficient  of a  sand grain  and f a parameter  expressing the bed condition. 

In the  successive  saltation  in which the  initial velocity of  a sand 
grain holds  constant,   the height  and distance  of  saltation can be given ap- 
proximately as 

ft - {(i/j)?i.l(\+e)-S(i-e)9+!>(i-eXA(u/K)3J ("'<><)} \ . 

respectively.  The density functions for the distributions of height and dist- 
ance of saltation can be formulated respectively as 

2  _«r  i  I \5) 
h(L) =<-'/i/fn)iveJtn,) exp{-(jL-ZZj/^Lm) 

in which H is the mean value of saltation height, L the mean value of 
saltation distance and £ the standard deviation.   TJsing the above re- 



SALTATION OF SAND BY WIND 1621 

lationships, the height and distance of saltation of a sand grain in the 
successive saltation can be calculated based 
on the results of experiment of the empiri- 
cal constants in the theoretical formula- 
tions.  Fig. 2 shows changes of the para- 
meters characterizing the sand bed condition 
which are the empirical constants in the 
theory with order of saltation in the cases 
of fixed and movable beds.  Although the 
data shown in the figure are fairly scatter- 
ing, it is seen that the angle of departure 
of a sand grain at the moment of beginning 
of movement {3    and the ratio of the height 
to the distance of saltation have a tend- 
ency to somewhat increase with order of 
saltation.  The trend of decrease in the 
rebound coefficient may suggest the possi- 
bility of loss of momentum of a saltating 
sand grain due to bottom friction and the 
movability of the bed sand grains at the 
moment of collision. 
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Fig. 2 Changes of parameters 
characterizing sand bed condi- 
tions with order of saltation 

Fig. 3 shows an example of changes of 
the height and distance of saltation of a 
sand grain with order of saltation in compar- 
ison between the theoretical curves calculated by the above theory and the 
results of experiment in which the solid line indicates the result calculat- 
ed by Eqs. (2) and (3) using the height and distance of saltation in the 
first saltation and the dimensionless representative velocity in the salta- 
tion layer u = 20, and the broken line the similar one but the value of u is 
used as the velocity corresponding to the saltation height in each saltation 
The height and distance of saltation of a saltating sand grain more radical- 
ly increase with order of saltation than those in a water stream, since the 
rebound coefficient of a saltating sand grain in air is usually compared to 
be large with the one in water.  It is concluded from the comparison that 
the theoretical curves for the height and distance of saltation in the succe^ 
ssive saltation are in good agreement with the experimental values and that 
the height and distance of saltation become constant nearly at sixth order 
of saltation. 

Fig. 4 describes a comparison between the theoretical curves for the 
stationary saltation in which the initial velocity of a saltating sand grain 
holds constant and the experimental values of height and distance of salta- 
tion obtained using sand grains and seeds on the fixed or movable bed, in- 
cluding the data in sediment transport in water obtained by the authors.  A 
similar comparison has been presented in the previous paper but the figure 
is misdrawn.  It is seen from the figure that the effect of the rebound coef- 
ficient of a saltating sand grain is very significant to estimate the height 
and distance of saltation.  It is seemed that the height and distance of 
saltation approach to the theoretical curves for the stationary saltation if 
the successive saltation is continued. 
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CONCENTRATION OF SAND GRAINS IN A SALTATION LATER 

The saltation layer is formed when the shear Telocity due to wind action 
much exceeds the initial value for sand movement.  The concentration of sand 
grains is defined as the mass of saltating sand grains per unit volume in a 
saltation layer.  In order to investigate the concentration of sand grains, 
Kawamura's approach can be applied on the basis of the characteristics of 
saltation of sand grains described already. 

1( 

Consider the  concentration  of   sand grains  at  any order of  saltation. 
The  concentration  of  sand grains having the  saltation height between H  and 
H + dH, C,dH  can be written  as 

in which G    is the mass of  sand grains  emitting from unit area of the bed per 
unit time.     Integration of E<j.   (6)   using Eqs.   (1)   and  (5)   gives  an expres- 
sion for the  concentration of sand grains at the distance from the bed as 

Ctp = (<?./Ma,Sjflm)jO/SHWT) expl-lM-Mm?/,£'ftm}<>)H (7) 
in which ^60 

? Therefore,   if partition  of number of  saltating  sand grains  at  any order of 
saltation  is  estimated,   the concentration of   sand grains  in a  saltation  layer 
can be calculated hy summing up  the 
concentration function for  every order 
of  saltation.      Pig.   5 shows  an experi- 
mental  result for the  change  of   succes- 
sion  ratio   of  saltation.     Using the 
result of  Fig.   5,   the concentration of 
sand grains  can be  calculated as  shown 
in Fig.   6.     It  is  concluded from  the 
figure  that the theoretical  concent- 
ration curve  is  in  good agreement with 
the results of experiment and that the 
concentration  of  sand grains  does not 
decreases  exponentially. 

VELOCITY PROFILE IN A SALTATION LATER 

Since the momentum transfer in a 
saltation layer occurs due to  action of 
saltating sand grains,   changes in the 
velocity profile  in the  layer take 
place.     The   shear stresses due  to wind 
and saltating sand grains are  considered 
to be  composed with the Reynolds   stress 
by wind and the  additional   shear  stress 
due  to   saltating  sand grains.     From the 
point of view the  shear  stress  can be 
expressed as 

<C = tw-ts (8) 
in which   t  is  the  total   shear  stress, 
o   the Reynolds   stress by wind and   ^ 
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the  additional   shear  stress  due  to   saltat- 
ing  sand grains-     It  is  assumed that  the 
additional  shear stress  is proportional  to 
the mean value of  the product of horizontal 
and vertical  velocities  of  sand  grains 
<U¥>    which  is written as 

<UW> 
r°° =Juu/f, (HJ&H (9) 

based on the momentum transfer theory. Eq. 
(8) can finally be written as 

(10) 

in which £  is the mixing length assumed to 
be TCZ  and u the wind velocity.  Integra- 
tion of Eq.. (10) using Eq_s. (l), (5) and 
(7) can approximately be made.  It is con- 
cluded from some results of computation of 
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Fig. 5  Succession ratio of 
saltation of sand grains with 
order of saltation 
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Fig. 6 Comparison between theoretical curves of 
concentration of sand grains in saltation 
layer and experimental values 

Eq. (10) that the defect in velocity profiles in a saltation layer increases 
with the increase of the bottom shear stress due to wind action or the height 
of saltation of sand grains.  Since a basic experiment of velocity profiles 
in a saltation layer has been carried out, comparison between the theoretical 
velocity profile and the result of experiment will be presented in the next 
paper. 
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CONCLUSIONS 

Based on the detailed experiments on the successive saltation of sand 
grains by wind, an applicability of the theory of successive saltation is 
mainly considered in connection with the saltation by water.  The main 
results obtained can be summerized as follows. 

It was concluded that changes of the height and distance of saltation 
of sand grains with order of saltation are in good agreement with the theo- 
retical curves and that the height and distance of saltation approach the 
stationary ones nearly at sixth order of saltation. The theoretical relation- 
ships of stationary saltation are applicable to express the characteristics 
of saltation of sand grains both in air and in water.  The concentration of 
sand grains in a saltation layer can be theoretically formulated using the 
characteristics of saltation.  In addition, an attempt to derive the velocity 
profile in a saltation layer is presented based on the momentum transfer 
theory taking into consideration the additional shear stress due to saltat- 
ing sand grains. 
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STANDING WAVES IN FRONT OF A SLOPING DIKE 
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Abstract 

A solution of two-dimensional long waves on a beach of uniform slope is 
connected with that in water of constant depth, in order to yield an approximate 
solution for standing waves in front of a sloping dike.  Wave motions are 
expressed in the Lagrangian description. 

The highest possible standing waves as well as the reflection coefficient 
are calculated according to the Miche's conception.  Theoretical results 
show a good agreement with the experimental results of Murota and Yamada. 

It is also predicted that there is a relationship between the wave 
overtopping quantity and the quantity of water of standing waves above the 
crest height of the dike. 

As for the wave pressure of standing waves, a simple formula in the 
Eulerian description is derived for relative-dike length -t/L < 0.16 by 
allowing 670 error. 

Introduction 

Although a sloping face structure is more practical than a structure with 
vertical wall, no theoretical work except that of Keller & Keller^)has been 
done to solve the standing waves in front of the former.  At the point where 
the slope of the dike intersects the horizontal sea bottom, there is an abrupt 
change in slope.  Difficulty in mathematical approach arises from this point. 
Since the direction of motion of water particles at the bottom is parallel to 
the bottom, the water particles should change their direction abruptly at the 
point.  It is hard to satisfy this condition mathematically. 

In the following analysis, an approximate theory is developed.  The entire 
region is divided into two regions; L I 3 region of uniform water depth, and 
[ II ] region of a constant slope.  Solutions of standing long waves in each 
regions are obtained at first independently and are connected so that the 
horizontal and vertical motions of water particles are continuous across the 
boundary between the two regions. 

There are several theories for waves in water of uniform depth.  Solution 
for long waves to the first order approximation is applied, assuming that the 
relative water depth in front of the structure is shallow enough and the motion 
is small, although the result is found applicable to such a higher waves as 
waves breaking on the slope. 

1629 
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eories are available for waves on a sloping beach, 
tion for waves over beaches sloping at special angles, 
n description.  In his paper, surface waves were dis- 
ine in case of standing surface waves are not straight 
ction, Miche's theory introduces another complexity if 
solution of waves in water of uniform depth.  Lewy->', 

the Miche's theory for surface waves, but for slopes of 
for all angles.  Carrier &  Greenspan^)solved long wave 

ach, using the shallow water theory in terms of the 
As the horizontal coordinate in their result is a 
height which varies with time, it is not convenient to 

the case, because no such a theoretical result is 
long waves in water of uniform depth.  Keller &  Keller^) 
solution to the practical problems similar to the 
obtained a result which corresponds to wave run-up 

Only a few wave th 
Miche^/obtained a solu 
by using the Lagrangia 
cussed.  Since nodal 1 
lines in vertical dire 
it is connected with a 
or Isaacson^-'extended 
more general angles or 
motion on a sloping be 
Eulerian description, 
function of local wave 
use their solution in 
available for case of 
applied the Isaacson1 s 
present problem.  They 
height. 

The author"-' * '^obtained a theory of long waves on a sloping beach in the 
Lagrangian description.  Although his theory is of the first order of approxi- 
mation, the result was comparable to that of Carrier &  Greenspan.  In addition, 
it is easy to obtain long wave motion in water of uniform depth.  Therefore, 
this theoretical result is used in the present paper. 

Theory 

Let us consider the two-dimensional motion of an inviscid fluid.  The 
position of the water particle, which is at the point (x0,y0) at t=0 is 
(x,y) at the time t=t.  The pressure acting on this water particle is denoted 
by p.  The still water surface is chosen as the horizontal axis and the y-axis 
is taken positive upwards. 

Equations of continuity and motion are 

S(x,y)      ^   1 

32x 1 ^(p.y) 
P §(x ,y ) 

(1) 

(2) 

at' 

I a(x,P) (3) 

where the symbol S(u,v)   denotes the Jacobian 
&(x ,y ) 

d(u,v) 
d(x ,y ) 

^o 

&y„ 

(4) 



SLOPING DIKES 1631 

^feajj^ 

Fig.!.  Definition Sketch 

Let x^, y  and p^ be the small fluctuations around the zeroth order terms 
x , y and p , then 

x = x + xv y = y + y +. 
o yl 

,and p = p + p +....   (5) 
o  1 

•g-j is negligible compared with other 
terms up to the first order approximation. 

The terms of the zeroth order approximation yield the equations, 

1=1 (6) 

Spo 
IS2 =  ° (?) 

o 
and the first order terms yield the equations 

(8) 

^T sy„ 
=  0 (9) 
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1 dpl dxl 
p dy      s  Sx 

o o 
The water particles forming the free surface at the initial instant remain 

on the free surface throughout the succeeding motion.  The water pressure 
acting on these particles is taken equal to the atmospheric pressure. 

P = p + P-, + ,,.. = 0    for particles satisfying y = 0     (12) 

The water particles initially on the bottom cannot depart from the bottom. 
In the region [i], the vertical coordinates of these particles should 
satisfy the following equation 

y = -b =  yo+ y1+  

which yields 

y - -h, y1 = 0 for particles satisfying y - -h    (13) 

In the region [il], the slope of the dike is given by 

y =  -ax 

and bottom condition is written as 

y = -o/x , y = -o/x.     for particles satisfying y = -o/x    (14) 
o     o  1     1 &  o    o 

Equations (1) through (3) yield the zeroth order solution 

Po = -pgy (15) 

which indicates the hydrostatic pressure distribution. 

Equation (9) is integrated from the bottom to y 

«yi = -sj"   er dy
0 - **»i<v -av° »i n as) 

bottom  o 

ll„ls *! II = °?nd 6n II _,  , vi II,   ,1 II   ,. t. the bottom boundary condition. 
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Eouation (11) is integrated from the free surface to y  so as to satisfy 
the proposed boundary condition on the free surface, and is given by 

?!     r 
oxi . 

(17) 

Substituting Eqs. (16) and (17) into Eq.(lO), we have 

St 

bottom 
6* 

-  dy -gQx, (X , -ax.  ;t) 6. TT 
o    1 o    o    x II 

which determines the required solution. 

(18) 

In the region [i], Eq.(18) is written as 

2 "h 

s ir I sr dy
0 = ° at 

(19) 

Let x, = X(x ) Y(y ) T(t).  From Eq.(19), Y(y ) is concluded to be constant, 
loo o 

Terms X and T should satisfy the equation 

XT"  -  gh X"T = 0 

where each prime denotes the differentiation once with respect to the parti- 
cular independent variable.  A solution of standing waves is given by 

T = cos at 

X = cos — 
Vgh 

(20) 

where — = k is the wave number and 6 the phase lag which is included because 
Vgh 

the point x = 0 does not always coincide with the antinode of the standing 
waves in the region [i]. 

Solution for y and p  are obtained by Eqs.(16) and (17).  With appro- 
priate coefficients, a set of solutions is given for standing waves in the 
region Li] as follows: 
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1  kh cos (kx + 6) cos ot 

2a / h) sin (kx + §) cos at 

2a 

(21) 

Pi = -PR -T~  y  sin (kx + 6) cos ot 1       h J o o 

where a denotes the amplitude of the incident waves, o =  2rr/T the frequency 
and k = 2n/L the wave number. 

Equation (18) is written, in the region [il], as 

S2x 
-ax 
ex' 

6t" 
~ + S I— I "S-^- dy - 8" I—xi(x , - "x ;t) = 0 6 ex v ex   -^o    5x 1 o     o (22) 

Since the second and third terms in the above equation are functions indepen- 

„2 

dent of y , x, is a function of x and t only.  Equation (22) is reduced to 
o  1 n ^ 

1 

ix 
-x  (x x ) 
2   o i 

(23) 

Let x, = X(x ) T(t) and we have 
1     o 

get [xnX" +  2X']  = Q2 
X 

Functions X and T for standing waves are given by 

T =  cos at 

1   T l2a     r —— J   Vx 
Vx   'Vga 

-Vx I 

(24) 

(25) 

First order terms are given as follows for standing waves on a sloping 
beach, with a coefficient A to be determined later. 

A     /2a   — \ 
X =   J. ( -  Vx J cos at 

Vx      VgOf 

<y„ -V^-x^^^J-^^virjcos, 
Vga o  *• vga   ' vx    Vga   'i 

p  = _£S£ _5 A j   _ 
Vga Xo     Vga 

— Vx I cos at 

t  (26) 
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where y1 and p. are determined by Eqs,(18) and (17), and J^ is the n-th 
essel Function of the first kind. 

Two coefficients, A and 6, which are  undetermined connect the two regions. 
Consider the particles which are, at the initial instant, at the point x  = t 
which if the boundary between two regions.  Two expressions of the horizontal 
movements of these particles should be the same.  As for the vertical movement, 
we cannot connect it for all water particles locating on x = -t.  However, the 
most important factor to be considered is the vertical displacement of the water 
particle on the free surface.  As the first order pressure is the hydrostatic 
pressure, any discontinuity in water levels between the two regions might 
have a big influence.  Therefore, this condition is adopted as one of the 
conditions.  We have 

•C + T-p cos kh 
>-tf6) cos at ^ + ~  Ji ( ~ J^ ) cos ot '27) 

— sin (k-t+6) cos ot - ~ 
kh kh 

Eliminating 6, A is determined as 

V<* 

L Vg     Vg<*     V-t     Vg<* 

in which the following relation is used. 

2a  ?r h-t  . I 
4n- 

kh    I    o I   I I 1 '   L ' 

lg relat 

cos ot r28) 

'29) 

^30) 

Run-up Height 

Wave run-up on the dike is given by the vertical location of a particle 
corresponding to x  =0 and y  --= 0. 

y>x  = 0, y = 0  =A 
o  'o ,(!o ' 2o 

r—-   X    2* ;     0/      ,     O* ;     O 
cosot\ 

x = 0,y =0 

=-Aa ./— cos ot (31) 
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Relative wave run-up height is given by 

iKjo^i) + ji^i>] (32) 

The result coincides with the amplification factor of Keller &  Keller. 

R     *t 
Figure 2 shows the relationship between j-  and -, and its asymptotic 

expressions: 

I    -    *«[$) for large value of (33) 

_R_ 
2a 1 + 2TT 

2 I I (£) for small value of — (34) 

n cvi 2 - 

- 

-     2a ^KJ+JiV^ 
,1 

2 

- 

&-*"<tf*V ̂ •&••'*» A y2 

- 
~ 

i                              i 

10 r2 10 

Fig.2.  Relative Wave Run-up 

3reaking Condition 

Local wave steepness at the wave front cannot be steeper than the 
inclination of the slope.  Therefore, 
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dy 
dx 

Sy/dx 

°. y„ 
Sx/Sx 

= -a 
0, y = 0 

(35) 

gives the critical condition.  This is the Miche's criterion for breaking. 

From Eqs.(5) and (26), 

ay I 
3x ' 

o x 0, y = 0 g\/g" 

ax 
6x 

2gavga 

Equation '35) is written as 

o3A 

2g7ga 

Introducing the critical amplitude a of the incident wave which just breaks 
on the slope, the breaking condition is given by 

ml   2 ,,  -L, 
_— - = - (4TT -) 
L   Of    TT      L 

J2 (AT, h  +  J2 (An ~) 
o     L     i     L 

'36) 

Figure 3 shows the relation above with the two approximate expressions; 

?a 
m 1 

L a 

?a 1 m 
L a 

3/5  -3/2 

-l 

for large value of 

for small value of 

(37) 

(38) 

Figure 4 provides a comparison of theoretical results with experimental 
results by Murota and Yamada. '     For a relative depth h/L = u-i/L and an 
incident wave steepness 2a/L, an angle, a, of the slope on which waves just 
break is uniquely determined by Eq.(36), and is expressed in degree in the 
figure. 

Reflection Coefficient 

According to the Miche's definition, the reflection coefficient, 
of a slope is given by 
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for H. < 2 
l — 

for H. > 2 
(39) 

in which H. is the incident wave height and 2a  is the critical height of the 
incident wave which just breaks on the slope.m 

Wave smaller than 2a  can be totally reflected by the slope, while a 
part of waves corresponding to 2a  is considered to be reflected in case 
of bigger waves and the rest is considered to be lost due to the breaking 
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Figures 5 - (a), (b) show examples of the comparison of theoretical 
result with the experimental results of Hurota and Yamada.  They carried out 
experiments in a wave flume which was divided into two parallel parts of the 
same width by a separator set along the centerline.  At the end of the one part 
they placed a slope, while at the same end of another part a wave absorber 
was set to generate only the progressive waves in this part.  Wave gauges 
were set in both parts at the same distance from the wave generator.  Signals 
from wave gauges were electrically subtracted to separate the reflected waves 
from standing waves.  For waves of bigger height, effect of nonlinear inter- 
action may affect the magnitude of the reflected waves as was pointed by 
Goda and Abe"; but in their experimental results no correction was made.  This 
is considered a reason why they obtained the reflection coefficients bigger 
than unity under some conditions.  in the figures, black marks correspond to 
waves which break on the slope, white marks correspond to non-breaking waves 
and the broken lines are theoretical results. 

Wave Overtopping 

In Figure 6, the rate of overtopping is compared with the volume of water 
above the crown height of the dike at the time when a crest of standing waves 
appears on the dike.  Wave profile in front of the dike is drawn for water 
particles y =0 at the time cos at = -1 by using Eqs.(5) and (26), at first 
assuming the crown height of the dike is high enough to allow no overtopping. 
Then, the volume of water above the crest height is calculated.  The experimental 
results are taken from one of the author's experiment s.  The figure suggests 
there is a close relationship between wave overtopping and the volume of 
water determined by the method above. 

Wave Pressure 

Pressure acting on the slope when maximum wave run-up occurs is given as 
c 

(26). 
follows by setting cos at = 4, y = -ax and y ~ -ax, in Eqs.(5), (15) and 

o     o     1     1 

p ~  pgax - -=-*- aA J (  Vx 
o    :—    2 ^ ,—   o . 

A  Tf 2o  — \ 

(40) 

vgc*   vga 

In order to calculate the pressure acting at x, the initial position, x , of 
the particle is determined by the second equation of Eq.(40), and is substituted 
into the first equation of Eq.(40). 

As the procedure above is troublesome, an approximate expression is derived 
as follows.  Introduction of non-dimensional variables defined as 
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and 

VX  =   yx 
o    —   o 

Vga 
Vx = 2o 
  yx 

4o 

Vg" 

reduces Eq.(40) to the followings 

4o   p 

D J,(VXo) 

X  =  X  - 2D 
yX 

J, (VX ) 1   o 

'41) 

For small X  Eq.(41) is approximated by 

1    x 
1 o 
2 "  24 

X 
'42) 

Error in the value of pressure given by Eq.(42) is less than 6% for X ^4, 
which is equivalent  to £/L < 0,16 

An Eulerian expression of the pressure is given by 

P = f^5 (X+D) + |D W 
8 + D 3   (8+D)2 

(43) 

Figure 7 shows the wave induced pressure for case of D ~  0.5.  First term of 
the above equation is a simple expression accurate enough in this case. 
Including the second term, Eq.(43) coincides with the theoretical result, 
Eq.(41). 

The term D is also a function of -t/L, and it is approximated by, for small 
relative dike length, -t/L, 

8nH , I 
a   L    L 1 **,'(£) '44) 

where H ~   2a. 
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With dimensional variables, total pressure is written in the Eulerian 
description as follows. 

a -  4TT 
2 H I 

* •*"'(*: 

a +  4rt    7T(   l+2n   | - ' 

-JT^(i) 

2 / i • 
ax +  2H <   1 +  2n' ( £ ) 

2^f+4^f^1+2^ 

a +  4TT    — — •( 1 +  2n (*)'} (45) 

Conclusion 

A theory is developed to describe the standing long wave motion in front 
of a sloping dike.  Relative run-up height, breaking condition, reflection 
coefficient and pressure distribution are given.  The breaking condition and 
the reflection coefficient are compared with the experimental results, and 
good agreements between the theory and experiments are shown,  A method is 
proposed to predict the wave overtopping.  Comparison with experimental results 
shows utility of this method. 

Although the theory has several approximations from mathematical and 
physical point of view, it provides a useful basis for practical design. 
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CHAPTER 91 

PRESSURE UPON VERTICAL WALL PROM STANDING WAVES 

By Prof. Dr. Eng. Sci. V.K. SHTENCEL.* 

When surge waves approach a vertical wall a stan- 

ding wave is formed ahead of the latter. This is the 

only case when the interaction between waves and struc- 

ture result in a stable mode of motion with distinct kine- 

matic characteristics. Such motion can be described by 

equations of hydromechanics without the introduction of 

any hydraulic coefficients; a comparison of various the- 

oretical solutions with experimental data can serve as 

an additional criterion for evaluating the accuracy of 

this or that solution. 

The first theoretical solution for wave pressure 

acting upon a vertical wall under the effect of standing 

waves at a finite depth has been published by Sainflou 

in 1928 (1). 

By correlating motion equations for surge waves de- 

rived by Gerstner as early as 1802 and Plamani's equati- 

ons for standing waves on an infinite depth, Sainflou 

derived for the case of standing waves on a finite depth 

the following relations: 

x = x0 - 2 r cos 6t sin kx0 

P CD. 
y = yo + 2 r^cos 5t cos kxc + 2 krr^cos 6t 

In Eq.  (1)   : 

r ~ 2      sh SS -"*'    r1* 2 "irkH~^  ' 

Head of the Chair of Ports of Leningrad Water 

Transport Institute 

Dvinskaja 5/7 Leningrad, 198035* 

1649 



1650 COASTAL ENGINEERING 

x0 and y0 - ordinates of a particle at rest; 
h,X  andt- respectively height,  length and 

period of a wave; 

H - depth;  k = -«;    6= -—•; 
A t 

abscissae axis coincides with still water level; 

ordinate axis coincides with wall surface and is 

directed upwards. 

When deriving the pressure relation Sainflou util- 

ized the hydrodjnamic equilibrium equation in terms of 

Lagrange variabless 

2„ w       ^2, 1 Dp    3 x 3x (_  . ci y\ dy 

£ ayo  at2 ay0 
v&  st2y ayc 

(2) 

After substituting all the partial derivatives - 

talcing into account the second order terms in relation 

to wave height we have: 

* IS = 2(gkr„ - S2r)cos 6t sin kxc + 

+ 2 k62(r2 - r2)cos26t sin 2kx0   (3) 

% rp  = -6 - 2 gkr cos6t cos kx0 - 

- 2gk (r + rfjcos 6t + 26 r,,cos 6t cos kx0 + 

+ 4k62rr1cos
26t + A-kC^r^os 26t        (4) 

The continuity equation is satisfied on condition 

k(r2 - r2)a 0 (5) 

By omitting in integrating (3) and (4-) all terms 

with second and higher order factors in relation to wave 
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height, Sainflou arrives bo the following relation for 

pressure upon a wall (with x0 = 0): 

? - " y 2n j^B cos st (6) 

By substituting in (6) cos 6t - 1 we derive pressu- 
res on approach of wave crest; substitution of cos <5t=-1 

gives respectively the pressure at trough approach. 

For plotting pressure diagrams we preset 5 or 7 va- 

lues of ordinates of resting particles y0» then calculate 

the pressure using Eq.(6), and apply it to points, the 

positions of which are derived from the equation: 

y = y0 + 2r,.cos St + 2rr,|C0s 6t (7) 

From the moment of its first publication relation 

(6) was generally used for practical calculations all 

over the world. Only in the fifties the works of Miche 

(2) demonstrated that in some cases the method implies 

considerable errors. According to Sainflou (6) maximum 

excess wave pressure upon a wall always tekes place on 

the approach of the crest (cos 5t = 1), and pressure val- 

ue is positive for all points acrosss the height (Pig.1a). 

But practically Miche was the first to demonstrate (1) 

that at considerable depth ahead of the wall maximum 

pressure can occur not on crest approach, but in some 

intermediate moment; during the approach of the crest 

even negative pressures can possibly occur near the bot- 

tom (Pig. 1b). Calculation methods were developed, which 

take into account the second order terms in relation to 

wave height. Rundgren's (J) and Kuznetsov's (4) methods 

are among the most widely known. 

Eundgren's paper, published in 19-58, completes the 

investigations that were started by Miche (2) and Biesel 

(5). The solution procedure is as follows: basic motion 

characteristics are found as polynomials and are expan- 

ded by the smaller parameter powers in relation to wave 
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«) 
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Fig.1. Character of Pressure upon Vertical 

Wall Diagrams. 
a - Sainflou, b - second approximation formulae. 
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freight (retaining second order terms). Final relationships 

give a good agreement with experimental results; at rela- 

tively low heights there however appear considerable er- 

rors. This is explained by the appearance of a surplus 

term in the Cauchy integral, this term becoming markedly 

increased as relative depth HAis decreased. Therefore a 

limit for utilization of calculation formular E/\  =0.132 
is set; if relative depth would be greater, then Miche- 

Biesel - Rundgren equation would give inevitably wrong 

results. Therefore even though this solution is rather 

widely used (see e.g. Kernel's paper (6) published in 1971) 

a search for a new and more accurate calculation method 

woulo. be very desirable. 

Kuznetsov's solution (4) has many important theoreti- 

cal errors, which are analyzed in (?). Owing to a correc- 

tion achieved by introducing empirical coefficients for 

small depths, this solution is in good agreement with ex- 

perimental results, but for relatively large depths to- 

tal pressure can be found to be two or more times the true 

value. 

We feel that the cause of inadequacy of all the pre- 

sently known methods lies in the fact that neither of them 

takes into account the specific character of wave motion. 

When studying fluid motion, hydrodynamics neglects particle 

deformations. It brings no errors into final equations for 

all types of motion except those for wave motion, since 

the deformations are of random character. But in wave mo- 

tion particle deformations are periodical and undirected 

for significant areas (8). Therefore it is the deformati- 

ons that undoubtedly affect the motion kinematic, and any 

accurate solution would be impossible if we do not take 

them into account. Author's attempts of taking into ac- 

count particle deformations when deriving equations for 

3urge waves and standing waves revealed great mathemati- 

cal difficulties awaiting the investigator on this way. 



1654 COASTAL ENGINEERING 

Search for an approximate solution brought the author to 

the conclusion, that calculation formulae yielding practi- 

cally acceptable results for all the range of rated depths 

can be derived from Eq.(1). And indeed, many of the inves- 

tigators who carried out laboratory experiments on stan- 

ding waves found that wave profile derived from Eq.(1) 

gives the best agreement with experimental data for all 

the depth range, this leads to a suggestion that the dis- 

crepancy between experimental pressure diagrams and those 

calculated from (6) is caused by the approximation in its 

derivation. 

Turning now back to Eqs. (3) and (4) it should be no- 

ted that they can be integrated without omitting the se- 

cond order terms. If we assume a limiting condition for 

surface p = 0 with y0 = 0, then - proceeding from assump- 

tion (5) - we derive from (3>): 

g = T cth kH (Q) 

Integrating (4) on substitution of (8) and dividing 

the result by "g" we get: 

2 = - j0 - 2x*  cos &t  cos kx0 - 2krr/j cos 6t  + 

p   ? P 
+ 2r th kH cos 6t  cos kx0 + k(r + r,.) th kH cos 6t  + 

+ k(r2 + r2) th kH cos 26t + F(t) (9) 

To simplify the final expressions it would be reaso- 

nable to transform the fifth term having in view the re- 

lationship (5): 

k(r2 + r2) th KH cos26t = 2kr2th kH cos2£t    (10) 

( A  chek proved that it gives an error in the final result 
which lies within 1 to 2%).Function F(t) will be found 
from limiting conditions on surface: p = 0 if y0 = 0. 
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Talcing into account that an surface r = r^ cth kH,  and sub- 

stituting (10) we have: 

F(t) = - lr cth 2kH cos 2 <St (11) 

Assumin cos kx0 = 1 and substituting (10) into (9) we ob- 
tain the final expression for pressure in any point: 

n sh kvo        ? sh kv„ch k(H+y )  ? 
fi = - yo - 2h -j-gg cos.t - kh

2 — -^-g-^-^cos^t - 

. *f  JLS^ite) cos 2rt.        (12) 

Since Eq.(12) gives pressure value in Lagrange vari- 
ables, for finding the loading point calculated for a par- 
ticle with y0 = a we have to find the current ordinate of 
the particle by substituting y0 = a into Eq. (7)*. 

With unlimited depth Eqs. (12) and (7) become consi- 
derably simplified: 

J = - y. - ^f-(1 - e21^) cos 2<St       (12a) 

2 
y = y„ + heky° cos6t + --- e2ky° cos2 eit        (7a) 

Practically when H^0.4X calculations can be begun 
using Eqs. (12a) and (7a). 

For plotting an excess wave pressure diagram we have 
to set 5 to 7 y„- values, then to calculate p/#- pressure 
values; then diagram of full pressure is plotted and the 
hydrostatic pressure subtracted. 

The value of full pressue resultant can be derived 

*) In the publication of our relationship in Khaskhachik 
G.D. & O.M.Vanchagov's work (9) a misprint has slipped 
in: in the second term of Eq. (2) factor "cosfi't" is 
erroneously omitted. 
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by integrating Eq. (12) i 

-H 

5 = f fi 3.1 dyo f-Jl Ty0^° (13) 
o 

Excess wave pressure resultant will obviously take the 
form: 

*-2 = 2 . t (14) 

Omitting cumbersome calculations of this value we give 
here only the final equation: 

AR      h2,4 cos%t 
— = - (r-r th kH cos6t + 6kH —— + cos 26t + 
J       2 vkh sh 2kH 

+ cos%t - 2kH cth 2kH cos 2St)       (15) 

As seen from (15) the maximum of excessive wave pres- 
sure resultant is time-dependent. The value of phase which 
corresponds to maximum pressure is derived by taking a 
derivative of (15) and equalizing it to zero. 

As a result we derive two radicals: 

cos6t = 1 (16) 

2 th kH 
cos6t =      (17) 

kh(4kH cth 2kH --« - 5) 
sh 2kH 

It was found that if cos St calculated from (17) yields 
a value 0-£cos st-^1, then this very moment will corres- 
pond to the maximum value of excessive pressure resultant. 
If however this condition is not fulfilled, then the maxi- 
mum of resultant will occur when the first radical (16) 
is used, i.e. at the moment of maximum wave crest rise 
at the wall. 

For a case of H^ 0.4.A Eq.(1?) takes a simpler form: 
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>• cos St =  (17a) 
H(8 f - J) 

To simplify the calculations we plotted a diagram of 
relationships between cos t and relative wave heights 
o< = h/x  and depths fi = E/\_  (Pig.2). As seen from the dia- 
gram the increase in relative depth as a rule leads to 
cos St < 1 and the maximum of excessive wave pressure resul- 
tant does not coincide with the moment of maximum wave 
crest rise at the wall. 

If we derive by similar integration the resultant mo- 
ment in relation to wall bottom and then determine the 
phase which corresponds to moment maximum, then it will be 
seen, that this phase does not coincide with that of the 
resultant maximum. The recommended method of calculations 
reflects all the peculiarities of pressure variations that 
were found by other investigators. Excess pressure at the 
bottom at y =<=« will then be: 

pb    kh2 
_ cos 2St (18) 

o 2 

N.N.Zagriadskaya has collected all published data on 
experimental laboratory investigations of the action of 
standing waves upon a vertical wall, and made a compari- 
son with theoretical data. She found (10) thereby that 
the method recommended in the present paper should be con- 
sidered as preferable when compared to Miche - Biesel - 
Rundgren method and to that of Kuznetsov, since it gives 
the best agreement with the results of laboratory experi- 
ments. 
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CHAPTER 92 

PRESSURE UPON VERTICAL WALLS FROM OVERTOPPING WAVES 

by 
x) 

M.E.Plakida 

ABSTRACT 

This paper is concerned with the study of wave pres- 

sures exerted upon breakwaters of the vertical type from 

overtopping waves• 

The formulae for maximum wave pressure upon vertical 

walls and the wave crest elevation for overtopping waves 

are suggested by the author. The phase interval method 

for the maximum wave pressure is also given. 

-*1  
Chief of Wave Laboratory of Moscow Branch of 
Y/ater Transport Engineering Institute;- Bolschaya 
Ordynka Street 19, Moscow, J-35 • U.S.S.R. 
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IHTRODUCTION 

Ihe following symbols are used in this paper: 

h   -  waTe height; 

A   -  wave length; 

T   -  wave period; 

depth of water measured from the still 

water level (SWL); 

H 

Z    — elevation of wave crest above SWL for a sw 

standing wave at 90° (t = 0,25t ); 

Zm   - maximum elevation of wave crest from over- 

topping wave; 

wave pressuri 

wave at SWL; 

maximum wave 

topping wave at SWL. 

P    — wave pressure intensity for a standing 

P°   - maximum wave pressure intensity from over- 
max 
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Experimental model study shows that elevation of 

wave ore3t and wave pressures upon a vertical wall from 

an overtopping waves decrease in comparison with condi- 

tions without overtopping. Wave pressures upon vertical 

walls decrease with the loss of the wall elevation above 

SWL. 
The construction of a breakwater for overtopping 

waves requires less expenses than for a full profile of 

walls, but it is necessary to take into consideration 

increasing degree of agitation in harbours. 

Overtopping of waves over sea-walls is a very comp- 

licated hydraulic phenomenon which consists of partial 

standing waves (clapotis partial - French) and of peri- 

odical flow with a variable water discharge. 

The trajectories of the four indicators small balls 

of bitumen and paraffin with the liquid specific weight 

are shown on fig.1. On fig.1  the two of the indicators' 

namely I and II are to the left from the knot; and two 

other indicators III and IV are between the knot and 
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the wall- The surface indicators I and II move along 

trajectories, which are typical curves of partial stand- 

ing waves. There is no water current influence due to 

overtopping *aves here. 

The indicators III and IV show a complicated simult- 

aneous movement of particles is inherent in the partial 

standing ware and the flow with variable discharge. As 

a result the indicator III move along a loop-type traj- 

ectory. 

The mathematical description of this phenomenon is 

very difficult. The author has decided to use a wave 

flume in order to clarify the questions with the help 

of hydraulic models within the given experimental para- 

meters • 

We use the standing wave theory and experimental 

data, giving the coefficients for computation of the 

maximum wave crest elevation and wave pressures upon 

a vertical wall from overtopping waves. 

MODEL AND EQUIPMENT 

This study has been carried out by the author in 

a wave flume of a rectangular cross-section 23 m in 

length and 0-50 m wide with a water depth of 0-90 ra. 

The wall model was represented by a concrete block 

with a wood screen. Seven wave pressure-gauges and one 
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level-gauge were sunk into the screen surface. The ins- 

tallation scheme and the placing all the gauges is given 

on fig .2- 

The crest wall elevation above SWL is equal (X -2 "7cm 

The investigation has been, carried out for the follow- 

ing parameters (see tabl. 1). 

Table 1 

h 
cm 

X 
cm sec 

h 
X 

H 

\     X 
a  > 
h 

1 2 3 4 5 6 

10 

17 

170 

210 

1,06 

1,20 

0/06 

0,0s 

0,53 

0,48 

0,27 

0,16 

The wavegenerator of a flap type was used to gene- 

rate regulars waves with different wave periods and 

wave heights. 

The wave pressures ware measured by tensemetrio 

gauges having a frequency 140 cycles per second. The 

wave heights were measured by electrical gauges. A samp- 

le of an oscillograph record is given on fig. 2• 

Phases of wave indulations and the movement of ball 

indicators were recorded on a 35 m film at 24 frames 

per sec A sample of a film record is shown on fig.1. 

The trajectories of indicators I, II and IV from 17 up 

to 120 frames and the trajectory of the indicator III 

up to 95 frames are seen on this figure. 
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O^cilloqram 

B5- level-gauae 

Aj-wave prepare <tf*wp 

Jig. 2. 
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EUULU 

On fig»2 graphs of water level oscillation and wave 

pressure are shown by a continuous line according the 

calculation by the standing wave theory (1, 2 and 3) at 

condition without overtopping. Experimental data are 

also shown by points. 

Hie decreases of water level elevation (see B-J) and 

wave pressures in the vicinity of still water surface 

(see ,33,-6) are clear from these graphs for overtipping 
with 

waves in comparison waves without overtopping. 

Within the scope of experimental parameters: 

- maximum wave crest elevation Zmax from overtopping 

waves is given by formula 

Zmax = °>8 Zsw 

— maximum wave pressure at still water level from 

overtopping waves will be 

P°   =0.8 P^w max        «w 
Values of wave pressures equal and below the level 

of 75 cm (see fig.2) up to from the bottom are practi- 

cally equal to values calculated by the standing wave 

theory. Ihus the decrease of wave pressures up to 2Qfo 

due to wave overtopping are only noted from the still 

water level down to a depth about (1.0 * 1«5) h. 

Maximum resultant of wave pressures occurs at phase 

intervals from 0-10T to 0-15T (zero phase corresp- 
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cmds to the coincidence of the upsurging wave surface 

with SwL). 

Computation of the maximum resultant of ware pressu- 

re may be carried out by a graphical method based on the 

standing ware theory for 4-5 phases values of the res- 

ultant in a phase interval from 0.10T up to 0.15*^ 

Ehe graphs of change the water level and the wave 

pressure resultant for semiperiod of wave calculated by 

the standing wave theory and by experimental data are 

given on fig»3« These curves of the wave pressure resul- 

tant are in corresponding to the wave pressure scheme 

indicated above on f ig»3• 
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CONCLUSION 

Wave crest elevationd and wave pressures upon verti- 

oal walls decrease from OTertopplng waves in comparison 

with a full wall* 

Decrease of wave pressures occur only from 3WL down 

to depth of about (1.0 -fr 1*5) h» 

Maximum resultant of wave pressures due to overtop- 

ping waves occurs at a phase interval from 0.10 t up 

to 0.15T for the scope of our experiments. 
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MEW DESIGNS FOR BEACH PROTECTION    STRUCTURES 

by 
G»D,Khaskhachikh,   Candidate of Science 
G.A.Tsaturiyan,       Candidate of Science 
Ya.S.Shulgin,  Engineer. 

Ail-Union Research Institute of transport Construction 
Igarskaya proezd, 2, Moscow 1-329, USSR. 

Along some length of the Black Sea coast line    there 
are beach protection structeres largely represented    by 
groins and traverses in conjunction    with wave resisting 
embankment walls.  The groins are built of 30 to 100 t con- 
crete blocks and set on a rubble-mound foundation level- 
led by sea divers. 

In the course of building and  exploitation of these 

structures,  a number of disadvantages have been revealed. 
These ares 

- The groin structure    is affected    by the waves that 
scour the rubble-mound foundation at the bottom and there- 
by disturb it. Failures occur more frequently at the head 
(seaward)  part of the groin; 

- The rubble-mound is concerned with having to perform 
a great deal of heavy and harmful to health    diving    job, 
such as underwater excavation,  filling and levelling the 
stone material,   etc.; 

- The rubble-mound cost and labour involved are estima- 
ted to be high. 

1675 
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An example of deformation of such a groins is shown 
in figure 1, 

Investigations were carried out in order to develop 
more reliable and industrialized designs of groin and tra- 
verse for use in soils subjected to scouring by waves. 
This resulted in achieving some new concepts of groin de- 
sign which were then realised in construction on the Mler 
site of the Black Sea coast.  The site was situated on a 
huge accumulation promontory formed by sand-shingle depo- 
sits. Reaching the shore,   there were the sea waves «p to 
5-6 m. Due to a deficiency of sediments in that area an 
erosion process had already started involving the shore 
slopes,  beaches and the sea bottom near the shore.  The 
stabilization required for this section of the shore was 
being achieved by building a system of beach-protection 
structures,   such a groins,   stepped-slope sea-walls,  sub- 
merged breakwaters,  and by making artificial beaches. 
This system of beach protection has proved to be highly 
efficient in stabilizing the shores. Beside the conventi- 
onal  structures set on the rubble-mound foundation,  two 
groins of a new design set on reinforced concrete hollow 
cylindrical piles were used there. 

The experimental construction was aimed at field exa- 
mination of the erection procedure for these structures, 
as well as to define their reliability in the course    of 
application. 

The first of the two test groins,   shown in figure 2, 
is comprised of to 4 x 5-6 rn,  2-4.5 m high concrete blocks 

weighing up to 100 tons. 
Each block has a central hole 1.7m in diameter for a 

prestressed concrete hollow cylindrical pile 1.6m in dia- 
meter to be driven through it by vibrodriver.  There are 
also  semicircular slots on the butts for 20-t concrete 
keys.  1.6m in diameter to be inserted in them.   These slots 
can as well be used for driving the piles.  The head porti- 
on of the groin consist of two blocks fixed  in place    by 
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Pig.  1.    Deformation of the conventional groin. 

Pig. 2.    Scheme of the concrete block groin set on 
cylindrical hollow pile foundation. 
1- concrete blocks; 2- concrete keys; 
3- head block;  4- cylindrical hollow piles; 
5- cast-in-place concrete. 
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three hollow cylindrical piles.  On the whole,  the 60-m long 
groin is comprised of ten blocks,  nine keys,  and ten 8-1Om 
length piles which are driven to the depth of 5 to 6 meters. 
The concrete blocks function as a reliable conductor in 
driving the piles,  and as a means of protection for the 
latter from the sea-water abrasion. 

Connection of the groin with the sloping wall was per- 
formed with cast-in-place concrete,  also used in forming 
the levelling    plate and profile crest. 

She erection procedure for the groins consist of the 
following steps: 

- pit  excavation using a floating crane with a grab; 
- installation of prismatic blocks; 
- installation of the keys; 
- installation and vibrodriving the hollow cylindrical 

piles; 
- placing the cast-in-place concrete. 

The groin under construction is shown in figure 3,  and 
the same groin fully completed is shown in figure 4. 

The second test groin is a reinforced concrete struc- 
ture composed of slubs that fit  into the slots of the con- 
crete bearing blocks.  These slabs are also supported    by 
the hollow cylindrical piles driven through the holes    in 
the blocks (see fig. 5). 

The 60-m length groin structure consist of four inter- 
midiate 60-t bearing blocks;  a 65-t head portion;   six hol- 
low cylindrical piles;  and ten 4-7m length,  0.6m thick con- 
crete slabs weighing from 11   to 26 tons,  The slabs are pla- 
ced in two cources by height.  The thin-walled groin struc- 
ture is more acceptable from the economic point in view, 
though special means are needed to protect  its slabs from 
abrasion by shingle deposits. For this purpose the    high- 
strenKth concrete with a polimer-concrete covering is used, 

well as 
as : ' tiie cast-in-place concreting for all of the other 
members of the structure.  The erection procedure for this 
groin is principally the same as that for the former.    A 
general view of the groin under construction is shown in Pig.6 
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1^7 '* Jl 

Fig. 3.  Groin made of concrete blocks under 
construction. 

Pig. 4. Groin made of concrete blocks is fully 
completed. 
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Fig. 5.    Scheme of the groin made of reinforced 
concrete slabs. 
1- bearing blocks;  2- renforced concrete 
slabs;  3- head block; 4- cylindrical hol- 
low piles. 

iniiffiiT^ 

Fig.  6.     Groin made of reinforced concrete slabs 
under construction. 
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For all of the blocks and screening slabs in these 
test  structures,   the footing was installed below    the ac- 
tive layer of deposits.  *n order to improve the block-pile 
connection,  the piles were driven 1.5m further down below 
the block surface. 

During the construction period and successive two 

years of exploitation,  the new groins were subjected    to 
repeated attacks of heavy and long storms with the waves 
up to 5-6 meters,   but according to detalied examinations 
of these structures no damage has been recorded. 

The test groin investigations have enabled designing 
a combined groin structure for shores with shingle depo- 
sits prevailing.  The on-shore portion of such a groin    is 
composed of prismatic blocks while the head portion is of 
thin-walled slabs. 

Such a design is more suitable for the groin operation 

xnder these conditions. 





CHAPTER 94 

A PROBABILISTIC APPROACH 
TO DETERMINE WAVE FORCES 
ON OCEAN PILE STRUCTURES 

by 

I. Schueller* and H. C. Shah** 

ABSTRACT 

Multiple linear regression analysis is applied to 
predict horizontal velocities and acceleration of water 
particles subjected to waves.  Furthermore it was used to 
predict the coefficient of drag for circular piles.  The 
mean value functions of the parameters are calculated and 
the assumption of their lognormal distribution reasonably 
well verified.  The method used here is free from theoretical 
assumptions about wave mechanisms and, hence, explains the 
behavior of experimental results. 

Using Monte Carlo simulation these regression relations 
were then utilized to generate the distribution functions of 
wave forces.  Using the Morison force equation, in this 
simulation, the distribution function for the drag and the 
inertial components of the force are determined separately. 
A linear superposition of those time varying processes was 
performed to obtain the distribution of the total maximum 
force.  Finally a probabilistic wave height-wave force re- 
lationship was developed for the purpose of creating a force 
distribution function given a random sea state. 

1.  INTRODUCTION 

Circular piles are often used to support various ocean 
structures.  The wave forces to which they are subjected are 
of utmost importance for the design of such structures. 

The actual situation in the ocean presents a confusing 
and often frustrating problem to the engineer. Our limited 
knowledge about the ocean waves has made engineering design 
extremely difficult, resulting in a number of failures in 

*   Assistant Professor, The George Washington University, 
Dept. of Civil Engineering, Washington, D. C. 

** Associate Professor, Stanford University, Dept. of 
Civil Engineering, Stanford, California. 
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the  past. 

The following factors complicate the design considerably: 
first, wave characteristics change continuously as the wave 
travels.  Secondly, even the forces exerted by identical waves 
vary greatly.  This variation is caused by fluctuations in 
the fluid particle velocities and accelerations as well as 
eddies around piles caused by the rapidly reversing flow. 
These random phenomena can only be handled using a probabilis- 
tic approach. 

A cumulative distribution function of wave forces 
created from field data would give the engineer sufficient 
information for his design.  In reality most of the avail- 
able data on ocean waves consist of records of wave height, 
period and length, three easily measured properties.  How- 
ever, useful wave force measurements have been conducted very 
seldom due to high cost and extraordinary experimental diffi- 
culties involved. 

Therefore a method is proposed which transforms avail- 
able data into useful form.  In other words, records of 
wave heights, periods and lengths can be converted in cumula- 
tive distribution functions of wave forces.  The method 
utilizes a multiple regression analysis to develop a relation- 
ship between those easy to measure wave properties and the 
parameters used in the Morison^- force equation.  These para- 
meters include water particle velocities and accelerations 
as well as the coefficients of drag and inertia.  Using 
Monte Carlo simulation these regression relationships are 
then the basis of the development of the cumulative distri- 
bution function of the wave forces.  Given this distribution, 
the engineer can make reliability statements about his design. 
This information developed above can then be utilized to 
create a probabilistic wave force-wave height relationship. 
This relationship enables one to take the randomness of the 
sea into account.  The most likely cumulative distribution 
function of the wave forces for a particular wave height 
distribution given a wave period can be determined.  In- 
tegration over all possible periods for a fully developed 
sea leads to a cumulative distribution function of the force, 
which again can be used for reliability statements. 

2.  DEVELOPMENT OF THE MAXIMUM FORCE DISTRIBUTION FUNCTION 

The generally accepted and most widely used formula for 
a force on a pile is the so-called Morison formula, 

F = |DpCD|u|u + p^CM|H (1) 
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The first part of this equation represents the form drag 
caused by surface shear.  The second part of the equation is 
the acceleration force on the displaced volume of fluid in- 
cluding the virtual mass effect.  Although the particle motion 
in waves is orbital, the method is based on rectilinear flow. 
Morison also assumed that the drag force and the inertia 
force can be treated separately, and that the total force 
can be obtained by adding the solutions linearly. 

The fluid density p and the pile diameter D are assumed 
to be constant.  However, based on experimental evidence2'3''*'5'" 
the water-particle velocity u, the acceleration 3u/3t, the 
coefficient of drag, CD, and the coefficient of mass, CM, are 
considered random variables.  Their mean value functions and 
distributions are developed by utilizing available experi- 
mental data 2,3,4 antj applying the mathematical method of 
multiple linear regression analysis.  The results obtained 
are the following:' 

u* = exp(0.442 + 0.04L* - 0.231d* + 0.221S*)      (2) 

where   u* = Hi ,  L* = | ,  d* = | ,  S* = | , 

and 

a* = exp(2.856 + 0.04L* - 0.28d* + 0.127S*)        (3) 

v,       *   aT2 where   a* =   

and 

H 

CD = e
0-484(Re)-°-694(H*)0-067(T*)0-115 (4) 

where   H* = | ,  T* = ~ 

Note that the equations (2), (3) and (4) represent mean value 
functions.  The assumption of the lognormal distribution of 
the dependent parameters u*, a* and C^ was reasonably well 
verified by means of probability and error plots.7  The co- 
efficient of mass, CM, was assumed to be lognormally distributed 
with a mean value of 2.5 and a standard deviation of 1.2. 
Equations (2) and (3) represent the maximum water particle 
velocities and accelerations within a wave. 

These equations can be expressed as a function of time 
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u(t) = u-cosut (5) 

a(t) a-cosut (6) 

where M=2TT/T, the angular frequency.  Substituting equations 
(5) and (6) in equation CD the following expression is ob- 
tained: 

FT(t) CD(jp) (| u*) cosu)t|coswt| 7) 

+ CM(£|2_) (^ a*)sincot 

Since the drag component is 90° out of phase with the inertia 
component, the maximum drag force occurs when the wave crest 
or trough passes the pile.  The maximum inertia force occurs 
when the wave passes the still water level.  The maximum 
total force exerted by a wave is derived by setting the first 
derivative of equation (7) to zero.  This results in the 
following equation: 

F*max = Co(f i* W 
pirD 

H 

M^ilT »' 
(8) 

The expression FT   in equation (8) is a function of the 
previously determined random variables u, a, C , C  and is 
therefore also a random variable.  Equation (8J can be 
written: 

FT   "'max' imax Vv(f)(T-fu*<»*>)2 

1 + 
fCM^v£FiX?f,i*(a;) 

f
 CD (V (^(l fU* <U*>)' 

(9) 

2 

The maximum total force probability density function fp    (fT  ) 
'•'•max 
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can be obtained rigorously by derivation of the distribution 
as a function of the random variables u, a, Cp and C^ which 
are assumed to be lognormally distributed.  Although the 
probabilistic portion of the derivation of the distribution 
is a rather direct problem, the calculus needed to evaluate 
the resulting integrals seems to be intractable.  Fortunately, 
an approximate method for creating derived distributions, 
the Monte Carlo Method,8 furnishes a distribution of 
sufficient accuracy. 

3.  DEVELOPMENT OF A PROBABILISTIC WAVE FORCE - WAVE HEIGHT 
RELATIONSHIP FOR AN OCEAN SURFACE 

In the previous section it was shown how to obtain a 
maximum wave force probability density function for a single 
wave. 

The actual situation in the ocean presents a complex and 
confusing problem.  The local wind generated waves are super- 
imposed on the large ocean waves whose origin may be thousands 
of miles away.  A deterministic approach to ascertain the 
wave heights of ocean waves is impossible because of the 
present inadequate understanding of complicated wave systems. 
However, by observing the random nature of the ocean waves, 
it is plausible that some statistical regularity can be 
found. 

3.1  Statistical Distribution of Wave Heights 

Wiegel et al.  measured the forces exerted by ocean 
waves on vertical circular cylindrical piles near Davenport, 
California, in water ranging from 45 feet to 50 feet deep. 
The relation of H versus T of the measured data is plotted 
in Figure 1.  The data show a considerable amount of scatter, 
indicating the presence of waves with various combinations 
of H and T in the ocean.  To gain insight into this apparent 
randomness, the data are grouped into several ranges of the 
period T as follows: 

Period Group Average Period Representing 
the Range (sec.) 

Tx= 8 

T2=ll 

T3=13 

T4=15 

T5=18 

1 6£T<10 

2 10iT<12 

3 12<T<14 

4 14<T<16 

5 16ST<20 
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Histograms are then constructed for each period.  By normaliz- 
ing the histogram and dividing the resulting probability mass 
function by the size of the H interval, the frequency function 
of H for each period group is obtained.  These frequency func- 
tions are shown in Figure 2(a)-(e).  It is interesting to see 
that the distribution of H resembles the Raleigh distribution 
whose PDF is given by 

(2h/c2) exp(-h2/c2),   for  hiO 

fH(h) = (10) 

0 , otherwise 

where h represents a particular realization of the random wave 
height, H, and c2 is the mean square of H. 

The idea that the wave heights follow the Raleigh distri- 
bution was introduced by Longuet-Higgins9  in his theory for 
waves having narrow band spectra. 

In the derivation of equation (10), Longuet-Higgins assumes 
that the ocean waves involved were nondirectional and infinites- 
imal so that simple linear wave theory would apply.  Borgman10 

argued that although for large waves the data are not exactly 
distributed according to the Raleigh distribution, the Raleigh 
curve appears similar enough to the data to justify its use in 
most engineering approximations.  However, for this problem it 
is only of importance that there is some statistical regularity 
in the distribution of H.  Figures 2(a)-(e) indicate that such 
regularity exists. 

3.2  Functional Relationship Between H and F 

The analytical tools which are employed to find the 
functional dependence of F on H are the regression analysis 
and the Monte Carlo simulation.  From Section 2, it can be 
seen that the functional relation between H and F is a proba- 
bilistic one.  Equation (9) shows how to obtain the maximum 
total force probability density function.  For this equation 
every parameter is given in Wiegel's data- except the wave 
length L.  However L can be approximated by utilizing the 
linear wave theory 

2 
L = 21 tanhf2-^) (11) 

27T L 

Equation (11) is an implicit formula for L which may be solved 



1690 COASTAL ENGINEERING 

0.2 

0.1 

0.0 

0.2 Vh) 

0.1 

0.0 

0.2 

0.1 . 

0.0 

fH(h) 

. (a) 
T    =    6    r ̂  10   sec 

• / \ 

^^*>-—        i              . 

H(ft) 
10  12 14   16 

12 sec 

18 

WAVE HEIGHT FREQUENCY FUNCTIONS 
(a)  FOR T = 6 ~ 10, (b) T = 10 ~ 12, 
(c)  T = 12 ~ 14 sec, [continued] 
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0.2 

0.1 

0.0 

0.2 

0.1 

0.0 

fH(h) 
(d) 

T =  14 <• ̂  16   sec 

._ ,-*-r^TT77 , ,.    ..i             t \              ,.,                 ..               ,t                 ,.               _           Ml —t .,,   .  x. ._^lT^r=B. 1..—»-, 

w5R     r^^^ 
(e) 
T  =  16 ~ 20   sec 

FIG.   2.  HAVE HEIGHT FREQUENCY FUNCTIONS 
(d)  FOR T = 14 ~ 16, (e) T = 16 ~ 20 sec. 
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by using the Newton-Raphson method. 

To develop the mean value functions of the wave forces, 
Monte Carlo simulations must then be performed for constant 
wave periods T and various wave heights H.  This process re- 
sults in a family of mean value functions, shown in Figure 3. 

Figures (4)-(8) show the coaxial diagrams which demon- 
strate the relationships between H, T and FTmax.  Part A of 
the graphs contains the CDF for the wave height, determined 
from field data.  Part B relates the wave height to wave force 
for a given value of T. 

Since the relationship between H and T is probabilistic, 
each T curve is a mean value function.  Part C is a CDF for 
the wave force which is derived from parts A and B of the graphs 
as illustrated in the diagram.  This process can be easily 
performed since the relationship between F«Tmax and H is a 
monotonically increasing function.  Because Ene height-force 
relationship is probabilistic, the CDF of the wave force is 
a graph of the most likely force to be expected.  Thus the 
method of coaxial relationships shown here can be used to 
generate a CDF for wave forces for a particular period and 
a given wave height distribution. 

3.3  Application of the Method Proposed in Design 

In order to apply this method in design more extensive 
data are needed on wave height distributions.  If a pile is 
to be designed to last several years then the statistical 
frequency of unusual high waves must be known.  The data 
series used to determine the CDF of H would consist of wave 
data for large storms or a tabulation of those waves exceed- 
ing a certain wave height in a given record.  For example, 
in the Gulf Coast, hurricane data would probably be used in 
design.  It may also be necessary to consider the probability 
of hurricane or storm occurrence in the analysis. 

4.  CONCLUSIONS 

This analysis has demonstrated a method for determining 
the cumulative force distribution of piles caused by a given 
wave height distribution.  To create a force distribution the 
Morison force equation was used to develop the relationship 
between wave force ans several wave properties using experi- 
mental data.  In utilizing the Morison equation, the horizon- 
tal water particle velocity and acceleration as well as the 
coefficients of drag and mass were considered random variables. 
The mean value functions and variances of these random variables 
were developed using multiple linear regression analysis and 
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assumed to be lognormally distributed. 

Unfortunately, the prediction equations developed are 
valid only for the range of the original data.  The valid 
range of these prediction equations could be expanded consider- 
ably if data were available in other ranges.  Currently, ex- 
perimental data for water particle velocity, and acceleration 
are seriously lacking.  Data are also needed for long-crested, 
low amplitude waves with large periods and for low amplitude 
waves with large water depths. 

Although prior knowledge of the relationships between 
the wave particle velocity acceleration and other wave prop- 
erties is known from linear and other wave theories, an 
extrapolation beyond the data cannot be justified. 

In the development of the regression equation of the 
drag coefficient considerably more data were available.  The 
big advantage of this equation is that it makes possible the 
development of a probability density function which is related 
to particular measured wave properties. 

Experimental data used for the determination of the 
drag coefficient were taken at the still water level.  If 
experimental data were available for different values of S 
(water particle depth) then a study of the variation of the 
drag coefficient for different mean water particle positions 
could be performed.  This additional information would give 
much more insight into the problem. 

The Monte Carlo simulation technique was employed to 
derive the maximum wave force probability density function 
using the regression equations previously developed. 

Finally, a method was proposed which makes the creation 
of cumulative force distributions for given wave height dis- 
tributions possible.  For this purpose a probabilistic wave 
height-force relationship was developed.  This method also 
takes the probability of occurrence of extreme waves into 
account.  The agreement between the experimental data and the 
model is quite acceptable. 

NOMENCLATURE 

a   pile diameter 
2 

c   mean square of H 

C   coefficient of drag 

C ,   coefficient of mass 
M 
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d     water depth 

D     pile diameter 

fp_   'fTmax^   maximum wave force probability density 
max function 

F     total wave force 

h     particular realization of H in Raleigh 
distribution 

H     wave height 
L     wave length 
S     mean water particle depth 
T     wave period 
u     water particle velocity 
p     fluid density 
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CHAPTER 95 

WAVE FORCES ON SUBMERGED PIPE LINES 

by 

1 2 Ernest F. Brater  and Roger Wallace 

ABSTRACT 

This is a presentation of the analyses of data obtain- 
ed from a laboratory investigation of horizontal forces pro- 
duced by oscillatory waves on submerged pipes.  The research 
program was planned to help solve design problems for pipe 
lines located on or below the bottom in the oceans or the 
Great Lakes.  The project was financed by the National Science 
Foundation. 

A continuous record of wave height and horizontal 
force was obtained for pipes of four diameters, for three 
wave heights and three wave lengths.  Forces were measured 
at four locations below the water surface, the lowest 
position being as near the bottom as possible.  Other tests 
were conducted with the pipes located in various positions 
within trenches of several different shapes.  The actual 
pipe diameters, wave heights and wave periods used in the 
laboratory tests were such that on the basis of a scale ratio 
of 1 to 75 the range of prototype parameters would include 
pipe diameters varying from 8 to 15 feet, wave heights varying 
from 8 to 23 feet and wave periods in the range from 6 seconds 
to 12 seconds.  Results are presented in the form of coeffi- 
cients of inertial resistance and drag which can be used with 
the Airy equations to compute forces. 

INTRODUCTION 

The increasing use of submerged pipelines for water in- 
takes and sewer outfalls and for the transportation of oil, 
gas and other chemicals has created considerable interest 
and concern regarding the magnitudes of design forces.  Not 
only are failures of such pipelines very costly but there is an 
increasing concern because of the almost irrepairable environ- 
mental damage that might occur.  A review of various aspects 
of the problem has been presented by Ralston & Herbich (1969). 
In a summary of the various hazards to submerged pipelines, 
Ried (1954) has placed wave action at the top of the list. 
Grace (1971) has summarized previous research on this topic. 

1 {^sofessor of Hydraulic Engineering, Department of Civil 
Engineering, University of Michigan 

2 Hydraulic Engineer, Michigan Water Resources Commission 
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The investigation of forces created by oscillatory waves 
on submerged structures was started at the University of Michigan 
Lake Hydraulics Laboratory with tests on a proposed off-shore 
drilling structure (Brater and Maugh, 1953),  The first basic 
research effort dealt with forces on barge-like shapes (Brater, 
McNown & Stair, 1961).  Interest in a second project dealing 
with forces on submerged pipelines arose because of the senior 
author's involvement in re-designing pipelines which had failed 
due to wave forces.  Such failures occurred at depths of from 
20 to 40 feet with the pipes exposed in trenches.  Estimates 
of the necessary coefficients could be made from values determined 
for vertical piling (Morrison, Johnson & 0 Brien, 1954). 
However, because of the uncertainties involved the designs 
were probably somewhat conservative.  The previous experience 
with research on wave forces indicated that a laboratory testing 
program would supply the necessary design information.  Accord- 
ingly, application was made to the National Science Foundation 
for financial assistance.  The grant was made and the research 
was carried out over a period of five years. 

HYDRAULICS OF OSCILLATORY WAVES 

The water motion associated with oscillatory waves is one 
of rotation in nearly closed circular or elliptical orbits. 
When wave motion is from left to right the orbital motion is 
clockwise.  If one envisions a sinusoidal wave form* as sketched 
in Fig. 1, then phase angles (9) can be used to designate 
points between successive crests.  One can either visualize 
the motion at a point with respect to time (t) or instantaneous 
conditions at location (x) as indicated in Fig. 1.  The time 
and horizontal space parameters can be combined into the follow- 
ing equations for 9 and the water surface profile (y).  In 
these equations L is the wave length and T is the wave period. 

e = 2* (S - |) (i) 

y = -- cos 9 (2) 
2 

The corresponding directions of water movement for any phase 
angle are as depicted by the solid arrows in Fig. 1.  The 
orbital velocities create drag forces on submerged bodies of 
the form expressed by Eq. (3) in which A is the projected area 

Fd=cdPAT- (3) 

on a plane perpendicular to u, C<3 is the drag coefficient and 
p is fluid density.  It will be seen that drag forces on a 
fixed body are in the direction of wave motions when a crest 

The water motion will be described and the force equations 
developed on the basis of the Airy theory.  Thereafter 
some implications of the Stokes theory will be discussed. 
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is above the body and that the drag force rotates in a clock- 
wise direction thru 360 degrees with the passage of each wave. 
This variation in direction of the horizontal drag force is 
expressed analytically in terms of component in the x direction 
as shown by Equation (4). 

2 
Fdx = Cdxp Ax ^§- (4) 

The value of u  is given by Equation 5. 

u = _£_H cosh 2« (d+z)/L . 
ux   T  sinh 2* d/L    cos U (5) 

The other type of force produced by the orbital motion 
is caused by pressure differences and is called the inertial 
force (King and Brater, 1963).  This is the force which would 
have been required to accelerate the fluid displaced by the 
solid body plus the additional force due to the flow disturbance 
caused by the presence of the solid body.  This additional 
force is taken care of by including a coefficient of inertial 
resistance (C^)   in the expression for this force shown in Eq. 
(6), in which V is the volume of the submerged body.  The 

P. = cmp v |s (6) 

amount that Cm exceeds unity may be thought of as related to 
the additional mass of fluid affected by the presence of the 
body and is sometimes called the coefficient of virtual mass, 
hence the use of the subscript m in on the coefficient.  This 
force acts in the direction of wave motion for 9 = 90° and, as 
can be seen by the dotted arrows in Pig. 1, it is 90O out of 
phase with the drag force.  The horizontal component of the 
inertial force is shown by Eq. 7. 

Su 
F.  =C   PVX (7) 
IX   mx   °t 

5ux The value of trr— is given by Eq. (8) . 

„2        sinh 2* d/L 
2»^ H cosh 2" ]d+z)/L sin Q (g) 

T 

Referring to Equations (4) and (7) and to Fig. 1 it may 
be seen that both forces have positive components in the 
x direction for 0<9 <90 and negative components in the x 
direction for 180<9 <270 thus creating the possibility that 
the maximum horizontal force (F ) will be a combination 
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of Fm and Fd at intermediate phase angles.  The expression for 
Fx is 

F  = F,  + F. (9) 
X    dx    IX 

Differention of Fx with respect to 9 and setting the result 
equal to zero yields the following expression for the angle 
of maximum combined force. 

sin 9   = 
2cm v  sinh 2« d/L  

max   CdAxH cosh 2« (d+z)/L 
UU' 

One difficulty in dealing with Eqs. (4), (5), and (7) and 
(8) is that values of u and 3u/3t vary from point to point 
and therefore in estimating forces on submerged bodies a 
weighted average value of u and 3u/3t should be used.  For 
the case of inertial forces on very large structures this 
problem has been solved conveniently by writing Eq. (7) 
in terms of pressure differences (Brater, McNown & Stair, 
1962).  For most pipelines the size of the structure is so 
small compared to stormwave lengths that the weighted average 
differs little from the value at the center of the body. 

Perhaps the most troublesome decision that must be made 
in developing an analytical basis for computing wave forces 
is the choice of the theory to be used for computing u and 
du/3t.  The Airy equations which have been used in this dis- 
cussion have the tremendous advantage of simplicity.  Even 
though tables (Skjelbreia, 1958) have been developed which 
make it much easier to use the Stokes equations it would 
require a great improvement in accuracy to warrant the expen- 
diture of the additional time.  Actually the differences be- 
tween computed values of orbital velocity and acceleration are 
small. 

From the point of view of finding an adequate analytical 
approach for computing maximum wave forces the most important 
difference between the Airy and Stokes theories is the 
difference in the phase angles of the maximum acceleration. 
According to the Airy theory these phase angles (Gm) are 
90 and 270 degrees.  Within the range of H, L and d for 
these tests, values of 9m computed from the Stokes equations 
(Skjelbreia, 1958) are also 90° for downwave acceleration for 
L = 2.6 feet but for L = 4.1 feet 9m varies from 86 to 88 degrees 
and for L = 6.7, 9m varies from 72 to 83 degrees.  This would 
mean that for large values of L a measured value of 9m as 
small as 7 2 degrees might indicate that the maximum force is 
entirely of the inertial type and that F,j is negligible.  This 
point becomes academic however, when one considers Eq.'s (4), 
(5), (7) and (8) for the case where 9 is 72°. The value of 
sin 72° is 0.95 and that of cos2 72° is 0.10.  Therefore for 
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phase angles of 72  the Airy theory would give practically 
the same answer whether the forces were computed from Eq. (9) 
including both types of forces or from Eq. (7) with s'in 8=1. 

EXPERIMENTAL PROCEDURE 

Waves were generated by a plunger type wave machine 
located near one end of a tank 93 feet long and 14 feet wide. 
The wave machine was capable of generating waves with heights 
as large as 0.35 feet and with periods as short as 0.7 
seconds.  A mat of plastic hair was placed behind the wave 
machine as well as at the opposite end of the tank to dampen 
reflections.  Although this material is very efficient very 
small reflections were returned from the far end of the tank 
but in all cases the test run was completed before those reflec- 
tions returned to the dynamometer. 

The test specimen was suspended from a dynamometer located 
about 40 feet from the wave generator.  The test specimens 
were 4.5 feet long.  Additional pipe of the same diameter was 
mounted at either end of the test specimen so that the pipe 
extended for the full width of the wave tank except for the 
small gap between the test specimen and the dummy end sections. 
Horizontal forces exerted on the test specimens were transmitted 
to vertical cantilever beams upon which strain gages were 
mounted.  The signals from the strain gages were amplified 
and recorded with a pen recorder.  The dynamometer was cali- 
brated for both up-wave and down-wave forces.  The relation 
was nearly linear and varied little from one test to the next 
but was re-checked frequently during tests. 

Wave heights were measured by a resistance gage located 
about six feet in front of the dynamometer and on the center 
line of the tank.  The gage was calibrated by raising it and 
lowering  it known amounts, within the tank at its permanent 
location.  The calibration changed very little but was checked 
frequently.  Its output was recorded by pen on an oscillograph 
chart.  A hook gage mounted on the same truss as the wave gage 
was used to check the water surface elevation in the tank. 
The time relation of horizontal forces to wave form was 
determined by mounting a second wave gage above the center 
of the test specimen.  The output from this gage was recorded 
on the same chart as the wave force trace. 

The wave period was determined from the wave trace knowing 
the rate of movement of the chart paper.  Wave lengths were 
then computed from the periods.  It was also necessary to 
run force tests to determine the corrections for the forces 
on the portion of the dynamometer which extended below the 
water surface.  Even though this portion of the dynamometer 
was slender the forces were sufficient to require a small 
correction particularly when the specimen was located near 
or below the bottom.  Several experimental difficulties were 
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encountered in conducting these tests.  Fully 80 per cent of 
the time was spent in eliminating problems which affected the 
quality of the results.  The most difficult problem was that 
of extraneous input to the force recorder.  This was solved 
only after the measurement of vertical forces was abandoned 
and an electronic filter was installed in the system. 

EXPERIMENTAL. PROGRAM 

A continuous record of wave height and horizontal force 
was obtained for pipes of four diameters, for three wave 
heights and three wave lengths.  For each set of test para- 
meters forces were measured at four locations (-z) below the 
water surface, the lowest position being as near the bottom 
as possible.  Other tests were made with pipes placed in 
various locations in trenches of several different shapes.  The 
water depth was kept at one foot at all times.  Numerical 
values of the parameters are shown in Table 1. 

TABLE 1 

TEST PARAMETERS 

Pipe Diameters (D) in ft. 0.104 0.140 0.159  0.198 

Wave Heights' ' (H) in ft. 0.11 0.21 0.31 

Wave Lengths'1' (L) in ft. 6.1 4.1 2.6 

Distances Below 

Water Surface'1' (-z/d) 0.25 0.50 0.75   0.96(2'  1.2(3' 

(1) These are typical values for each group. Individual 
values varied slightly. 

(2) Pipe very near the bottom. 
(3) Pipe in a trench. 

The only conditions in this array that were not tested were 
the cases of the largest wave height ( .31') combined with 
the shortest wave length (2.6') which resulted in waves which 
were very steep and unstable.  The ranges of the ratios of 
wave height, depth and pipe diameter to the wave length were 
.016<H/L<.081, .149<d/L<.385 and . 016<D/L <. 076 respectively. 

The tests conditions for pipes located in trenches are 
illustrated in Fig. 2.  The condition shown in Fig. 2a 
simulates a pipe half burried in the bottom.  Figures 2b 
and 2c show conditions which are similar tc those that might 
exist in an open trench.  The various circles in Fig. 2(b) 
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Figure 2.  Types of Trenches 
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show the locations at which the pipe was placed.  With the 
pipes in a trench, a full range of wave parameters was tested 
only for a pipe diameter of 0.159 feet but a limited number 
of parameters were studied for the other three diameters. 

ANALYSIS OF RESULTS 

Phase Angles of Maximum Forces.  The phase angles (9p) at which 
the positive or the down-wave forces are a maximum would be 
expected to occur in the range from 0 to 90 degrees based on 
the Airy theory and phase angles at the maximum negative or 
up-wave forces (9n) in the range from 180 to 270 degrees.  This 
is illustrated in Figure 3 which shows computed values of Fd and 
Fi as well as measured and computed values of (Fd+FjJ for 
conditions from Test 83.  The measured value 9p and 9n were 63° and 
250° respectively.  In the interest of simplicity, only 9p will be 
used in this discussion.  Average measured values of 9p for the 
various diameters varied from 65° for the smallest diameter to 
77° for the largest. 

2 
It was found that the dimensionless number, D /HL, is a 

useful parameterin decidingwhether 9p or 9n would differ sub- 
stantially from the phase angle of the maximum inertial force. 
Values of 9p are plotted against D2/HL in Fig. 4.  This criterion 
is not the complete answer because as shown by the symbols one 
can detect slightly different trends for different pipe dia- 
meters.  Yet, the relation is good enough to indicate for 
example that when D2/HL<. 025,  Sp may be less than 65° and the 
drag force should be included in the computations for the 
maximum force. 

Coefficients of Inertial Resistance.  Because the inertial 
force as given by Eq. (6) is usually the predominant force, 
values of the coefficient of inertial resistance (C^) were 
considered as the most important contribution of the research 
program.  Values computed from Eq. (7) from the average forces 
at 9 = 90° and 270° were called CM.  These values might be 
considered the true values of Cm except that it has been 
shown in the previous discussions that the maximum positive 
acceleration probably occurs at an angle somewhat smaller 
than 90° in many cases. 

Another set of values of Cm was computed from Eq. (7) using 
the average of the maximum positive and negative forces.  These 
were called CMM.  The positive forces were sometimes greater 
and sometimes less than the maximum negative forces.  The 
differences of the averages of the maximum positive or maximum 
negative forces from the average for both directions varied 
from 3.3 per cent for the smallest pipe diameter to 1.6 per 
cent for the largest diameter.  In all cases the average of the 
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Figure 3. Measured and Computed Forces 
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Figure 4. Phase Angles of Maximum Positive Forces 
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negative forces was greater than the average of the positive 
forces.  The values of CMM could be used to estimate the 
average total force, assuming the drag force to be negligible. 

Another set of values of Cm was derived from the maximum 
forces obtained from each test and irregardless of the direc- 
tion of the force.  These coefficients were designated as CMMM. 
They might be used for conservative estimates of the maximum 
forces assuming the drag forces to be negligible. 

In considering various ways of presenting the derived 
values of Cm it was found that values were relatively indepen- 
dent of D and H but varied in a very orderly linear manner 
with z/L.  Therefore this method of presenting the data was 
selected.  A computer program was written to determine the 
optimized least square fit for the points in various categories. 
The values determined were the slope (m), the intercept (b), 
the linear correlation coefficient (r) and the standard devia- 
tion from the regression (Sr).  The first six lines of Table 2 give 
the coefficients for three locations above the bottom.  The 
four pipe diameters were analyzed separately, then all diameters 
together and finally all diameters except the smallest (D = 0.104). 
In all cases all three wave heights are included in each cate- 
gory.  The next category includes all diameters and wave heights 
with the pipe very near the bottom (line 7, Table 2).  Values 
of z/d differ somewhat for this category because of the diff- 
erences in pipe diameters, z being the distance from the water 
surface to the center of the pipe.  Therefore -0.9 is a nominal 
value of z/d.  The final category, for which coefficients are 
given in line 8, represents a half buried pipe for all diameters 
and wave heights. 

The linear correlation coefficients (r) are measures of 
the likelihood that the sets of points should be represented 
by the least squares linear equation.  Values of ri shown 
in the table represent one per cent confidence limits which 
suggest the value of r for which the likelihood that it could 
be achieved accidentally is only 1 in 100.  Since the values of 
r for these tests are all very much larger than values of rj 
one must conclude that it is no accident that the groups of 
values of Cm and - z/L are fitted by straight lines.  The 
values of Sr shown in Table 2 are for the equations representing 
CMM.  The values of Sr for CM and CMMM were very similar in 
magnitude. 

In the categories for 0.25<-z/d< 0.75 for the four 
diameters there are 12 equations (lines 1 thru 4 in Table 2) 
representing four pipe diameters and three ways of computing 
Cm.  If one were to plot all of these they would, with two 
exceptions fall very near together.  The two exceptions are 
CMM and CMMM for the smallest pipe diameter (0.104 ). 
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This is to be expected because as shown in the previous sec- 
tion it is only for the smallest sizes that drag forces tend 
to make an important contribution to the maximum total forces. 
It might be concluded that the followinq equations (line 6 of 
Table 2) for all values of D except D = .104 may be used 
when D2/HL <.02. 

CM    = 1.34 + 6.41 (-z/L) (26) 

CMM   = 1.61 + 5.64 (-z/L) (27) 

CMMM = 1.81 + 5.22 (-z/L) (28) 

For small sizes, where DVHL < .02, it would be better to 
use the Equations (20), (21) and (22) (line 4 of Table 2) 
derived for the smallest diameter, D = 0.104'.  It may be 
questioned, whether such refinements are desirable or necessary 
because the differences among the various equations are probably 
very small compared with uncertainties in the selection of 
a design wave.  It would be quite appropriate for design pur- 
poses to use Equations (23), (24) and (25) (line 5 of Table 3) 
derived for all diameters irregardless of any size criterion. 

The equations for the pipe on the bottom (z/d = -0.9) 
have excellent correlation coefficients.  The standard 
deviations from the regressions are somewhat larger than for 
the other equations.  These equations have much practical 
importance because they provide design values for the most 
vulnerable position in which a pipe can be placed.  The 
equation numbers and coefficients are presented in line 7 
of Table 2. 

Equations (32) , (33) and (34) (line 8, Table 2) give values 
of Cm for the case of a half buried pipe (z/d = -1.0).  It should 
be noted that in computing values of Cm from the test data by 
means of Eq. (7) the volume.was taken as the entire volume of the 
pipe.  Forces computed in this same manner would include the 
assumption that pressure differences would penetrate the bed 
material at least to the bottom of the half buried pipe. 

The equations for C,,, which apply when the pipes are located 
in trenches of various shapes were not computed by means of a 
least squares procedure because most of the data were obtained 
for z/L of about -0.29 (32 tests).  A smaller number of values 
were obtained for a z/L of approximately -.19 (six tests) and 
z/L = -.47 (four tests).  It was assumed that the relationship 
would be similar to the ones obtained for the other eight 
categories.  Therefore the large number of tests for a z/L 
of about -0.29, for which the average value of CMM was 1.42, 
was used to determine the location of the line.  The less well 
defined values for z/L = -.19 and -.47 respectively were used 
to determine the slope.  In this manner the following equation 
was derived for pipes in a trench. 

CMM = 1.0 + 1.4 (-z/L) (35) 
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The values of CM and CMMM appears to be smaller and larger than 
CMM respectively in about the same proportions as for all of the 
other categories.  It did not seem to be worthwhile to try and 
distinguish differences between coefficients for various shapes 
of trench or positions of the pipes within the trench.  It 
appeared that when the width of the trench was about 7 times the 
pipe diameter that conditions were approaching those without 
a trench. 

In order to provide a visual presentation of the relation 
of the relationships for various conditions all of the Equations 
for CMM are plotted in Figure 5. 

Drag Coefficients.  It has been shown in the previous sections 
that the drag forces play a much less important role in deter- 
mining the total maximum horizontal forces than do the inertial 
forces.  However, there are situations in which the quantity 
D^/HL is very small (less than 0.02) in which it may be desirable 
or necessary to include the drag force.  The drag coefficients 
were plotted against the Reynolds number (R) which was defined as 
shown by Eq. (36) in which D is the pipe diameter, u is the orbital 

R = Du (36) 
•o 

velocity and -o the kinematic viscosity.  The plotted points showed 
definite trends but were widely scattered.  It should be recalled 
that the drag coefficients were determined from forces at phase 
angles of 0 to 180 degrees.  Since the forces were relatively 
small at these phase angles and also changing rapidly it might 
be expected that measured forces might have errors that are lar- 
ger than in the measured values of the maximum or near maximum 
forces.  It was found that for the range of z/L from -0.25 to -0.75 
the points needed to be plotted separately for different values of 
d/L, but that for each value of d/L the full range of wave heights 
and pipe diameters could be included.  An example is shown in Fig. 
6 in which the plotted points are for a nominal value of d/L of 
0.24.  The solid line was plotted thru these by judgement.  On the 
same graph are also shown the lines but not the points obtained in 
the same manner for nominal values of d/L of 0.16 and 0.38. 

For the case of the pipe on the bottom the values of C^ for 
all values of d/L were plotted together as shown in Fig. 7.  Sym- 
bols were used which identify the values of D and d/L for each 
point.  The line representing these points was drawn by judgement. 

A similar plotting for the case where the pipe is half 
hurried (z/d = -1) is shown in Figure 8.  These groups of points 
included all values of d/L.  In all cases the value of Ax in 
Eq. (6) was taken as the entire area of the pipe and values of 
R were always computed using the full diameter.   This creates 
an anomaly for the half burried pipe.  One can either use the 
total pipe area as was done here or use only the exposed area 
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5r~     Figure 5.   CMM vs -z/L 
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and double the values of Cd.  Similar lines, but not the points, 
representing values of C3 for the pipe located in a trench are 
also shown in Fig. 8. 

SUMMARY AMD APPLICATIONS 

Coefficients of inertial resistance for use in Eqs. (7) 
or (9) and drag coefficients to be used in Eqs. (4) or (9) 
were derived for a wide range of pipe diameters, wave heights, 
wave lengths and pipe locations.  Results were plotted against 
dimensionless parameters which make them suitable for use in 
practical design problems.  The tests showed that the inertial 
force as given by Eq. (7) predominated but that in the smallest 
pipe size tested the drag forces were producing noticeable 
contributions.  This could be recognized by the deviation of 
the phase angles of the maximum forces from those of the maxi- 
mum inertial forces.  The parameter D2/HL was used to indicate 
the type of force which is active.  When D2/HL<0.02 the drag 
forces became important.  The coefficients of inertial resis- 
tance computed from the average of the maximum positive and 
negative forces (CMM) or those computed from the maximum force 
(CMMM) are the most usefull for practical applications.  In 
the range covered by these tests either CMM or CMMM could be 
used with Eq. (7) to estimate design forces without including 
a component of the drag force. 
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CHAPTER 96 

WAVE FORCE ON A VESSEL TIED AT OFFSHORE DOLPHINS 

Yoshimi Goda 
and 

Tomotsuka Yoshimura 

Marine Hydrodynamics Division, Port and Harbour 
Research Institute, Ministry of Transport, Nagase, 
Japan 

ABSTRACT 

The solution of wave scattering by a vertical elliptical cylinder is 
applied to calculate the wave forces exerted upon it.  The wave forces in 
the directions of long and short axes of ellipsis are shown in nondimensional 
forms as the functions of the angle of wave approach, the diameter-to-wavelength 
ratio, and the aspect ratio of ellipsis.  The results of wave force computed 
are also shown in terms of the virtual mass coefficients associated with the 
reference volume of the circular cylinder the diameter of which is approximately 
equal to the apparent width of the elliptical cylinder observed from the direc- 
tion of wave approach. 

Theory is further applied for the wave forces acting upon a vessel moored 
tight at offshore dolphins and the forces transmitted to the dolphins through 
the vessel.  The vessel is approximated with the fixed elliptical cylinder 
having the same width-to-length ratio.  The computation with directional wave 
spectra shows that a tanker of 200,000 D.W.T. may exert the force of about 
1,400 tons at the one-third maximum amplitude to each breasting dolphin when 
the tanker is exposed to the incident waves of H,/„=1.0m and T» / =10 sec from 
the broadside. 

INTRODUCTION 

Modern tankers and ore carriers are in a steady increase in their size 
in order to lower the transportation cost of their cargo.  A number of berthy 
facilities for them have recently been constructed in the offshore.  The berthing 
facilities are called sea berths. 

Engineers examine the conditions of winds, waves, tidal currents, tides, 
soils, and earthquakes in the design of a sea berth, but the major design load 
usually comes from the impact of ship's berthing or the earthquake force. 
The wave forces acting upon breasting dolphins through the vessel moored are 
not taken into design in spite of their apprehended importance, because their 
magnitude has yet been uncertain. 

When a tanker with the length of 300 to 400 m is moored at a sea berth, 
it behaves like a kind of an insular breakwater and is expected to receive 

1723 



1724 COASTAL ENGINEERING 

large wave forces.  The forces must be transmitted to the dolphins.  Thus, 
the wave forces can be one of major design factors for offshore dolphins. 

The authors have previously derived the solution of wave scattering by 
a vertical, elliptical cylinder, and have confirmed its validity for the case 
of insular breakwaters through several experiments. 1) The solution is extended 
in this paper to yield the wave forces exerted upon an elliptical cylinder. 
The solution is applied for wave forces upon a vessel, the geometry of which 
is approximated with the elliptical cylinder having the same aspect ratio. 
The vessel is also assumed to be tightly fixed at two breasting dolphins. 
Computation of wave forces are made for incident waves having directional 
spectrum.  The computed irregular forces are shown with the one-third maximum 
value as the representative of the force spectra. 

SOLUTION OF SCATTERED WAVES BY AN ELLIPTICAL CYLINDER 

The potential theory is presumed in order to solve the scattering of 
small amplitude waves.  From the presumption, the fluid motion and boundary 
conditions are expressed as 

d2<$     a2®     d2<& 

ox    d y    d z 

g ^ d  t 'B=0 

e<s> 

(in fluid) 

(on water surface) 

(on the obstacle surface 
and the sea bottom) 

(i) 

(2) 

(3) 

(4) 

where x and y are the coordinates on the still water surface, z  is the 
coordinate measured from water surface positive upward,  C is the water 
surface displacement, g is the acciration of gravity, and n is the coordinate 
normal to the boundary surface. 

The velocity potential <I> which satisfies the boundary condition at 
the sea bottom is expressed as 

<£ = 0o0 cosh k(h+z) exp (itft) (5) 

where 0O is a constant, 0 is a function describing the profile of water 
surface, k=27r/L, <?=2WT, L is the wavelength, T is the wave period, and 
h is the water depth. 
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The relation among wave period, wave length and water depth is derived 
from Eq. (2), (3) and (5) as 

a2   = g k tanh kh (6) 

By the substitution of Eq. (5) into Eq. (1) 

^ + T*.+ k*" = ° (7) 

In the case that the boundary is represented with a vertical elliptical 
cylinder the problem is better treated by transfering the coordinates (x, y) 
with the elliptical coordinates (f ,V  ) shown by Fig- 1 as 

x = — cosh £  cos V 

B (8) 
y = — sinh £  sin JJ j 

where B is the distance between the focuses of the ellipsis.  By using 
Eq. (8) Eq. (7) is transformed as 

BMcosh 2?-cos 2y)    l9f!  85'"'  " 

The water surface function 0 can be expressed with the addition of 0in 
of the incoming waves and 0SC of the scattered waves by the principle of 
linearity.  Since lim 0Sc 

= 0, both 0j_n and 0SC must be the solution of Eq. 
(9). f""• 

Presuming that 0 is expressed as the product of the function R( £ ) of 
only f  and Q( 7 ) of only 1? , Eq. (9) is 

—^ +2k? cosh 2 f = - —^ + 2 kf cos 2 7 = A (10) 

In Eq. (10) A is the characteristic number which is determined with 
only k| , where ki = B k/ 4 = tB / 2 t, 

Equation (10) can be separated into two equations for R( £ ) andQ(^). 

-j^l + ( A - 2 k?cos 27 > Q = 0 (11) 

-Jft—   ( A- 2 kfcosh 2f) R=0 (12) 

When i? = 5? + n JT  is substituted into 7  in Eq. (11), the form of 
the equation does not change.  Therefore, one of the solutions of Eq. (11) 
has a periodic function with the period of 71   or 2 x    . When 7 = £ / i is 
substituted into rj    in Eq. (11), Eq. (11) become the same equation with 
Eq. (12).  Thus the solutions of either equations, (11) or (12), immediately 
yield the solutions of another.  Equations (11) and (12) are the Mathieu 
differential equation and the modified Mathieu differential equation.2) 
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When the incident waves approach the elliptical cylinder from the direc- 
tion shown in Fig. 2, the waves are expressed as the series of the solutions 
of Eq. (11) and (12). 

#in= If^f- Ce2n(f)ce2n(,)ce2n(«) 

+ sTZ     Se2„.+2
(f)-2„+2

(^Se
2n+2(«' 

+ '{T^T^^n+l^ )ce2n+l(?)ce2n+1
(a) 

+ ~^ Se2n+1 ( f ' se2n+l ( ? > se2n+l <" >j I (13) 

The functions cen ( 1 ) and sen ( V ) are the solutions of Eq. (11); 
the former is the even function and the latter the odd.  The functions Cen ( f ) 
and Sen ( 9 ) are the solutions of Eq. (12) and correspond to cen ( V  ) and 
sen (7 ) respectively.  The terms pn and sn are constants. 

Considering that the scattered waves progress outward from the cylinder, 
0SC can be expressed as 

(2) 
<*», =2     02„ Me.   ( f ) < sc    n=ir,      2n       /in 

(2) 

(2) 

= 2n+2(')se2n+2(<>:) 

(2) 
+ S2n+1 Ne2n+1   (f )se2„+l(')se2n+lU) 

(14) 

The functions Men '   (f ) and Nen  ( f ) in Eq. (14) are the another 
solutions of Eq. (12) and correspond to the second kind of the Hankel function. 
The constants Cn and Sn are determined by the boundary condition on the ellip- 
tical cylinder of the following. 

, 9f ,    , g<j>    . 
(—12-)    + ( 5S-)    =0 (15) 

The water surface function 0 is thus obtained from Eq. (13), (14) and 
(15). 
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1*o 
A(Oe2   (f)-5i^lMe<2»(6)), 

2 
s2n+2 

Se2n+2(fo) 
Ne! (2) 

(f))i ,c?) e2n+2 (a) 

p2n+l 
<0e2n+l(f > J-T,  Me2n+1 ( f »c 

Se'  (f.) 

, (?)ce, , (a) 

" (Se2n+1(
f)-^iVTNe<2

n)+1 (f)) .se2n+1(,)Se2n+1(a)jl 
1 Ne2„+l'f»> JJ 

(16) 

When the incoming wave height is H^ 

2a cosh kh 

The velocity potential of O becomes 

gHin ^ cosh k(h+z) 

0O can be obtained from Eq. (3) 

(17) 

O 
2<7 cosh kh 

exp (i ot) (18) 

Before the calculation of the wave form and forces by the velocity 
potential of Eq. (IS), the characteristic number and other constants must 
be computed.  The number of terms in the summations is determined from the 
convergency of the series of Eq. (16).  The number generally becomes large 
as B/L increases.  In the present paper the number is determined with suf- 
ficient accuracy as shown in Table 1. 

Table 1.  Number of Terms 

B/L <\.l <;2.4 <3.2 <:4.5 ^5.5 <I6.5 <7.5 ^8.0 

Number 
of Terms 1~2 1~3 1~4 1~5 1~6 1~7 1~8 1~9 
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THE WAVE FORCES ACTING UPON THE ELLIPTICAL CYLINDER 

The formula of the wave pressure at the point (f0 , 17 , z) on the cylinder 

surface is derived from the velocity potential of Eq. (18) by the use of the 

Bernoulli equation as 

,=_ j_woHin coshk(h+z) (sS) 

cosh kh f=fo (19) 

in which w0is the specific weight of water.  The functions cen ( r) ) and 
sen ( y  ) in (0)^_^o  are rewritten with the Fourier series of J? for the 

sake of fast convergence as: 

,(?>= 2 A, 
(2n) 

cos 2rl? 

ce2n+l("= I A(
9
2n

+^  cos(2r+l), 

se2n+l(?> = I B^2"!^ si„(2r+l)7 

(20) 

se2n+2(^)=JoB(
2^2) sin(2r+2), 

The terms Ar  and Br
n are functions of k . 

The total wave forces exerted upon the cylinder are obtained by the 
double integrations of wave pressure from the bottom to the still water level 
and around the cylinder.  The total forces are separated into the component 
forces Fx and Fy in the x- and y-directions.  The results of calculations are: 

Fx -tanh kh exp ( i a t) 

x 2 
n=0 

Fy: 

2A (2n+l) „    ,. .  Ce2n+l(fo) .. (2)  ,, , 

4 k tanh kh exp ( i °\ ) 

x 2„ n=0 

2B(2„+1) ,(?„) 

Nei2'  (fo) 
Ne, (2) (f„) 

Act) 

,(«) 

(21) 

where a and b are the long and short axes of ellipsis, respectively. 
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Figures 3 and 4 show the variation of the nondimensional forms of Fx 
and Fy with respect to the ratio a/L in the case of b/a = 0.15.  The non- 
dimensional forces are Fx/w0HjLn b h Kp and Fy/w0Hin a h Kp, where Kp is 
the coefficient derived from the wave pressure of a small amplitude wave: 

v     - tanh kh (7n\ 
KF    k h {22) 

The nondimensional forces exhibit undulations, but the periods and 
amplitudes of undulations vary according to the angle a   of the incident 
wave approach and the ratio of a/L.  The nondimensional force in the 
y-direction has the maximum value at about a/L = 0.4 in every value of « , 
and decreases rapidly in the range of a/L^>1.0 except for a  = 90°. 
The undulation of Fx in nondimensional form is larger than that of Fy, but 
the maximum value of Fx is almost constant regardless of the incident angle 
u .     The heavy lines in Figs. 3 and 4 indicate the nondimensional forces 
upon a circular cylinder. 

VIRTUAL MASS COEFFICIENTS OF THE ELLIPTICAL CYLINDER 

The amplitude of wave forces of Fx and Fy can be expressed in terms 
of the virtual mass coefficient associated with the accelation of water 
particles under progressive waves.  Since the virtual mass coefficient 
depends on the parameters of a/L,a ,   and b/a, the variation of its value 
is much complicated.  To simplify the computation the reference volume of 
a circular cylinder is applied.  The diameter of the circular cylinder is 
taken approximately equal to the apparent width of the elliptical cylinder 
observed from the direction of the incident wave approach.  The diameter 
of D is expressed as 

D = ( a- b) sin«+ b (23) 

The diameter D in Eq. (23) satisfies the definition of apparent 
width at certain conditions of a , a, and b as follows 

D=b at « = 0 1 
D = a at a   = */2 I (24) 

D=a=b ata=b (circular cylinder) f 
D = a sinot at b = 0 (plate) J 

The virtual mass coefficients of Cmx and Cmy can be computed from 
Eq. (25) 

wo „   T ^2 f°du  , 

(25) 
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The symbols u and v in Eq.(25) denote the water particle velocity in 
x- and y-direction under progressive waves without the obstacle.  Figures 
5 and 6 show examples of the variations of Cmx and Cmy with respect to D/L 
for a = 90° and 60°, respectively.  There is no line of Cmx in Fig. 5 for 

a. =   90° because of Fx = 0 ata = 90°. 

The line of b/a = 0.0001 gives the asymptote to the virtual mass 
coefficient of a plate, and the line of b/a =1.0 represents the virtual 
mass coefficient of a circular cylinder computed by the formula derived 
by MacCamy & Fuchs.3)  The coefficient Cmy for b/a -  0.0001 at D/L = 0 
and a  =  90° has the value of 1.0, which is equal with the theoretical value 
of a plate. 

Diagrams of Cmx and Cmy for other directions of wave approach can be 
found in reference (4). 

IRREGULAR FORCES ACTING ON A VESSEL AND OFFSHORE DOLPHINS 

(1) Wave Spectrum 
The relation between the frequency wave spectrum of S^(f) and the 

directional wave spectrum S^(f,9) is 

Scc<f ) = I Scc(f ,&)&(* (26) 
J-7Z 

The directional wave spectrum S^(f,9) is expressed as the product 
of frequency-wise function Sr^Cf) and directional function of h(9) which 
satisfies the condition of 

f h(tf)d0 = 1, (27) 

then Srr(£)   coincides with the frequency wave spectrum.  The functional 
forms of frequency wave spectra have been proposed by Neumann-*), 
Bretschneider^), Pierson & Moskowitz'', and etc.  The forms of the 
angular distribution of h(9) have been investigated in the wave measure- 
ments by Cote et. al.^^ and Ewing"', but the functional form has not been 
settled on account of scanty measurements. 

In this paper, the following Bretschneider's spectrum modified to 
satisfy the condition of C =\ S^ (f) df is used as the frequency wave 
spectrum. 

Scc(f) = 0.430 (-Jr)V r
5exp( ~0.645 (Tf f  ] (28) 
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0.8   D/L     1.0 

Fig. 5  Virtual mass coefficient Cmy 
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0.8  D/L     1.0 0 0.2 0.4 0.6 

Fie. 6  Virtual mass coefficients Cmx and Cmy 
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As to the angular distribution satisfying Eq. (27), the following 
form is employed; 

cos28#     ( 0=1,2, 
' (2s)! n 

h(*H „      (29) 
= 0 (|<M>y) 

__    Computation of irregular wave forces is_made with the relations of 
H = 0.625 H-|_/3 and T = 0.9 T1/3, where H and T are the mean wave height 
and period, and H^/3 and Tl/3 are tlle wav^ height and period of the 
significant wave. 

(2) Representative Value of the Irregular Forces 
Because the wave forces are linear to the displacement of the water 

level as shown in Eq. (21) and the displacement almost has the Gaussian 
distribution, the irregular wave forces are expected to follow the same 

distribution.  Longuet-Higgins has proved that the maxima of the wave 
configuration have the Rayleigh distribution in the case of the narrow-band 
spectra10'. Although the spectral band of the sea waves is wide, the investi- 
gations of sea waves by field measurements^'   and by numerical simulation^) 
have demonstrated that the wave heights closely follow the Rayleigh distri- 
bution as long as they are defined by the zero-up-crossing method. Therefore, 

if the maxima of irregular wave forces are defined as the maximum between 
two successive zero-up-crossing points of a wave force record, the newly 
defined maxima will follow the Rayleigh distribution. 

The one-third maximum force of F^/o and one-tenth maximum force of 
^1/10 can be calculated under the Rayleigh distribution as 

Fl/3 = 1.800</F2 *=* 2.55/jSFp(f ) df 

/fo°°SFP(f)  df 

(30) 

The selection of which statistical values of/yF , T'^/3 , or ~^yj\Q 
for the design of offshore structures cannot be easily determined without 
due consideration of the dynamic response or allowable strength of the 
material of the structures. 

In this paper, Fi^/3 is employed as the representative value of the 
irregular wave forces, and the results of the computations are expressed 
with it.  It must be made clear that F1/3 should not be taken as the design 
load because the force larger than F^/3 is expected to occur during the 
given wave condition.  If the design load is to be taken as the maximum 
force with the occurrance probability less than /i during the continuation 
of N waves, the maximum force can be calculated as: 
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(Fmax)„ =0-708V31A
7ClFv(Wn^ (31) 

With the occurrence probability selected at /* = 0.10, (Fmax)/* 
becomes 1.85 Fiin   f°r i00 waves, and 2.14 Fi/3 for 1000 waves. 

(3) Forces Acting upon the Vessel Tied at Offshore Dolphins 
In the computation of wave forces acting upon a vessel moored tight 

at the offshore dolphins, the following four assumptions are introduced. 

1) The geometry of the vessel is represented with a virtical, elliptical 
cylinder of Fig. 7 with the draft of hj. 

2) The vessel is considered to be rigidly tied at two breasting dolphins 
without movement though actual vessels in mooring have the freedom of 
limited motion.  The wave forces computed under these assumptions 
will exceed those acting upon movable vessels and will provide the 
asymtotic values of thrusts and pulls. 

3) The presence of the gap between the vessel's bilge and the sea bottom 
is assumed not to affect the pressure distribution along the vessel. 

4) The wave force of Fx in the direction of the vessel length is taken 
by the tie ropes. 

The two breasting dolphins are located at (xR,yR) and (xT,,yL) shown 
in Fig. 7.  In the formulation, the symbols in Fig. 7 is used. 

h hi 

iiiiiiiiiiimiiiiimiiiiimimmimwiiiwmiiii 

Fig. 7 Characteristics of computed tanker 

Forces equilibrum equations are represented as 

FxL - FxR = 0 

FL + FR + Fy = 0 

- FLx L - FRxR + Mo + FxLyL - FxRyR = 0 

(32) 
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The forces Fx and Fy are the x and y component of the wave force 
acting upon the vessel, and can be computed under the previous assumptions. 
The symbols MQ denotes the moment by the wave force arround the origin. 
FxR and FxL are the forces generated by Fy for the existence of the curvature 
of the elliptical cylinder at the fixed points. 

It is considered that | yR - yL | is much shorter than xL and xR, and 
FxR and FxL are much smaller than Fy.  When the terms containing FxR and 
FxL are neglected, FL and FR can be obtained from Eq. (32) as follows 

Mo + Fy XR 
XR " XL 

Mp -+ Fy xL 
XR - x L 

(33) 

The value of Fx will determine the necessary strength of tie ropes 
and is obtained as 

where, 

Px = ( --j" sinh ^oCos 9 )   p  dzdi? 
0^ -h, 

lJLexp(i<u)    2   (Sr
1?Jr 

(y    )    = „ "wob      sinh kh^sinh k(h-h,) 
F*   n ~2k~ cosh kh 

(34) 

2A(2n+l) 
Ce2n+1(?„)_°!|niil^ ,(2) 

Wir, "^^ K»«(a) 
(35) 

The force Fy can be easily obtained in the form similar with Eq. (35) 
in reference of Eq. (21).  The moment M is 

y dFx -  I x dFy (36) 

The forces of FL and FR is obtained by substituting Fx, Fy, and M_ 
into Eq. (33). 

When ( 9 p)n of each force is given in the same form with Eq. (35), 
the spectrum of each force of SFF(f) is calculated as: 
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S»(f)-J^{nJ_0
(r')n(''»£}Vfl')d' 

on  r T (37) 

where ( *"j?)n is the conjugate complex number of ( £"j?)n. 

When the main directional angle of the irregular wave approach is 
0O 9 in Eq. (37) is given with 9 = a -  90 • 

The computations of the force spectra are made for a taker of 
200,000 D.W.T. with the length of Ls = 352m, the width of Ws - 50.3m, and 
the draft of h^ = 17.8m.  The locations of the dolphins are assumed at 
xR = 88m and x^ =-88ra, which are a quarter of the length of the tanker. 

Two types of the irregular incident waves are used in the computations. 
One is the swell of H^/3 = 1.0m and T]_/3 - 10 sec.  The other is the waves 
with a long period of H1/3 = 0.2m and T]_/3 = 30 sec which are considered 
to exert a very strong force to the tanker.  The water depth is constant 
ash' 20m. 

Figure 8 shows the variation of the one-third maximum force of each 
irregular force to 9  in the case of H1/3 = 1.0m and T^/3 - 10 sec and the 
parameter of s = 1 in Eq. (29). 

Each one-third maximum force is maximum at 9Q = 90°.  The one-third 
maximum forces of Fy, F^ and F^ decrease rapidly as ©0 decrease, but the 
decrease of Fx^/3 is very small as Fx^/3 = 300 tons at 90 = 90° and 200 
tons at 90 ~ 0°.  In spite of the small height of significant waves, 
Hl/3 ^ 1.0m, the one-third maximum force of Fy acting upon the tanker is 
1,950 tons at 90 = 90°, and both FLx/3 a^

d FRl/3 acting upon the dolphins 
are 1,400 tons at the same angle. 

Figures 9 and 10 show the variation of Fyi/3 and FR1/3 t0 c^e 

parameter of s in the case same with Fig. 8.  The force Fy^/3 is maximum 
at 9„ -  90° and its value depends on the parameter s.  For example, Fyi/3 
is 4,200 tons with s = 00 3   2,500 tons with s = 4 and 1,950 tons with s ~ 1 
at 9Q = 90°.  But Fyi/o with s = 00 decreases most rapidly as 90 decreases 
from 90°.  The variation of FR]_/3 has almost same tendency with that of 
Fyi/3 except that F^-j/g is maximum at about 90 = 80 with s * °° . 

Figure 11 shows the variation of each one-third maximum force in the 
case of H]_/3 = 0.2m, T^/3 = 30 sec and s = 1.  Though the incident wave 
height is one-fifth of the previous cases, FyiL/3 of 910 tons and FxM/3 = 
FRl/3 °f 590 tons are about one halves of those in Fig. 8.  These forces 
decrease rapidly with the decrease of 90, but Fxj_/3 is almost constant. 

When it is considered that even incident waves of a small wave 
height can exert very large forces to the tanker and the offshore dolphins 
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as mentioned above, the wave forces will be realized as one of major 
factors in the planning and design of offshore dolphins.  The direction of 
the sea berth should be determined with due consideration for the direction 
of the swell approach because the wave force decreases rapidly as 90 
deviates from 90 = 90°.  The long period waves should also be prevented 
from approaching the sea berth. 

There remain several problems in the computation of wave forces. 
They are: 
1) The equations on the wave forces have not been confirmed in the 

experiments though the equations on the reflection and the diffraction 
by insular breakwaters have been confirmed in the experiments*-'. 

2) The influence of the clearance between the vessel and the sea bottom 
on wave forces has not been clarified. The influence is expected to 
increase as the clearance becomes large. 

3) The movement of vessels in mooring is not taken into account.  Theory 
should be developed with experimental verification. 

4) The form of the angular distribution or two dimensional wave spectral 
form should be made clear by the investigation of actual sea waves. 

The first two problems are under study in the authors ' laboratory 
and the results will be reported in near future. 

CONCLUSION 

(1) The theoretical solution of the wave action upon the elliptical 
cylinder is derived and computation is made for wave forces.  The 
component wave forces in x- and y-direction for the aspect ratio of 
b/a =0.15 differ depending upon the angle of the wave approach, but 
the non-dimensional force of Fy has the maximum at about a/L = 0.4 
irrespective of the angle of wave approach. 

(2) The virtual mass coefficients of the elliptical cylinder vary with 
parameters of b/a, D/L, and a   ; they are shown in graphical forms. 

(3) The irregular wave forces acting upon the vessel fixed in position 
have been computed with the approximation of the geometry of a vessel 
with the elliptical cylinder having the same width-to-length ratio. 

(4) Wave forces in the direction of beam decrease rapidly as the angle 
of wave approach deviates form the beam, but the forces in the 
longitudinal direction vary a little with the angle of wave approach. 

(5) The forces acting upon the offshore dolphins through the vessel are 
demonstrated to be one of major design factors; the one-third maximum 
value of thrusts and pulls to a dolphin is estimated as 1,400 tons 
even for the waves of H]_/3 = 1.0m, Tj_/3 = 10 sec, approaching from 
the beam. 
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CHAPTER 97 

Studies on the Navigation Buoy for Strong Tidal Currents and Large Waves 

by 

Shoshichiro Nagai* 

Kazuki Oda** 

Katsuhiko Kurata*** 

ABSTRACT 

Up to the present time, some researches have been done about hydro- 

dynamic forces and tensile forces on mooring cables and configuration of 

cables in uniform and ununiform currents.    Recently, the dynamic 

problems on the mooring system of buoy in waves are being studied by 

means of analytical and numerical methods. Authors have studied about 

a large navigation buoy exposed to strong tidal currents and large waves 

by means of model tests in an open channel and a wave tank. 

INTRODUCTION 

A big project of the construction of three long bridges linking 

between the Main Land of Japan and Shikoku Island is about to start 

almost simultaneously at the three routes. All of them will cross narrow 

straits with strong tidal currents which are dangerous paths in a point 

of view of safety navigation. One of them, the Akashi Straits of about 

4 km width has a maximum tidal current velocity of 8 knots. And in 

addition, quite a many ships more than 2000 a day pass through the 

straits. About more than 90 % of them are small ships less than 1000 

gross tonnage. These small ships have often caused many marine accidents 

in such narrow straits. 

* Professor of Hydraulic Engineering, Faculty of Engineering 

Osaka City University, Osaka, Japan 

** Assistant Professor of Hydraulic Engineering, Faculty of 

Engineering, Osaka City University, Osaka, Japan 

*** Research Associate of Hydraulic Engineering, Faculty of 
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During the construction work of the piers, it is expected that ship 

collisions against the boring towers, the erection piers and other 

temporary structures may happen during bad weather, thick fog or night. 

After the completion of the piers ships would also collide against the 

piers. 

For the purpose of preventing the ship collisions against these 

structures, several kinds of equipments for security of ships navigating 

through the straits are required not only at the upstream and downstream 

sides of the piers but also on the piers to show and control the naviga- 

tion channels of the ships. 

As one of the equipments, navigation buoys equipped with electric 

lights, electric horns, radar reflectors and transponders were required 

to anchor at the upstream and downstream sides of the structures. 

As was mentioned, the straits over which the bridges will span have 

strong tidal currents. And the maximum height of waves estimated at the 

Akashi Straits is as large as 7 meters. 

A committe was organized by the Honshu Shikoku Bridge Authority 

in order to investigate and design the special buoys to withstand the 

severe environmental conditions. 

DESIGN CRITERIA FOR THE BUOY 

The committe has decided the design criteria for the buoy 

as follows. 

(1) A maximum tidal current velocity of 8 knots 

(2) A ten-minutes mean wind velocity of 45 m/sec 

(3) A maximum instantaneous wind velocity of 60 m/sec 

(4) A maximum wave height of 7 m 

(5) A water depth of 100 m 

(6) A maximum movable radius of 85 m 

(7) Steel chains were recommended to be used for the mooring line, 

because synthetic fiber ropes, for example, nylon ropes are much in- 

ferior to chains in the shear strength and the durability though the 

weight per unit length is much less than that of steel chains. 

PRELIMINARY MODEL TESTS 

At the beginning of the investigation, three shapes of buoys which 

were circular cylindrical, ship- and discus-type buoys and two kinds of 
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mooring systems which were single buoy system and two buoys system with 

a submerged mid-float were selected by the committe as the buoys to be 

studied. 

The first step of the study is to evaluate the characteristics of 

three shapes and two mooring systems of the buoys in the tidal currents 

and waves. The outlines of the surface buoys and the submerged mid-float 

are shown in Figs. 1 (a),(b), (c) and Fig. 2. 

The original three surface buoys were made nearly equally in the 

total weight which was about 4.2 tons to 4.5 tons, and in horizontal 

cross-sectional area which was 15.9 m except the discus-type buoy which 

had a larger cross-sectional area of 50.3 m2 because of a smaller draft. 

UNIT (m) 

FIG.I (a) CYLINDRICAL TYPE FIG.I(b) SHIP-TYPE FIG.Z MID-FLOAT 

Fig. 1.Outlines of Surface Buoys Fig. 2.Outline of Mid-Float 

According to the results of the preliminary model tests for the 

original three buoys, the circular cylindrical type buoy was not suitable 

for the special buoy because of large drag force exerted on the hull and 

consequently, larger tension acted on the mooring chains under the co- 

existence of tidal currents and waves. 

REFORMED BUOYS 

From the results of the preliminary model tests, ship- and discus- 

type were selected for the buoy hull and they were reformed in shape 

and diminished in dimensions on the basis of the fundamental plan of 

the mooring system as shown in Fig. 3. Fig. 3 (a) shows the case of two 
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buoys system in deeper sea with a water depth of 100 m. Fig. 3 (b) shows 

the case of single buoy system in shallower sea with a water depth of 

30 m. In such relatively shallow sea where the depth of water is shal- 

lower than about 100 m, single buoy system is better and more economical 

than two buoys system. 

V=45m/$ec 

(a)   The Case of T.B.S. (b)   The Case of  S.B.S. 

Fig. 3.Fundamental Plans of Mooring System 

Fig. 4 (a) shows the outline of the reformed ship-type buoy. The 

total height from the top to the bottom of the reformed ship-type buoy 

is 5.99 m and the width is 2.0 m. The horizontal cross-sectional area is 

9.5 m2. The total weight is 5.5 tons. The total buoyancy is 13.7 tons. 

Fig. 4 (b) shows the outline of the reformed discus-type buoy. The total 

height is 5.55 m. The diameter is 4.5 m. The horizontal cross-sectional 

area is 15.9 m2. The total weight and the total buoyancy are almost 

the same as ones of the ship-type buoy. 

HYDRODYNAMIC FORCES EXERTED ON THE BUOYS 

In the second step of the study, further model tests for the re- 

formed buoys were carried out. 

The hydrodynamic forces exerted on the reformed buoys by steady 
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flows were measured. The scale of model to prototype was 1/20. For the 

experiments, an open channel, 40 m long, 1.2 m wide, 0.8 m deep with 

the maximum flow discharge of 550 1/sec, in Osaka City University was 

used. The total drag forces, including the wave making drag, the pres- 

sure drag and the skin friction drag, were measured by using a flat 

steel bar with 4 strain gages. 

UNIT : m 

5.500 

(a). Outline   of   reformed   ship-type    buoy 

Fig.   4.Outline    of Reformed Buoys 



1748 COASTAL ENGINEERING 

UNIT; m 

4.500 

(b) Outline of reformed  discus-type buoy 

Fig.   4.Outline    of Reformed Buoys 

The hydrodynamic forces exerted on the buoys parallel to the cur- 

rent direction may generally be represented in the following expression. 

-i-ecRAu2' (i) 

in which F defines the total drag force exerted on a buoy, A is the 

projected area perpendicular to the current direction, D denotes the 
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current velocity, p is the mass density of water and C defines the 

total drag coefficient. 

The total drag coefficients C of the reformed ship- and discus- 
R 

type buoys are shown in Figs. 5 (a) and (b) . 

Most of the total drag forces on the buoy may be the wave making 

drag for relatively large velocities.  Consequently, C seems to depend 

on the shape, the draft of the buoy, h  , and Froude Number F = 0//g h 

0.5 

0.4 

0.3 

0.2 

^^r-^i—«  
REFORMED    SHIP-TYPE    BUOY 

& 

U = 2,2  m/sec, 6.0 m/sec 

• 

0.35 0.4 0.5  0.6  0.7  0.8  0.9  1.0  I.I   1.2   1.3  1.4  1,5 

FROUDE NUMBER  Fr*: r^S7 

(a) Reformed Ship-Type Buoy 

CR 
. 

0.3 
U • 2.2 m/sec , 6.0 m/sec           I 

REFORMED  DISCUS-TYPE   BUOY/ 

0.2 1/ 

0 1  1 1 i^  *• 

0.4      0.6      0.8 

DRAFT  hd<m) 

1.0 

(b) Reformed Discus-Type Buoy 

Fig. 5.Total Drag Coefficients of Reformed Buoys 
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A negative up-lift force acts downwards on the surface buoys per- 
(2) 

pendicular to the current direction.    In order to investigate negative 

up-lift forces, the upper tensions on the mooring line were measured by 

using a small ring gage with two strain gages, and the vertical com- 

ponents of the upper tensions T were compared with the increases in the 

buoyancy of the buoy AP corresponding to the increases in the draft of 

the buoy in the current from the draft in the still water. The difference 

between T and AP is equivalent to the negative up-lift force. According 

to the experimental results, the negative up-lift forces on the reformed 

ship-type buoy seem to be 2 % to 4 % of the total buoyancy P which is 

equal to the weight of the water volume equivalent to the volume of the 

submerged part of the buoy. And the negative up-lift forces on the re- 

formed discus-type buoy seem to be 3 % to 9 % of P . 

According to the results of the experiments concerning the negative 

up-lift forces on the another model buoy of the circular cylindrical 

shape with a hemispherical bottom as shown in Fig. 6, the negative up- 

lift forces seem to be 1 % to 3 % of the total buoyancy. Fig. 7 shows 

the one example of the pressure distribution on the bottom surface at 

6 = 0 , in which 6 defines the horizontal angle measured from the up- 

stream stagnation point. 

40 cm 

<* 

0 

\l <J O 
o 
3 

U-25.icnysei# 

hd=20 cm 
Re=9.l3XI04 

Fig. 6.Circular Cylindrical Type Buoy  Fig. 7.Pressure Distribution on 

with Hemispherical Bottom the Hemispherical Bottom 
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The solid line shows the depth H of the bottom surface from the water 

surface. The dotted line shows the pressure head distribution on the 

bottom surface. The difference between them contributes to the negative 

up-lift force. 

For the buoys of such shapes as used in our experiments, it seems 

that the negative up-lift forces on the buoys do not have so important 

meaning from a practical point of view. 

MODEL TESTS IN WAVES 

1/15-scale model tests concerning the reformed buoys exposed to the 

tidal currents and waves were carried out in a large wave tank, 60 m long, 

10 m wide and 2.5m deep, in Osaka City University. For the purpose of 

simplification of model tests, it was assumed that the influences of the 

tidal currents and waves exerted on the moored buoy are independent. The 

effects of the hydrodynamic forces on the moored buoy by the tidal 

currents were simulated roughly by the use of a special coil spring with 

constant reaction, as shown in Fig. 8, in a wave tank. This special coil 

spring has such a characteristic that the reaction is almost constant 

regardless of the elongation. The reaction P is represented by following 

equation. 

(2) 
2 Ro 

in which, E is Young's modulus, I is geometrical moment of inertia of 

coil spring and Ro is a radius of curvature of coil. ( See Fig. 9 ) This 

spring is coiled around a pully with very small friction. The coil spring 

was set in a case as shown in Fig. 10. 

At the beginning of the experiment, the horizontal force equivalent 

to the total drag force on the buoy, that is, the horizontal component 

of the upper tension on the mooring chains calculated by Wilson's tables 

and diagrams   was given on the bottom of the moored model buoy by pul- 

ling with the special coil spring. ( See Fig. 11 ) The weight per unit 
2 

length of the model chains was taken ( 1/15 )  times as much as the 

prototype on the basis of Froude law of similarity. As shown in Fig. 12, 

the curve of the mooring chain in the wave tank does not agree with the 

curve of the chain in the uniform tidal current. The model chain forms 
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the catenary curve in the wave tank. Moreover, the upper end of the moor- 

ing chain in the model tests moves to more downstream side than the loca- 

tion estimated in the uniform currents. These caused the upper tension T 

on the mooring chain in the model tests to become smaller than that in 

the uniform tidal current, because the effect of the hydrodynamic force 

exerted on the mooring chain by tidal currents was not simulated in the 

model tests. In order to simulate the effect more correctly, the hori- 

zontal force given by the coil spring and the weight per unit length of 

the mooring chain were taken larger than those calculated, but leaving 

the length of the mooring chain just as it was. 

t* ~x 

Fig. 8.Special Coil Spring with Constant Reaction 

El 
2RS 

E :  Young's Modulus 

I  :  Geometrical 

Moment   of   Inertia 

Fig. 9.Special Coil Spring with Constant Reaction 
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Fig. 10.Special Coil Spring Set in a Case 

Fig. 11.Model Buoy Pulled with the Special Coil Spring 

As the result of this adjustment, both the upper tension and the 

curve of the mooring chain in the model tests almost agreed with calcu- 

lated ones in the tidal currents. 

By the way as above mentioned, the initial equilibrium condition of 

the moored buoy in the tidal currents was formed in the wave tank as 

shown in Fig. 13. The upper tension on the mooring chain was measured by 
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the use of a small ring gage with two strain gages. Fig. 14 shows the 

relationships between the upper tensions and wave heights at a wave 

period of 8 sec for the single buoy system of the reformed ship- and 

discus-type buoys. The criteria of the mooring buoy used in Fig. 14 were 

a water depth : 30 m, a maximum movable radius of a buoy : 40 m, a tidal 

current velocity : 8 knots, a ratio of chain length to water depth : 

about 1.70 and a weight per unit length of the mooring chain in water : 

33.5 kg/m. 

CONFIGURATION OF MOORING hi/ 
CHAIN IN UNIFORM      ///      & 
TIDAL CURRENTS       //'     ** 

-CATENARY CURVE OF MOORING 
CHAIN  IN MODEL TEST 

/wy* //WA 

Fig. 12.Curves of Mooring Chains 

Fig. 13.Initial Equilibrium Condition of Moored Buoy 
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14.0 

2.0 
WAVE 

3.0 4.0 
HEIGHT (m) 

Pig. 14.Relationships between the Upper Tensions 

and Wave Heights 

From Pig. 14, it may be concluded that the upper tensions for the 

discus-type buoy are larger than those for the ship-type buoy though 

their initial upper tensions are almost the same. The reason may be 

attributed the fact that since the discus-type buoy has larger bottom 

area than the ship-type buoy, the impact forces caused by the upward 

motion of the wave on the bottom of the discus-type buoy are larger than 

those on the ship-type buoy. 

Further detailed experimental results for the reformed discus-type 

buoy under the same mooring criteria for wave periods of 6.0 sec, 8.0 sec 

and 10.0 sec are shown in Fig. 15. Pig. 15 shows that shorter period- 

waves may cause larger upper tensions on the mooring chains than longer 

period-waves. 
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14.0 

1.0 2.0 3.0 4.0 5.0 6.0 

WAVE    HEIGHT (m) 

Fig. 15.Relationships between the Upper Tensions, 

Wave Heights and Wave Periods 

OSCILIATORY MOTIONS OF BUOYS 

The reformed ship-type buoy has two periods of the free oscillation 

of 4.4 sec for tolling and 2.4 sec for pitching, moreover their damping 

is very slow.  On the other hand, the discus-type buoy has one period of 

the free oscillation of 2.1 sec regardless of the mode of oscillation 

except heaving, besides the damping is very fast.  Therefore the ship- 

type buoy is apt to roll and pitch with large inclination caused by the 

resonance with waves with period of 2 sec to 4 sec, while the discus- 

type buoy does not oscillate so much as the ship-type buoy does because 

of its large damping effect, even in waves with a resonant period. 

Waves with periods of 2 sec to 4 sec have been often caused by winds with 

velocities of 10 m/sec to 15 m/sec in the Seto Inland Sea.  In addition, 
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waves generated by ships which navigate through the straits also have 

such a shorter periods. 

CONCLUSION ON SHAPE OF BUOY 

From a practical point of view, it may be concluded that the ship- 

type buoy is not suitable for the special buoy. Finally, the discus-type 

buoy was selected for the special buoy, though the upper tension is 

larger than that in the ship-type buoy. 

TWO BUOYS SYSTEM WITH SUBMERGED MID-FLOAT 

According to the results of additional experiments for the two buoys 

system, it was found that the upper mooring chains tend to twist about 

the mid-float at slack tide. But if the length of the upper mooring chain 

is taken shorter, the large impact forces are caused on the mooring chains 

by the movement of the surface buoy due to the waves. 

PROTOTYPE BUOY 

On the basis of the results of these studies, the discus-type buoy 

was designed and several were manufactured in 1971 for the practical use. 

Two discus-type buoys in the Akashi Straits and other discus-type 

buoys in the Bisan Straits have been moored for the navigation buoys in 

single buoy system to show and control the navigation channels to ships 

navigating around the boring towers erected in those straits. ( Fig. 16 

and Fig. 17 ) 
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/ 

Fig. 16 Fig. 17 

Fig. 16 and Fig. 17.Discus-Type Buoy Moored in the Akashi Straits 
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ABSTRACT 

Observation of hurricane damage along the Mississippi Gulf Coast has 
stimulated studies of wave action on structures which permit the waves to 
pass beneath the floor or bottom surface.  This paper reports a labora- 
tory study which compares relative drag and lift forces on a structure 
with a plane, horizontal bottom surface to those on a structure with a 
ribbed bottom surface, for various conditions of relative wave height and 
relative clearance of the structure above the stillwater surface. Also, 
the effects of relative depth of ribs, relative spacing of ribs, and end 
webs or diaphragms are noted.  The study was limited to the condition for 
which the bottom ribs were transverse to the general direction of wave 
motion.  The results, which are presented in graphical form, clearly show 
the effects of the ribs. 

INTRODUCTION 

It is a rather common occurrence along portions of our coasts that 
structures supported on piles have encroached upon the sea to such an ex- 
tent that, during the high stages of a storm surge, waves of considerable 
magnitude may actually pass beneath the structures.  The authors1 have 
reported on lift and drag forces exerted by waves on elevated platforms 
with plane, horizontal bottoms and plane, vertical sides, for the case of 
normal wave incidence.  The waves were considered to be of the type which, 
in passing from deep water into shallow water, tend to behave more nearly 
as individuals than as parts of an oscillatory system.  That is, wave 
period was not considered to be a significant quantity. 

Observation of hurricane damage to elevated platforms with structural 
ribs, such as stringers, joists, girders, or T-beams, on the bottoms led 
to an extension of the earlier study by the authors1 to determine the 
relative effects of the ribs on lift and drag forces, as compared to such 
forces on platforms with plane, horizontal bottoms.  The results of this 
extension of the study are reported herein. 

1759 
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The lift and drag forces exerted by waves are time-dependent vari- 
ables. However, the interests of this study were in the extreme values. 
Consequently, only maximum and minimum values of lift and drag are con- 
sidered herein. The results are presented in graphical form, through 
dimensionless parameters which enable some degree of generalization. 

DIMENSIONAL CONSIDERATIONS 

For the previous, related study by the authors1, in which the struc- 
ture had a plane bottom surface, the physical quantities which were found 
to be useful in describing the lift force (F^ or the drag force (Fd) were 
specific weight (y) of the water, stillwater depth (D), wave height (H), 
clearance (A) between the horizontal bottom of the structure and the still- 
water surface, width of structure (W), length of structure (L), and hori- 
zontal area (A) of the bottom surface. 

For the study reported herein, some additional lengths are necessary 
for describing the geometry of the ribbed bottom.  Specifically, the lengths 
are rib depth (6), rib thickness (t), and rib spacing (S). Conditions 
with and without end diaphragms between ribs were studied, but no additional 
physical quantities are introduced to describe the diaphragms. 

For purposes of generalization, the above mentioned physical quan- 
tities might be arranged into the dimensionless parameters shown in the 
implicit function 

0,
F1           FdHAWL6tS. '. 

Ql( W °r YDA  '   D   '   D   '   D   '   D   '  5  '   D   '  D  >       °         (1) 

in which it is evident that the quantity chosen as common to all parame- 
ters is the stillwater depth (D). 

During the study reported herein, the width of structure (W) , 
length of structure (L), and rib thickness (t) were held constant, as 
was the stillwater depth (D).  Consequently, for purposes of analysis, 
Eq. 1 might be rewritten 

„ , Fl    Fd  H  A &      S . ,,. 
V^DAor^DT ' iT ' D ' D ' D > '  °    (2) 

EQUIPMENT AND EXPERIMENTAL PROCEDURE 

The study made use of a wave basin in a laboratory of the Water 
Resources Research Institute, Mississippi State University.  Interior 
dimensions of the basin are 30 ft width, 40 ft length, and 2*£ ft depth. 
The wave generator is of the vertical plunger type.  Stroke and speed 
are adjustable. Waves move from the deeper water near the generator 
over a ramp to the study area, which has a horizontal bottom, and on to 
a sloping gravel bank which serves as a wave attenuator. 
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The basic test structure was a plastic box with a horizontal bottom 
of rectangular shape and vertical sides.  Plastic ribs were attached to 
the bottom, with the exterior ribs flush with the front and rear walls of 
the basic box and the interior ribs located so as to obtain equal spacing 
throughout. This box was suspended from a metal frame by means of members 
upon which strain gages were mounted.  The support system permitted ad- 
justment of clearance between structure and stillwater surface.  The 
electrical system of which the strain gages and an amplifier-recorder 
were parts was calibrated for measurement of lift and drag forces. Wave 
height and stillwater depth were measured by means of hook-point gages. 

The common or reference values of physical quantities which appear 
in the independent parameters of the problem were H = 3.44 in, A = 0.25 in, 
W = 15.00 in, L = 12.00 in, 6 = 0.38 in, t » 0.25 in, S = 3.92 in, and 
D = 8.00 in. All of the ribs and the end diaphragms were cut from one- 
quarter inch plastic sheets. When end diaphragms were used, they were 
the same depth as the ribs. 

Data were collected to show the relation between maximum and minimum 
values of each of the dependent parameters F /yDA and Frf/YDA and the inde- 
pendent parameter H/D for various values of A/D, 6/D, and S/D, and to show 
the effects of end diaphragms.  The results are presented in a graphical 
form which enables comparison with results from the earlier study by the 

RESULTS 

Each of the Figures 1, 3, and 5 relates maximum and minimum values of 
F /YDA to H/D for a particular value of A/D,and each of the Figures 2, 4, 
and 6 relates maximum and minimum values of F /YDA to H/D for a particular 
value of A/D, for various bottom configurations of the structure. 

Each of the figures provides a comparison of conditions with ribs 
versus those without ribs.  In addition, Figures 1 and 2 are intended to 
show the effects of rib depth (6/D), rib spacing (S/D), and the use of 
end diaphragms on maximum and minimum values of F.. /YDA and F,/YDA, respec- 
tively, for the common or reference value of A/D.  Figures 1-6 are intended 
to show the effects of clearance (A/D), with rib depth (6/D) and rib 
spacing (S/D) at common or reference values, and no end diaphragms. 

CONCLUSIONS 

Within the limits of this study, it appears that the most significant 
effect of using ribs is some tendency to magnify the maximum and minimum 
values of F /YDA and F /YDA, the degree of magnification increasing as H/D 
increases.  Both verification and limitations of the foregoing statement 
should become evident from inspection of the figures and the following 
comments. 
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As indicated in Figures 1 and 2, an increase in rib depth, which was 
an increase in 6/D, resulted in an apparent decrease in maximum values of 
F /yDA at moderate values of H/D and an increase at higher values of H/D. 
The effect of the increase in rib depth on the maximum values of F./yDA 
was to magnify them.  The effect on minimum values of both F /yDA and 
F./yDA was, for the most part, to magnify them. 

Again, as indicated in Figures 1 and 2, a decrease in rib spacing, 
which was a decrease in S/D, resulted in maximum values of both F./yDA 
and F /yDA that were lower at moderate values of H/D and higher at 
higher values of H/D. The effect of the decrease in rib spacing on mini- 
mum values of F /yDA was to magnify them. The effect, if any, on minimum 
values of F /YDA at moderate values of H/D was not clear, but there was 
a tendency to magnify at higher values of H/D. 

As indicated in Figures 1 and 2, the use of end diaphragms resulted 
in some increase in maximum values of both F1/yDA and F /yDA at moderate 
values of H/D. Otherwise, the effect on maximum values was slight. The 
effect of end diaphragms on the minimum values of F /yDA was a consider- 
able magnification of them. The effect, if any, on minimum values of 
F /yDA was not clearly defined. 

The maximum values of F /yDA were considerably different for condi- 
tions with and without ribs only for the intermediate clearance, for 
which A/D = 0.031, and for initial submergence, for which A/D =-0.047, at 
higher values of H/D.  The minimum values of F /yDA were considerably 
different for conditions with and without ribs only for initial submer- 
gence, for which A/D =-0.047, at higher values of H/D. The pattern of 
difference between maximum values of F./yDA for conditions with and with- 
out ribs appears to be more or less the same regardless of clearance, for 
values of A/D in this study. There was little difference between minimum 
values of F./yDA for conditions with and without ribs regardless of 
clearance. 
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CHAPTER 99 

FLUID FORCE ON ACCELERATING BODIES 

Wallis S. Hamilton1 

Abstract 

The force exerted by a liquid on a moving body always depends on 
the preceding velocity and acceleration of the body. 

The Basset-Lai equation, derived from the linearized equation of 
motion, gives the force on spheroids when convective acceleration of 
the water particles may be ignored.  Examples prove that the history 
integral it contains accounts for a large portion (even all) of the 
force. Measured forces on a cylinder anchored in accelerating water 
show that history is equally important when convective accelerations 
are large. An important unanswered question is whether history terms 
that will fit a range of motions can be invented for simple non-linear 
problems. 

For non-linear repetitive motion, such as the force exerted on 
piles by regular waves, no explicit history term is needed. The usual 
division of force into inertia and velocity portions is possibly less 
sound than a suggested alternative form from dimensional analysis. 

One cannot expect to unravel the hydrodynamics of irregular wave 
forces, but he may use similarity principles to predict their probabil- 
ity distribution from measurements made elsewhere.  Irregular waves 
will be statistically similar, altho mean heights may differ greatly, 
if the probability distributions of suggested characteristics of the 
gage records are alike.  Given similar waves and structures scaled to 
the waves, the probability distributions of dimensionless wave forces 
also will be alike, and the forces at one place can be predicted from 
measured forces at another. 

Introduction 

Coastal engineering problems often involve the force exerted by 
water on a body when the water and/or the body are accelerating. 
Examples are wave forces on piles, the fluid force on a dam or under- 
water structure during an earthquake, and the traction on particles 
during bed-load movement. 

If a body moves unsteadily thru a liquid, as when one stirs coffee 
with a spoon, the velocity pattern in the fluid at a given instant 
evidently depends upon the prior motion of the body.  If, at the instant 
of interest, the velocity vector and its time rate of change were known 
at all points in the flow field, and if the shear and normal stress 
components at one point also were known, one could integrate the Navier- 
Stokes equations numerically to find the instantaneous stresses, and 

1 Professor of Civil Engineering, The Technological Institute, 
Northwestern University, Evanston, Illinois 60201. 
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consequently the force, exerted by the fluid on the body. Since the 
velocity pattern was generated by a sequence of body motions, the 
instantaneous force also will depend upon this sequence, i.e., upon 
the history of the acceleration of the body. 

Similarly, if irregular waves move past a stationary pile, the 
velocity and acceleration of the water particles near the body at a 
chosen time will depend partly upon the eddies in the wakes generated 
by antecedent waves. Consequently the instantaneous force on the pile 
will depend somewhat on the recent local wave history. Thus the maximum 
force exerted on a pile by a wave of given height and length is not a 
fixed number but a variable that depends upon the sizes of the two or 
three waves immediately preceding it. 

The above reasoning and example suggest that a comprehensive equa- 
tion for the force on a body accelerating in a fluid should contain the 
usual instantaneous velocity and acceleration terms plus corrections 
based on the acceleration that took place before the instant of interest- 
history terms. A review of the literature, however, shows that most 
authors have avoided using history terms in the force equation, even 
tho they recognized a general need, by choosing types of motion that do 
not require them. For example, References [l] thru [10] show that there 
is no lack of analyses of pendulums that oscillate harmonically in a 
fluid or of forces exerted by uniform oscillatory waves on cylinders and 
other objects.  In such uniform periodic motion, the fluid velocity 
pattern changes continually during a cycle,but the succession of patterns 
is repeated during the next cycle and the next.  Hence the force becomes 
a periodic function of time, altho not necessarily sinusoidal, and may 
be expressed in terms of phase or instantaneous velocity and acceleration. 

Another group of authors [ll] thru [14] has tried to avoid using 
history terms by treating other special problems such as (a) suddenly 
started, (b) constantly accelerated, or (c) freely falling objects. 

While the need to study different types of accelerated motion case 
by case is genuine, the analyst who always thinks about the influence 
of antecedent motion on the present force will have a better grasp of 
the physical problem than one who does not.  In some instances, moreover, 
he will be able to present the results of both mathematical analysis and 
experiment in best form if he uses a history term in the force equation. 

The purposes of this paper are:  (1) to present examples that show 
how important history may be; (2) to divide unsteady force problems into 
three categories according to the motion history, namely, (a) simple 
non-repetitive motion, (b) simple repetitive motion, and (c) irregular 
and random motion; and (3) to suggest a suitable way of expressing the 
fluid force for each category. 

Definition 

Both linear and non-linear flow problems will be considered in the 
paragraphs that follow. If the convective acceleration term (u-v)u2 in 
the Navier-Stokes equation is small enough, compared to the other terms, 

tt is the fluid velocity vector, a function of space and time. 
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to be ignored, the problem is linear.  Physically this means that 
separation and turbulence will be absent altho the maximum Reynolds 
number may be quite large. Conversely, of course, convective accelera- 
tions are not negligible in non-linear problems, and wakes behind blunt 
bodies are to be expected. 

Solution to a Linear Problem 

By neglecting convective accelerations, Lai and Mockros [15] were 
able to formulate a mathematical solution to the problem of the force on 
a spheroid moving along its axis of symmetry.  The resulting equation 
can be used to calculate the fluid force for linear problems of motion— 
repetitive, non-repetitive, and irregular. Further, it contains an 
explicit history integral and thus can be used to illustrate the impor- 
tance of accelerations that take place before the instant at which the 
force is calculated.  The Lai equation becomes identical to the Basset [16] 
equation when major and minor axes of the spheroid are equal, i.e., when 
the body is a sphere.  The general form is 

-F(t) = CAm^ + Cv3nnDv + CH/nTT ^ J |£(t - T)-% dr  (1) 

0 
in which F(t) is the fluid force at time t, C,, C , and C are the added 

mass, velocity, and history coefficients, m is the mass of displaced 
fluid, v is the velocity of the spheroid, and D its diameter normal to 
the axis of symmetry, u. and p are the viscosity and density of the fluid, 
and t and T are time measured from the beginning of motion.  For a sphere: 
CA - hi  Cv - 1; CH = 6. 

It is worth noting that the first term on the right of Eq. (1) is 
the resistance due to the irrotational added mass, and the second is the 
steady-state viscous drag. 

Simple Non-Repetitive Motion 

We introduce as an example a body that has been moving thru an 
incompressible fluid for a long time at constant velocity. An external 
force then stops the object quite rapidly.  During deceleration and when 
it is stationary the body obstructs the forward flow it previously 
generated. Thus the fluid will exert a forward force on the body, i.e., 
a force opposite in direction to the original drag force. The magnitude 
of the forward force cannot be expressed as a function of the instantaneous 
velocity and acceleration of the object after the object has stopped; 
history terms are required. 

Other examples of simple non-repetitive motion are:  constant 
acceleration or deceleration from one steady state velocity to another; 
acceleration from rest by a constant external force such as gravity or 
buoyancy; and the deceleration that a body falling thru air may experi- 
ence as it enters water.  In each of these examples the force at a given 
instant depends on the antecedent motion as well as on the instantaneous 
velocity and its derivatives.  By definition then, motion may be classified 
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as simple and non-repetitive if the fluid force on the body at any instant 
can be expressed by a manageable equation in which history terms need 
to appear. 

Suppose the body in the first example is a small sphere moving in 
oil. Then values of diameter, viscosity and velocity may be chosen to 
satisfy linear problem requirements and make Eq. (1) valid. The writer 
chose as a sample problem a sphere, 0.01 ft. in diameter traveling with an 
initial velocity of 0.1 ft./sec. thru SAE30 oil. The ball was brought to 
rest in 1/90 sec. by a suddenly applied external force that produced 

—I  = -9.  The resulting fluid force calculated from Eq. (1) is shown 

in dimensionless form in Fig. 1. Note that the time scale is made 
logarithmic to expand the deceleration period and that the actual time 
in seconds is one-tenth of the dimensionless time. The deceleration 
began arbitrarily at 10-4 on the dimensionless time scale. 
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Fig. 1 Influence of history on fluid force 
acting on small sphere stopped in oil 

The dimensionless force on the sphere changed from a steady state 
drag of -2 to -1.5 as soon as the deceleration began, rose to a maximum 
value of 3.88 (in the forward direction) just as the body stopped, and 
then decayed toward zero during a comparatively long period. The large 
effect of the history iutegral is apparent, since the maximum forward force 
is 0.5 if this term is omitted and no force occurs after the motion stops. 
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Other authors have used the fluid force given by Eq. (1) to study 
such matters as spheres falling thru a fluid and the response of a 
submerged sphere mounted on a vertical cantilever spring. Hjelmfelt 
and Mockros [17], for example, published the curves shown in Fig. 2, 
which show that a spherical sand grain falling from rest in water 
(density ratio 2.65) will take about three times as long to reach 0.6 
of its terminal velocity as it would if there were no history force. 
Mockros and Lai [18] compared the same linearized falling-sphere theory 
with experiments. They found better agreement between the two when the 
history term was included than when it was not. 

/.0\— 

DIMENSIONLESS TIME—j^z 

Fig. 2 Influence of history on velocity of 
sand grain falling from rest in water 

For a submerged spherical mass on a spring Hjelmfelt et al., [19], 
discovered that the history term prevents critical damping if the mass 
is displaced from its equilibrium position and released. The moving 
fluid always pushes the mass past the equilibrium point. 

We now turn to non-linear problems in the simple non-repetitive 
motion category.  In the first place no general mathematical solution 
like Eq. (1) is available for any shape of body.  Second, one must 
suppose that prior motion influences the present force altho the Basset 
history integral may have little resemblance to the kind of history terms 
required.  Third, an empirical equation should give the proper force 
when the body has been moving with constant velocity for a long time and 
when it begins to accelerate from rest or from a long period of constant 
velocity. 
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Suppose we choose that the history terms, whatever their form, 
amount to zero after a long period of rest or constant velocity and 
hypothesize that the correct force is given by 

-F(t) = CAm|^ + CV
P-MV + History terras   (2) 

in which A is the appropriate cross-sectional or wetted area. To satisfy 
the constant velocity condition, C must be the steady state drag 

coefficient, and to give the proper force at the instant acceleration 
from rest begins, C, must be the irrotational3 added mass coefficient. 

Consequently if the hypothesis is to be correct, the irrotational C 
A 

must apply at the instant a body begins to accelerate from constant velo- 
city.  Hamilton and Lindell [20] have shown, using spheres towed in water, 
that it does apply for low velocities (Reynolds numbers less than 35,000). 
More evidence is desirable. 

The history terms of Eq. (2) remain to be invented by studying 
experimental data. As an example of the job that these terms need to 
do, the writer has used Eq. (2) and data published by Sarpkaya [21] to 
prepare Fig. 3.  Sarpkaya measured the fluid force on a 2.75-inch circular 
cylinder fixed in a water tunnel.  Its axis was normal to the flow. The 
water, initially at rest, was given an essentially constant acceleration 
for about 0.12 sec, producing a velocity which thereafter remained 
essentially constant at 3.1 ft./sec. 
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Fig. 3 History force on a cylinder fixed in rapidly accelerated water 

3For supporting evidence see Mellsen et al. [14] and Hamilton and 
Lindell [20J. 



ACCELERATING BODIES 1773 

For Fig. 3 the history force was calculated by subtracting the 
calculated added mass force and the calculated steady state drag from 
the measured force.  The irrotational coefficient C, for fluid accel- 

erating past a fixed cylinder is 2.00 and the steady state drag coef- 
ficient C was taken from a standard plot.  The instantaneous velocity 

was used to compute the Reynolds number. 
Referring now to Fig. 3, we see that for a short time after 

acceleration began the history force was positive, meaning that the 
added mass and drag terms were not quite large enough to make up the 
total force.  This is compatible with linear theory, which may be 
expected to apply for a very short time after the beginning of motion. 
But after about 0.02 sec. the required history force begins to depart 
from what the linear history integral would indicate, and by the end of 
the acceleration period it reaches a poorly defined negative value. 
This simply means that, although separation has begun, the wake is much 
smaller than the steady state wake at the instantaneous velocity. Thus 
the drag term is much too large and a negative correction is needed. 
On the other hand, the wake overexpands by time =0.2 sec. and the 
steady state drag is inadequate from then until about time =1.3 sec. 
In this region a positive history correction is required. 

This example shows that adopting Eq. (2) for non-linear force 
problems puts the burden of correcting the drag for transient wakes 
onto the history terms. They would also need to compensate for the 
existence of a laminar boundary layer when the steady state drag at the 
instantaneous Reynolds number presumes a turbulent one--and vice versa. 

In the more general problem we have a change from one speed to 
another. The magnitude and duration of the corrections depend upon 
the initial and final velocity, the magnitude of the acceleration (or 
deceleration), the fluid properties, and the size and shape of the 
object. And the essence of the force problem is to discover whether or 
not there are similarities in flow behavior that permit unique history 
terms or any other explicit expression to apply to a range of problems 
rather than to one special case. 

Simple Repetitive Motion 

An example of this kind of motion is a steady state oscillation, 
not necessarily harmonic, but with an easily identified period.  Uniform 
waves are repetitive; a damped oscillation is not.  The basic reason 
for introducing the repetitive category is that no history terms or 
history integrals are needed in a fluid force expression.  The force is 
a function of phase. 

To illustrate the linear case let us consider a sphere oscillating 
in a liquid according to 

v = ba sin at  (3) 

in which b and o* are the amplitude and frequency. 
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When Eq. (3) is differentiated and substituted into Eq. (1) and 
the integral evaluated from T = -», when the motion began, to T = t, 
the present time, the result may be put into the alternative forms 

-F(t) =mg+f a) ^ + 3TTUD(I + ^)V  (4) 

-F(t) = C(a)mba2sin [at + cp(a)]     (5) 

in which C(a)  is  a force coefficient,  cp(o)  is a phase  shift,   and 

C(a) = \ [(1 + 9a)2 + (9a + 18az fj* .(6) 

Form (4) is due to Stokes [l].  Since the coefficient of dv/dt 
contains a  and thus depends on viscosity, this form is sometimes used 
to support the argument that added mass coefficients depend on viscosity. 
But whether they do or not is entirely a matter of definition since 
there is no a priori rule that says all multipliers of the instantaneous 
acceleration must be included as part of the added mass.  The writer 
prefers to regard m/2 as the added mass, which is the value for a sphere 

/q  \dv 
from irrotational theory, and recognize ml j <*)— as part of the history 

integral. 
In form (5) the force is a harmonic function with a known amplitude. 

It leads the velocity function by a known phase angle. By deriving a 
similar expression with the history integral omitted and comparing it 
with Eq. (5), one may show that the amplitude of the force always is 
increased by the history integral. This is consistent with the result of 
Hjelmfelt and Mockros [22J who determined how well sand particles would 
follow straight line oscillations of a liquid in which the particles 
were suspended. They found that including the history integral increased 
the ratio of the amplitude of the particle motion to the amplitude of the 
water motion. Their result applies to sand transport by waves. 

Stokes' [l] form for expressing the fluid force on an oscillating 
sphere in the linear case, Eq. (4), has been carried over to non-linear 
oscillation problems by numerous authors who like to use 

-w <*%+%**£-   (7> 
in which C^ and C are experimental inertia and velocity coefficients 

which may or may not vary during a cycle. 

'For example, see References [5] thru [10] and [23]. 
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This form has become a standard one for expressing the wave force 
on piles.  The horizontal components of acceleration and velocity of 
the approaching water particles are calculated from one of the oscilla- 
tory wave theories, and the coefficients, assumed constant thruout a 
cycle, usually are based on tests. Values often are chosen to produce 
the proper maximum and minimum forces. 

It is instructive to compare Eq. (7) with Eq. (2)  Eq. (2) has 
been recommended for non-repetitive motion, but is valid for periodic 
motion.5 The equations are similar except that (2) contains explicit 
history terms and (7) does not.  Since the wave force on a pile at any 
chosen value of the phase depends on the prior motion, C„ and C in 

Eq. (7) must absorb the influence of history. Hence, at best, their 
values can equal C, and C in Eq. (2) only under particular circumstances. 

Cw and C„ depend on phase and wave height divided by pile diameter, 
M     D 

whereas C, and C are irrotational added mass and steady state drag 

coefficients respectively. 
Eq. (7) cannot be put into the harmonic form of Eq. (5) because 

the drag force in (7) is proportional to the velocity squared. Never- 
theless, the fluid force in any repetitive motion is a repeating function 
of the phase, which may be expressed non-dimensionally as t/T, where T 
is the period. The dimensionless displacement of the body (or of the 
fluid in the absence of the body if the fluid moves), say S/D, is presumed 
to be a known function of t/T. (Here D is a suitable body dimension, 
usually transverse.) It produces a measured fluid force pattern F(t/T) 
which may be written in dimensionless form as 

F 

©=:#^*<D <*> pD^/T2   W       PDV/T3 

whereff—) = the measured F( — I divided by the measured F  , and b is a 
\i/ \1/ max 

pertinent amplitude such as the maximum displacement 
F 
m 

pl^b3/!2 

F 
Further, for a particular repetitive motion  " *—- will depend on 

— and ——.  Consequently 

F 

pirV/T2 (f)     ptf^/T8 (D '   v?) x £
(T)  (9) 

The form of Eq. (9) makes the maximum force an easily described function 
but provides the option of expressing the force detail thruout the cycle 

by plotting f (|) . 

sOdar and Hamilton [24] used Eq. (2) for the force on a sphere 
oscillating in oil and invented a history term based on the Basset history 
integral. 
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For the force exerted on objects by regular waves the counterpart 
of Eq. (9) is 

F 

(f) = pD3H2/Ts (D' D' il3"' ^T7 X \T)      (10) PD
2
H"7T

2
 \TJ     pD3^/!3 \-D> D> gT2> ^Tj 

in which H is the wave height, h is the water depth, and g is the 
acceleration of gravity.  Eq. (10) assumes that surface tension may be 
neglected and that the wavelength will be fixed by the choice of h, H, 
and T. The viscous parameter may be unimportant. Also for objects that 
are large compared to the water particle displacements, acceleration 
forces will dominate, and a more suitable dimensionless force is 

•••„,„B . Garrison and Perkinson [25] have used a set of dimensionless mn/1 
parameters somewhat like those suggested to express the maximum wave 
force on horizontal cylinders. 

Obviously the writer prefers Eq. (10) to Eq. (7).  Eq. (7) uses inertia 
and drag coefficients that are too easily confused with irrotational added 
mass and steady state drag coefficients. 

Irregular and Random Motion 

In this class belong vibrations generated by earthquakes, turbulence, 
and the particle motions caused by irregular waves. The dispersion or 
settling of particulate matter in turbulent flow is a linear force 
problem involving random motion. A non-linear problem, of course, is 
the force exerted by irregular waves on piles. 

As in previous examples, the fluid force at a particular time is 
conditioned by eddies or velocity patterns set up by prior motion. Thus, 
since irregular motion is not repetitive, an attempt to express force 
details in terms of instantaneous velocity and acceleration is funda- 
mentally unsound.  But if the motion is truly irregular or random, the 
task of unraveling the contributions of innumerable possible histories, 
except in special linear problems to which Eq. (1) applies, is overwhelming. 
Therefore non-linear problems, at least, should be handled statistically. 
For an example, let us focus on forces exerted by irregular waves. 

Grace [10] found that seemingly identical ocean swells produced 
quite different forces on a submerged sphere.  He attributed the dis- 
crepancies to probable differences in water particle motions under waves 
of equal height and period. But suppose waves (a) and (b) have identical 
particle motions, yet wave (a) is preceded by a smaller wave and wave (b) 
by a larger one. Then the forces exerted by (a) and (b) would differ 
because the motion history is different. 

The data published by Wiegel [7] for forces exerted by ocean waves 
on piles show practically no correlation between wave height and force. 
Nevertheless, according to Borgman [26] an analysis of some of these 
data showed that the spectral density of force was similar to the spectral 
density of height except in the high-frequency off-peak rtgion.  Borgman 
used constant coefficients in Eq. (7), first-order wave theory to get 
particle motions, and a Gaussian wave-height distribution to prove that 
this similarity should exist.  He set up a procedure for transferring 
from one spectrum to the other. 
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Aware of Borgman's work Paape [27] measured the forces exerted on 
piles subjected to irregular waves in the laboratory.  Spectral densities 
of force and wave height calculated from his data were not similar and 
he failed to find a satisfactory transfer function.  Thus one must 
conclude that the spectra may or may not be similar and that Borgman's 
assumptions oversimplified matters. 

It is unfortunate that the designer cannot rely upon similarity 
between force and wave height spectral densities.  For resonance problems 
he needs to know the frequency at which the force "energy" peaks. 
Perhaps Paape's tests and others may be used to find how much the fre- 
quency at the peak of the force spectrum may differ from the frequency 
at the peak of the wave height spectrum. 

Because wave forces and heights do not correlate, Bretschneider [28] 
recommends ranking the heights and maximum forces5 in order of magnitude 
and working with cumulative probability plots of wave height and force. 
His idea makes sense because it avoids any inference that the present 
wave alone is responsible for the present force.  Bretschneider developed 
the idea into a method for analyzing measurements and predicting magni- 
tudes of design forces for statistically similar wave sequences. An 
alternative method follows. 

Suppose we have force and wave height measurements for a particular 
body shape in a particular irregular sea. How can one arrive at the 
force that, say, would be equaled or exceeded five percent of the time 
if a similar sea of greater magnitude acted upon a similar structure? 
Note first of all that this is a model-prototype kind of problem and one 
must be able to identify a similar sea. Criteria will appear presently. 

We attribute the force at a given instant to the unbalanced shear 
and normal stresses exerted by the fluid on the body. They are caused 
by the instantaneous velocities and accelerations of the fluid particles 
in a rather large region surrounding the object. The motion pattern 
in the region, of course, is caused by the waves and the presence of the 
object, but the only index of velocity available is H/T and of accelera- 
tion H/T2.  H may be defined as the height of a crest above the surface 
depression"! before «nd after it and T as the time interval between the 
two depressions.  Both are often a matter of judgment. 

Altho these indices represent the particle motion quite inadequately, 
the dimensionless acceleration H/gT2, where g is the acceleration of 
gravity, is certainly a variable on which the force depends. Using Y as 
specific weight, we may write for a particular wave 

Fmax  Fmax fh    YDH H  H  „. _  \ /11X  — =   —, —~, r,  , History)  (11) 
YD3   VD3 VD &VJ

    
D gTE        ' 

The history term is a reminder that a range of values of F  /YD
3
 may 

max 
accompany each set of values of the other four variables. 

He separated drag and inertia forces by picking values at wave 
peaks and zero crossings respectively. 
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For a given sea state and a particular structure the variables 

YDH  H  H      ,,   Fmax 
—~ » TT > ~3"> as well as —r- , gu-T  D gt2 yD3 

will have permanent probability distributions. That is, if the gage 
height record may be taken as a stationary time series, the statistical 
properties of the force record also will be permanent. Hence we may 
avoid history and hydrodynamics by writing 

CFmaxl   fFmax /h /YJMtl  /Hi  f H "jM 

lyD3 J " WD3 ^D' *-6P.T»' "®' VSJ/J  (12> 
in which the braces are used (unconventionally) to mean the probability 
distribution of the quantity enclosed. 

Let us compare these variables for two cases, model m and prototype p. 
If the model is built to the proper length scale ratio and the model sea 
is similar to the prototype sea, 

ill       =      £|  (13) 
D'm Dip 

». • a, <»> 
m.~iMP <•» 
©.'©„ <«> 

Because of Ineq. (16) -JF  /yD3} will not be exactly equal to {F  /YD
3
} • ^    ' (. max   Jm J C max   Jp 

In what follows we shall assume that all the Reynolds numbers are large 
enough and the structure blunt enough to make the inequality unimportant. 
Then 

fFmax 1    ~  rF, 
\D

3
 Jp        ^yu-'n fe}    <17 

WD3Jm 

and if the right hand probability distribution is known, the probability 
distribution of F|  is obtained simply by multiplying the numbers on 

the abscissa scale by the constant YD3[p as indicated in Fig. 4.  (In 

the figure the measurements have beet: grouped into eight class intervals.) 
Then the distribution of F   „ may be summed to get the cumulative max1 P ° 
probability of the prototype force and answer the question of what force 
will be equaled or exceeded five percent of the time. 

Similar seas have been assumed. Now we must face the question of 
how to identify statistically similar seas. The definition itself can 
vary, depending on why they are defined. We are interested in making 
Eq. (17) true when surface tension and viscosity are unimportant. 

The first requirement is that Eq. (15) be satisfied, but it says 
nothing about the sequences of changes in wave height. From a history 
standpoint these sequences have an important influence on the force 
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distribution. Hence -j——$Y  is a necessary but insufficient index for 

similar seas and an equation involving differentials such as 

'(H.-Hjf/H5]     k-Hf/r 

(tj-t.rvT* |(t.-t.f/T2 
.(18) 

;p 

is indicated. Wave j follows wave i. 
Moreover, since Eq. (14) scales the structure to the waves it does 

not pertain to identifying wave similarity only. Hence for sea simi- 
larity an equation such as 

{H
3
/P}    = {H2/1?}   (19) 

m   ^    Jp 

is more appropriate. Thus for the present purpose, similar seas probably 
exist if Eqs. (15), (18), and (19) are satisfied. Experimental data 
are required to find if they are adequate or not. For example, altho 
the orientation of the structure with respect to the dominant wave direc- 
tion presumably is part of the modeling, no account has been taken of 
the directions of component waves in the description of the sea. 

In addition to dimen- 
sional analysis and hope- 
fully some physical insight 
in the choice of dimension- 
less variables, the writer 
has used two rather self- 
evident requirements if 
force and wave height records 
from one situation are to be 
used to find forces in 
another: 

(a) The wave records 
at the two locations must 
have certain similarities. 

(b) The structure size 
must be scaled to the wave 
size, Eq. (14). 
These conditions are no dif- 
ferent from the ones required 
in the case of regular waves, 
Eq. (10), for which wave 
similarity is implied by a 
choice of h/D, H/D, and 
H/gT2. 

For regular wave problems engineers use data from tests containing 
a range of dissimilarities, get a range of coefficients of some sort, 
and use average coefficient values to calculate approximate forces.  Some- 
times they calculate extremes to find how much error may be involved. 
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If similarity requirements are ignored, corresponding errors will 
occur when statistical quantities, such as probability distributions, are 
used for analyzing irregular wave and force measurements. To isolate 
variations due to scale differences, one might well test several sizes 
of pile, for example, as Wiegel [7] did, but test them simultaneously 
in the same wave environment. 
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Notation 

A >» cross-sectional or wetted area 
b *  amplitude of a harmonic or periodic motion 
C = dimensionless force coefficient 

C, = added mass coefficient--irrotational motion 
A 
C «• velocity coefficient--unsteady motion 

C = history coefficient 
H 

C = inertia coefficient 
M 

C = steady state drag coefficient 

D = diameter or other significant length 
F = force exerted by fluid 

F   = maximum fluid force in repetitive motion or when a wave passes 
max 

f = force-variation coefficient 
g = acceleration of gravity 
H = wave height 
h = water depth 

i,j •» subscripts to indicate one wave and the next 
m = mass of fluid displaced by a body; also subscript indicating model 
p = subscript indicating prototype 
S = displacement during repetitive motion 
T = period of a repetitive motion or time interval between waves 
t = time at which force is calculated or measured 
u = velocity of fluid particle 
v = speed of body 

a  = (2u. /poD2)^ 
Y = specific weight of fluid 
|o. = viscosity of fluid 
p = density of fluid 
CT = frequency, radians/second 
T =» time during history of motion—an integration variable 
V =  space derivative operator 

{} indicate probability distribution of the quantity enclosed 
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Abstract 

A mathematical model is presented which portrays the physical 
system of a large axially symmetric structure in a flow field of 
finite water depth, large amplitude wave and strong current.  The 
flow field, which enters as the input, is derived from a velocity 
potential similar to that of the cnoidal wave of Keulegan and 
Patterson.  The inclusion of a uniform velocity in the derivation of 
velocity potential results in a cross interference term in addition 
to the well known Doppler shift effect. 

The numerical results are compared with experiments on a bridge 
pier (Ref. 6) which is partially cylindrical with base diameter 
equivalent to 100 feet in prototype; close to the surface, where the 
wave action is greatest it is conical.  These results are also com- 
pared with theoretical calculations based on linear wave theory and 
fifth-order wave theory.  It is concluded that the results based on 
the modified cnoidal wave theory come closest to the experimental 
value. 

Introduction 

A computer simulation is developed which portrays the physical 
system of an arbitrarily shaped large structure situated in a flow 
field where the water depth is finite, the wave is large and the 
current is not negligible.  The structure is large in the sense that 
its charcteristic length is at least the same order of magnitude as 
wave length; the wave is large and the water is shallow in that the 
ratio of wave height to water depth is not infinitesimal.  While the 
presence of a large structure causes wave reflection and diffraction, 
the existence of a uni-directional current results in the modification 
of the wave kinematics and, possibly, causes wake formation.  As a 
consequence of large amplitude waves, the convective inertia cannot 
be neglected.  The combination of a large amplitude wave and a large 
object makes it necessary to compute the wet line around the structure. 

1783 
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The present study is motivated by an earlier experimental work 
(Wang, 1970).  Those laboratory measurements were performed to deter- 
mine pressures, forces and moments exerted on a large bridge pier. 
This bridge pier had a cylindrical base and a conical top.  When 
converted from a model into a prototype, such a bridge pier, with a 
base diameter of 100 feet, would be situated in water 100 feet deep 
with waves up to 25 feet and current up to 8 knots. The experimental 
results were later compared with theoretical calculations based on 
linear wave theory (MacCamy and Fuch, 1954) and on fifth-order wave 
theory (Clavier, 1967).  The comparisons were unfavorable as both 
theories yielded much too small maximum horizontal forces and moments 
compared to the experimental values.  Since physical situations 
similar to those described are quite common in engineering, a better 
predictive technique is, therefore, attempted. 

The incoming wave field, in the absence of objects, is first 
derived from the cnoidal wave of Keulegan and Patterson (1940) 
incorporated with the effect of a uniform current.  The incorpora- 
tion of a current is not a trivial task as non-linear interaction 
occurs which results in dispersions of both wave amplitude and wave 
length. 

Since the obstacle is not necessarily in cylindrical shape, the 
outflows created by the obstacle cannot be expressed in terms of 
known functions such as Bessel functions of the second kind used by 
MacCamy and Fuch.  A near field wave is sought through Taylor's 
expansion of wave potential at the obstacle.  The outflow potential 
at the obstacle is then expressed in terms of inflow wave potential 
and its derivatives normal to the object.  The normal derivatives 
are introduced to fulfill the non-linear free surface condition. 
Physically, one can reason that the scattering of an incoming wave 
at a distance should be proportional to the variations of the 
incoming wave from the distance to the object. 

Because of the complicated nature of the problem a computer 
program is developed using the Burroughs 5500 to facilitate numerical 
computations of pressure distributions, forces, and moments exerted 
on the structure. 

Incoming Flow 

In this section we shall seek a solution for surface waves of 
finite height superimposed on a uniform current in water of finite 
depth in the absence of the obstacle.  Flow characteristics derived 
from the wave field will be used as the incoming flow conditions. 

General Equations 

It will be supposed that the velocity field is irrotational 
and the fluid is incompressible: 

u' = -V*' (1) 
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and 

vV =0 (2) 

where u' is the velocity vector and ij>' is the corresponding velocity 
potential. 

A solution of <f>' will be sought that satisfies the appropriate 
boundary conditions. Referring to Fig. 1 where the uniform velocity U 
is oriented into the positive x-direction, we can separate the velocity 
potential <j>' into two parts: 

-<(.'= Ux - <j> (3) 

where (j> is the unsteady part of the velocity potential.  Then, we have 

"*x = U " *x = U + U (4) 

and 

-*; - - <cy - v (5) 

where the subscripts refer to derivatives (as will be used throughout 
this paper) and where u and v are time-periodic velocities in the x 
and y directions, respectively. 

The boundary conditions to be satisfied are at the surface, i.e., 
y = n + h 

2- = -g(y - h) + <f>t + U*x - j(^ + <$?)  = 0 (6) 

and 

— [y - (n + d)H = o (7) 

where n is the free surface variation with respect to the calm water 
and 

and at the bottom, y = 0 

*y = 0 (9) 

For shallow water waves, we adopt for the potential <f> the power series 
(Keulegan and Patterson, 1955): 

CO 

* =  I  •/'    *1= ° (10) 
n=0 
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Substituting this expression for <j> in Eq. (2), the following series is 
obtained 

9'  a^2   A' -rh 2.'  3x2 A: 

6 6 
y a jo 
6.' 3x6 + . . (11) 

Differentiating with respect to y, 

ML = _v ifi + ll ijk>. _ 2L. l!ia. + 
3y   y 3i?  3.' tofi      5! 3^ + • • • (12) 

The function ^ Is a function of x and t only. 

First Order Solutions 

If the velocity square terms in Eq. (6) are negligible in com- 
parison with gh and the expansions in Eqs. (11) and (12) are cut 
short at the first term, wave equations of the first order can be 
derived.  Since (in our case) we are not particularly interested in 
infinitesimal waves detailed presentations of first order appromi- 
mation are omitted.  It is sufficient to point out that, to the first 
order, the effect of a uniform stream superimposed on a wave field is 
the well-known Doppler shift, i.e., 

C=u+C =U+ /gh 1 n     —  ° (13) 

and 

a +  kU (14) 

where C is the apparent wave celerity with current 
C is the wave celerity with no current and is equal to 

/gh for the shallow water cause 
to, is the apparent wave frequency with current 
a is the wave frequency with no current 
k is the wave number which remains unchanged with and without 

the current. 

Second Order Solutions 

When the ratio of wave height to water depth becomes appreciable, 
such as the present situation, first order approximation is no longer 
satisfactory.  Second order approximation is sought, therefore. 
Retaining two terms in Eqs. (11) and (12) and substituting them into 
Eqs. (2), (6), and (7), the following set of equations are obtained: 

(8 
UC0s 

3t + 1:4 + ^ + ^1^,0 (15) 

and 
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2 2 2     2 

3t" h   3x^+U Ix~ + Co  37 (ir- 6"i^}   ' ° (16) 

Eliminating $    from the above equations  results  in  the  following 
expressions  for  the water surface variation   (n): 

ir    J. m2 J.    i,r/3 j. u N   n2   .   h2   .,   ,   U .   32n-i  (17) ntt = (co + u) nxx + gh[(r + —) ^- + r (i + r) ^] 
o o 

This equation is valid to the second order approximation.  The corres- 
ponding wave celerity can be shown as equal to: 

c   p + cCl + l (3 + 2U/C,)  +lhi   -, (18) 
2       o    4  1 + U/C0 h   6 n  xx 

In the absence of a current the above expression reduces to 

2 
c: = C(l+^£ + ~ — n ) (19) 
2   o^   4 h  6 n   xx 

which is the same as that obtained by Keulegan and Patterson (1940). 
Thus, to the second order, simple Doppler's shift is not applicable. 
An interference term: 

1 (3 + 2U/Cn)  n 
4 1 + U/C0   h 

UU; 

exists.  This term manifests the fact that the uniform current not 
only transports the waves but also does additional work on them. 
Longuet-Higgins and Stewart (1960) have found a similar term for deep 
water waves and have defined a radiation stress tensor to express the 
work done by a current of unit strength against the waves.  This in- 
terference term can be rewritten as 

Y(U/CQ) • £ (21) 

where  (U/C0) is a function of U/C0 alone.  When this function is 
plotted against U/C0 as shown in Fig. 2, the effects of current on 
waves is clearly illustrated.  For the condition of counter current, 
that is U/C0 is negative, energy is fed into the wave; the wave 
steepens and finally breaks. For the condition of concurrent, on 
the contrary, energy is extracted from the wave and the wave flattens. 
All of these phenomena are commonly observed but cannot be explained 
so far without an energy exchange mechanism. 

The water surface variation can also be expressed explicitly by 
solving Eq. (15) with the assumption of a permanent wave form, i.e., 

ia = la + c !i = o mi 
dt   3t + °2 3x   U UZ) 
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in 
3t " °2 3x (23) 

Following closely the derivations outlined by Keulegan and Patterson 
(1940) by substituting Eq. (20) into Eq. (15) and integrate twice 
one obtains 

^^^/Sf r ^(x-c2t),k: (24) 

where H is the wave height 
Cn is one kind of the-Jacobian functions of modulus k which is 

related to wave length (see Eq. (23)), and 

E1(k) + k - 1 
n2 = H £ F^k)^    ^ (25) 

F (k) and E.(k) are the elliptic integrals of the first and second 
kind respectively.  The wave length is found to be 

L=/SS + U)ti (3C0 + 2U)H   1 
kF, (k) (26) 

which is seen to be a function of the uniform velocity.  Differentia- 
ting Eq. (21) twice and then substituting into Eq. (16), one obtains 
the speed of the wave crest as: 

Cc2 - U + Co Ll + 8 (1 + U/0o) h 
+ 3" Fl W T?2 (2 7) 

If we define T as the wave period, we have by definition 

C ,T = L c2 (28) 

From Eqs. (23), (24) and (25), the effects of current on wave length 
as well as on wave height can be brought out.  Referring to Fig. 3, 
it becomes obvious that for the case of counter current the wave 
length shortens, whereas the reverse is true for the case of con- 
current flow.  Figure 4 shows the effects of current on wave height. 
As expected, for counter current, the wave height increases whereas 
for concurrent flow the wave height diminishes. 

The velocity potential of the incoming flow field can be obtained 
from Eq. (16).  We first substitute n by - 3(TIC2) into Eq. (16) and 
then integrate it with respect to x twice    3x 

u (U c„)ndx -ix 2h 
2, n dx 12 (29) 



MODELING LARGE OBJECTS 1789 

to an evaluation of ndx and n dx.  The 
but straightforward.'' The resulting <f>    be 

The task now reduces to an evaluation of ndx and n dx.  The inte- 
grations are lengthy but straightforward.'' The resulting <f>    becomes: 

<|> = a + b + c (30) 

where 

where 

and 

a _ U - C2 rHLEW (k)        HL(1 - k)  , 
a "  h   i 2F1(k)k  

+ ZdX +    k    8> 

b = ^ {Zjx + 2zda + ^  tj SnX CnX dnX + ~'3k4K Fl(*) (k) 

- 2(13y~ V
0 (k)]> 

c = ~ fr X 4 f Fi(k) snX cnX dnX 

= ~ T gh f Fi^ snX cnX dnX 

sin  CsnX] 

X = [2F(k) (f- - b,   k] 

Outflow Generated by the Obstacle 

Since the characteristic length of the obstacle is, in the 
present suudy, assumed to be comparable to that characteristic of 
the wave field, the disturbance to the flow field created by the 
obstacle must be taken into consideration.  In other words the 
outflow generated by the obstacle must be determined.  Because an 
exact irrotational solution for a pile of irregular shape in a 
gravity wave field has not been found, an approximate solution is 
proposed to yeild near field flow information from which pressure 
and force on the pile can be calculated. 

As the surface of the obstacle is bounded by closed curves, it 
is natural to define its contour in appropriate cylindrical coordin- 
ates (R, 6, y) (Fig. 5): 

R = R (6, y) (31) 

where R prescribes  the contour of the obstacle.     A local  coordinate 
system  (t, m, n)  is  also  defined such that t is  tangent to  the contour 
curve,   m is  the bi-normal,   and n is  the normal  at  any  station. 
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The near field potential is expressed in Taylor's series of 
velocity potential on the obstacle: 

k=0 

where <(>(p) is the velocity potential at the obstacle and n is the 
local normal as defined earlier. 

The task now reduces to finding the velocity potential on the 
object. 

The velocity potential on the object can be separated into two 
parts: 

+ (p) = +±n(p) + <t>out(p) (33) 

where <t>in(p) is the inflow velocity potential that exists if the 
object is removed and <|> >-(p) is the velocity potential generated by 
the obstacle. 

The inflow velocity potential on the object is determinable from 
the inflow potential described in the previous section.  The outflow 
potential on the object needs to be developed. We assume that <|>out(p) 
can be expanded in terms of functions determinable from <|>. (p) and 
its derivatives in the normal direction, i.e., 

W<*> - jn"k is**61 W k=0 

This assumption is believed to be valid for several reasons. From the 
point of view of mechanics, the response must be determinable from the 
excitation.  From the mathematical point of view, many exact solutions 
exist in which the outflow potential created by the obstacle is, on 
the surface of the obstacle, proportional to the incoming potential. 
Outstanding examples are a submerged cylinder and a sphere.  For a 
submerged cylinder, for instance, the outflow potential at the surface 
of the cylinder is equal in magnitude, to the inflow potential at the 
surface. Furthermore, the non-linearity of the free surface is none 
other than the continuous scatterings of the incoming flow by the 
obstacle at a distance.  Thus, it is plausible to include normal 
derivative terms of incoming flow potential in the representation of 
outflow potential.(i.e., 6    _ depends on the variations of i.    with 

,   , \ -, s out  r rm 
distance to the obstacle). 

After one has selected the functional representations of outflow 
potential, the coefficients, a, can be determined through appropriate 
boundary conditions.  These boundary conditions are: 

p = 0 (35) 
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d£ = |£ + v + .Vp = 0 (36) 

at the free surface.  And 

0 (37) 14.= 
3n 

at the surface of the obstacle and at the bottom.  These equations, 
(35), (36) and (37), are applied to the total potential, of course. 

Since we are interested in the velocity potential at the obstacle, 
simultaneous solution of Eqs. (35) and (36) defines a wet line on the 
obstacle.  It should be noted that for a finite term of expansion of 
<|>  , the conditions p = 0 and dp/dt = 0 cannot be satisfied exactly. 
One usually has to settle for an approximation such as 

[p |max <_  r. 

dp -rf- max < r„ | dt J   — z 

where r. and r„ are the pre-determined maximum tolerable errors. 

Once we determine the velocity potential, the pressure distribu- 
tion around the obstacle can be obtained through Bernolli Equation. 
The total force and moment exerted on the obstacle are then calculated 
through numerically integrating the following equations: 

n rn 
o Jo 

and 

F = 2     p cose Ed yd8 (38) 

i-n rn 
2   \n  p cose Ry dyde (39) 

Numerical Computations 

Numerical computations are performed for an axial-symmetric pier 
of configurations shown in Fig. 6.  The pier is 100 feet in diameter 
with a cylindrical base 80 feet high and a conical top of 45 degrees 
extruding out of the water level which is 100 feet above the mud line. 
The incident wave is 7.6 seconds long in period and 14 feet high.  The 
current velocity is null.  This combination is chosen so that the 
numerical results can be compared with experiments of an identical 
situation (Wang, 1970). 

To facilitate numerical computation, the pier is divided into 
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grids; 19 azimuthal stations from o to n, 8 depth stations on the 
cylindrical sections and 25 depth stations on the conical section 
(Fig. 6).  The oncoming potential is calculated first according to 
Eq. (30) using a method similar to that developed by Wang and Hwang 
(1970). 

The outflow potential is calculated by cutting short Eq. (34) 
to retain only the first two terms, i.e., 

*out(Plle) " %  *in<Plle> + "l 14tni£l (40) 

The coefficients a and a, are obtained through iterative pro- 
cesses so that both boundary conditions, Eqs. (35) and (36) are 
approximately satisfied.  In essence, the iterative scheme consists 
of the following manipulations: 

1.  Select a value of a  (1 is selected for the present calcula- 
tion because it leads to the case of cylindrical diffraction) 
and maintain C^ to be zero. From Eq. (32), cutting short at 
two terms, 

y 2__ r Liio<^+
3_isut<E)-| 

Akl L  3nE  '^l?^-1 
1 k 

i k 
k=0 

and Eq. (30), we obtain a tentative velocity potential. 

From Eq. (35), letting Y.   be equal to zero (exact solution) 
i.e. , 

£ = - gr, + * + U4.X - i(V<(.)2 = 0 
p L A 

a value of n can be obtained. Numerically, it is achieved 
by computing p at consecutive depth stations from the sea 
floor until p changes sign.  If, for instance, the change of 
sign occurs between y and y.   ., one calculates 

PL + PL +1 

where p. is the value of p at y and p   . that at y,   ,. 
The value of n is then determined as 

n = yL + aAyL 

If no change of sign occurs within reasonable range, the 
value of C needs to be adjusted. 

3.  If the value of n falls within a reasonable range, Eq. (36), 

dt   2 
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is used to check the validity of the solution.  For the case 
dp_ 
dt > r, letting r„ = 0, we solve for a,. 

4.  The above procedures are repeated until suitable sets of 
values of ct0 and a^ are obtained for all the azimuthal 
stations for a designated time station. 

We have to confess that up to date no systematic method has been 
developed for the proper selection of a's.  In the computer program, 
we have made the assumption that a0 varies from 1 (reflection from 
cylindrical surface) to 0 (the object has no influence on the wave 
field), and , varies from -1 to +1.  Indeed, the results to date fall 
into this range.  It is also impossible, at present, to establish the 
uniqueness of these solutions. At this moment, like many engineering 
problems, we rely on the actual physical situation to test the valid- 
ity of our solution. 

After we have obtained the velocity potential, the numerical 
computation of pressure distribution, forces and moments are rather 
straightforward.  Only horizontal force and horizontal moments are 
being calculated. 

Comparision of Theoretical and Experimental Results 

Numerical computations are performed for the following input 
conditions: 

pier diameter: 
water depth: 
wave height: 
wave period: 

100 feet 
100 feet 
14 feet 
7.6 second 

current velocity:  0 knots 

These conditions are chosen so that the results can be compared 
with that obtained from earlier wave tank measurements.  The experi- 
ments are described by Wang (1970).  The essential results are 
summerized in Table 1.  In this table, theoretical results based on 
linear wave theory and fifth-order wave theory are also included. 

Experiment 
Cnoidal 
Wave 

Fifth-Order 
Wave 

Linear 
Wave 

Wave Force (kips) 6,300 5,050 2,900 4,000 (est.) 

Force Center (ft.) 53 (ave.) 49.5 49 

Table 1.  Comparison of Experimental and Theoretical Results 

From these results, it is clear that the results based on the 
modified cnoidal wave theory come closest to the experimental value. 
All three theories, however, yield smaller values than the experiment. 
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The total maximum horizontal force exerted on the pier is predicted 
by the cnoidal analysis to be approximately 20 percent smaller than 
the experiment, whereas the discrepancies become 30 percent and 45 
percent for the cases of linear and fifth order wave methods, 
respectively.  To explain why theories predict lower values than the 
experiments, several possibilities are examined. 

All the theories are based on the assumption that the fluid is 
inviscid. As a consequence, viscous force, or velocity related force, 
is completely ignored in the computation. This assumption may or 
may not be valid, particularly in a scaled down model.  If the viscous 
force cannot be ignored, the theoretical results would naturally be 
expected to yield smaller values than the experiments.  In the report 
of experimental results, this possibility has been examined and dis- 
counted; because in the experiment, the observed wake is very small 
and the maximum horizontal force occurs at the instant when the 
water particle acceleration is maximum and its velocity is null at 
the center of the pier.  This conclusion is further confirmed through 
comparing the theoretical pressure distribution with that of the experi- 
ment (Fig. 7).  It is obvious from Fig. 7 that the effects of wake 
(from 150° to 180°) to the horizontal force is very small. The dis- 
crepancy actually occurs at the middle section of the pier. 

A second possibility why the theoretically predicted force is 
smaller than the experiment is that the tank test was performed in 
a channel of finite width with channel width to pier diameter ratio 
equal to 4 to 1 whereas the theories deal with an infinite flow field. 
Thus, the blocking effect which might be expected to occur in the tank 
test has not been taken into consideration in the theoretical formula- 
tion.  This blocking effect is believed to be the major contributing 
factor to the discrepancy between theoretical and experimental results. 

Yet there exists a third possibility; namely, the selected wave 
theory does not truly represent the actual wave motion in the tank. 
This difficulty is rather insurmountable at this time. One can only 
hope that the selected wave theory is one of the better fits to the 
physical situation to be described. LeMehante and Divoky (1968) have 
shown that among various wave theories, the cnoidal wave of MacCamy 
and Fuch comes closest to describing the water particle motions 
(rather than water surface variations which sometimes can be forced 
to fit) in shallow water.  The present study seems to confirm, at 
least that among linear, fifth order and cnoidal, the cnoidal wave 
is a better choice.  It is worthwhile to observe that under the com- 
binations of shallow water and large obstacles, fifth order wave 
theory yields the largest discrepancy between theory and experiment. 
One may speculate that when the diameter of the object is of the same 
order of magnitude as the wave length, effects due to higher harmon- 
ics may nullify each other or may even interfere with that created 
by the basic harmonics. 

Finally, in Fig. 8 the wet line on the cone-shaped surface of the 
pier is shown in comparison with the undisturbed wave shape (the wet 
line which occurs under the condition that the obstacle has no effect 
on the wave field) and with a fully reflected line (linear wave fully 
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reflected by a cylindrical structure).  From the Figure, it is obvious 
that a cone-cylinder shaped structure causes far less surface distur- 
bance than that caused by a cylindrical structure.  As a consequence, 
a cone shaped structure also offers significant advantages over 
cylindrical structures in reducing wave forces.  These phenomena 
concur the experimental results cited previously. 

In summary, the mathematical model and the computer program 
developed provide a means of calculating wave forces and moments on 
large structures of irregular shapes in a wave field where the 
current effect cannot be neglected.  The mathematical model, however, 
yields smaller wave forces than those obtained through experiment. 
It is believed to be suitable for engineering purposes provided that 
the characteristic length of the object is at least the same order 
of magnitude as the wave length and that the object is situated in a 
shallow-water wave environment.  It is further stressed that this 
model will not yield validate information when the object is small 
compared to water depth and wave dimensions such as pilings and 
drill strings. 

It is worth mentioning that in the derivation of inflow wave 
field, certain resilient figures of non-linear interference between 
current and shallow water waves have been discovered; those include 
wave length and wave height dispersions.  Explicit expressions have 
been provided for these dispersions.  Further pursuit in this direc- 
tion should yield enlightening information in wave mechanics. 
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Introduction 

Ice effects on coastal structures, and more particularly 
the maximum forces caused by ice action, depend on a number of 
factors, such as:- 

(a) The physical properties of the ice encountered. 
(b) The thickness of ice formations. 
(c) The size of these formations, and their motion. 
(d) The shape and size of the structures concerned. 

Past history of ice accumulations is important too, not 
only in relation to ice properties (as when new ice and multi- 
year ice are found together at the one location), but also for 
instance when structures become frozen in, or when ice debris 
accumulates on sloping faces or when ice bustles form around 
piers.  The very considerable difficulties in carrying out insitu 
experimental work, not only on the overall effects of interest 
to engineers such as ice thrust on fixed structures, but also on 
ice properties themselves, mean that there are still large gaps 
in our knowledge of the subject.  Finally, the non-isotropic nature 
of the naturally occurring ice, and the broad spectrum of ice 
behaviour under loading (brittle,ductile or, when creep pre- 
dominates, viscous), contribute still further to the complexity 
of the subject. 

Physical Properties of the Ice Encountered 

A sharp distinction should be made between freshwater ice, 
which exhibits brittle failure under commonly prevailing rates 
of load application, and sea ice, which is much more plastic.  The 
added plasticity of the latter offsets the lower strength due to 
brine inclusions; sea ice in effect tends to mould itself around 
an obstacle producing higher crushing forces than when brittle 
behaviour prevals. 

1801 
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Ice masses which engineering structures must withstand 
differ in many respects from samples of ice studied in the 
laboratory.  The use of carefully chosen small samples in 
evaluating the crushing resistance of ice overestimates the 
crushing strength of large masses of ice which naturally contain 
imperfections; the strength ratio, which is typically of the 
order of 2 : 1, cannot yet be estimated with high precision. 

In the case of sea ice, brine pockets cause a reduction 
in strength.  If the salinity is known, the brine volume may be 
found as a function of temperature.  A reduction ratio may then 
be used to scale down the expected strength of the sea ice,  as 
compared with that of freshwater ice at the same temperature; 
unfortunately, the reduction is not known with precision.  It 
should be added that a rise in temperature leads to a reduction 
in strength of pure ice.  This effect compounds the loss of 
strength suffered by sea ice on account of increasing brine 
volume at higher temperatures for a given salinity. 

Much discussion has taken place in the past about the 
effect of rate of loading on the crushing resistance of ice. 
It has been inferred from past tests on sea ice specimens that 
a peak resistance occurs at a certain rate of loading, with 
strength reductions at either higher or lower rates.  Our own re- 
evaluation of the earlier data referred to tallies with recent 
research (1) to the effect that while compressive strength drops 
off with a reduction in rate of strain, there is no peak value 
reached at a definite finite rate of loading.  Highest strengths 
are found when impact is fastest, giving in effect brittle, 
rather than plastic failure. 

Thickness of Ice Formations 

The thickness of unbroken sheet ice forming on the sea or 
in bodies of freshwater can be estimated with adeuqate precision 
by a variety of formulae. One of the earliest of these formulae 
is Zubov's: 

T2 + 50T = -8Se 

where T is the ice thickness attained in cm after £e freezing 
"c - days, measured rather illogically for sea ice, from 0°C 
down rather than from the actual freezing point of sea water. 
Later workers allow for snow cover, wind velocity, etc., but the 
results given do not vary much from Zubov's simple estimate 
based on average conditions for sea ice in the arctic. 

Ice moving against an offshore structure may however have 
been subjected to prior crushing with the formation of rafted 
covers or of ridges. In the process, the original cover will have 
been fractured so that when recently formed, ridges or rafted 
formations may actually be weaker than the unbroken cover.  For 
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design purposes, however, it is essential to consider the effect 
of subsequent annealing.  In the extreme case of multiyear arctic 
ice in which the annealing is caused by snowmelt water giving 
nearly pure ice of high strength, the resulting formations may 
present a formidable obstacle to shipping.  Coastal structures, 
other than drilling rigs in exposed locations, will fortunately 
not have to cope with such extreme types of ice hazard in general. 
Partly-annealed ridges may have to be considered, though; we are 
only now acquiring reliable data (2) concerning not only the 
expected sail and keel shapes of ridges (which are generally not 
in isostatic equilibrium)but also the shear strength built up 
within the keel by the snowmelt water filtering down.  This 
paucity of information is of course not surprising, in view of 
the experimental difficulties involved. 

Close into shore in many regions hummocked ice is found 
which is thicker than elsewhere, principally on account of repeated 
crushing of floating ice against the ice fixed to the shore. 
Coastal structures will not be established in such zones.  More 
importantly, the existence of such areas of ice may effectively 
bar winter access by icebreaker to harbours established within 
sheltered areas of the coast, e.g. in the mouths of rivers. 
An added source of ice thickening arises in this case too;  fresh 
water brought down by the rivers will lead to thicker ice, as 
fresh water freezes more readily than salt.  Problems of this 
nature plague the Hudson Bay shipping route, for example. 

Thickness and age of an ice formation are two parameters 
from which expected salinities, so important in assessing crushing 
strength, may be assessed.  As sea water freezes, brine is trapped 
between the surrounding ice crystals; however, with the passage 
of time, or by virtue of a melting and refreezing process occur- 
ring in multiyear arctic floes, the brine inclusions tend to 
disappear leaving much stronger ice behind. 

The rate of thickening of ice, and the general conditions 
under which growth occurs, will affect the grain structure too. 
Though past tests have shown that grain orientation plays a very 
important role in relation to crushing strength (ice crystals 
growing parallel to one another in a typical thick sheet behave 
in rather the same way as lubricated bundles of rods), not enough 
is known yet to introduce grain orientation as an independent 
factor in crushing strength formulae for real, composite ice 
sheets as opposed to laboratory specimens. 

Icebergs constitute a separate problem, fortunately in 
rather restricted areas of the globe.  It is difficult to see as 
yet what means are available to cope with the iceberg danger as 
it affects fixed offshore structures, e.g. fixed rigs off the 
Labrador coast.  The problem is not only one of the enormous 
masses of ice involved, but also of instability; icebergs may so 
readily overturn. 
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Size of Ice Formations, and their Motion 

From the standpoint of structural design, a broad 
distinction serving to illustrate the principles involved 
may be made between two categories of ice: 

(i)  "Infinite" ice masses (sheets or icebergs) 

These may or may not develop the maximum 
crushing force which the ice can in theory deliver, 
depending on the rate of movement of the ice. Generally 
a large ice floe moving against a fixed structure will 
do so at a velocity such that the maximum crushing 
force (brittle failure of the ice) occurs.  The only 
possible relief from these high forces will result from 
substituting floating (non-fixed) structures for fixed 
ones wherever possible, e.g. by using barges instead of 
fixed offshore platforms for drilling.  The floating 
structure will however be rendered unserviceable each 
time the ice hits. 

Under this heading, the forces exerted by 
ice sheets undergoing thermal expansion, subsequent on 
a rise in air temperature, between fixed structures or 
obstacles may also be considered.  It should be noted 
that the latter problem, despite much excellent research 
work (3), still sets the designer a difficult task; not 
only must the flexibility of the structure be allowed 
for, but also the transmission of shear between successive 
layers of the ice sheet must be considered, as these under- 
go differential expansion.  Thus extensive ice sheets will 
predictably arch and crack, giving lower thermal forces 
than smaller sheets subjected to the same thermal effects. 

In practice, it has been shown that successful 
engineering designs using light structures can be evolved 
by making proper use of flexibility. 

(ii)  Finite ice masses (small floes or growlers) 

The maximum crushing force may or may not 
be developed in this case, depending on the momentum of 
the ice mass as it hits the structure; the flexibility 
of the latter also plays a minor role. 

In designing against such ice impacts, con- 
siderable thought must be given to the probable size of 
the floes likely to occur at the site, the velocity of 
approach of the floes (depending for example on wind and 
durrents and to some extent on the roughness of the floe 
itself) as well as to the physical properties of the ice. 
Thus free-moving floes may only arise in the spring, when 
ice masses break loose and disintegrate; a careful estimate 
of probable ice temperature, salinity and residual thick- 
ness is required in such cases. 
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The Shape and Size of the Structures 

Depending on whether the impact is delivered by a mass 
of ice of effectively infinite size, or by a mass of ice of 
finite size, one may have to consider respectively 

(i)   The effect of the ice impact over the whole 
exposed surface of the structures; or 

(ii)  Local effects occurring while the impacting 
mass is being brought to a standstill. 

Of course, in case (1), the structure must be designed in such 
a way that local stresses occurring are also properly absorbed. 
Hence the case of an "infinite" ice mass is the more general one. 

Structures, looked at as a whole (i.e. without reference 
to local effects) may be categorized in a number of ways.  The 
simplest shape is that of a plane face, which may be vertical or 
sloping.  In theory, at least, an ice sheet exerts far less force 
against a sloping face to which it does not adhere than against 
a vertical one.  For reasons given at the outset, it is not 
proven that real benefits accrue from sloping faces as opposed 
to vertical ones, at least in the arctic. 

Whereas, in the case of a plane face of considerable 
width struck by an ice mass, the proper crushing strength is 
that derived by compression testing of similar ice with due 
allowance for scale effects, temperature and salinity variations 
throughout the sheet, etc.  the problem of choosing the correct 
equivalent  crushing strength for the case of a cylindrical 
structure is somewhat more complicated, even if one assumes that 
prior to impact the ice sheet was preformed to the exact cylindri- 
cal shape in question.  Part of the ice will shatter upwards, 
part downwards and obviously, in the case of a relatively slender 
cylinder at least, part will shatter out laterally.  Certain 
rupture patterns can be devised in an effort to describe the 
impact phenomena; even if these are not perfectly coherent, and 
there are difficulites in developing a shatter mechanism that 
satisfies all the rules of logic, they should at least err on 
the safe side.  Unpublished work has achieved this goal to a 
large extent, except in relation to one factor which must serve 
to reduce overall forces in the case of large engineering 
structures.  This is the fact that, in considering the impact of 
ice masses not previously adhering to a structure, contact of 
the ice and subsequent failure at maximum stress will not occur 
at all points simultaneously over the face of the structure.  A 
ratchet motion will in effect prevail, and this has been observed. 
The problem of determining just what scale-down factors should 
be used, without committing oneself to unsafe design, is as 
yet unsolved.  Field tests of a particularly costly and difficult 
type are called for; some headway has been made, but only on thin, 
fast moving floes not typical of many locations (4). 
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In designing multileg offshore structures, to which 
category piled quaywalls belong,arbitrary allowance is generally 
made when studying overturning or sliding of the structure as a 
whole for the non-simultaneity of the forces acting on different 
legs or piles.  Once again, more rational design procedures are 
desirable, but the problem is to obtain site data for this. 

Reference has been made to the combination of failure 
modes, upward, downward and lateral,in the impact of ice on 
cylindrical structures.  In the case of small ice formations, 
rather than of the large ones discussed hitherto, the gradual 
spreading of the contact zone as the ice hits the structure has 
to be considered.  Various phases can be identified, e.g. in the 
case of a plane ice surface hitting a rounded structure.  The 
local resistance of the structural plating or members affected 
must be checked against the force delivered by the ice.  Local 
stresses can exceed the unconfined compressive strength of ice 
cylinders very markedly, while the contact zone is first expanding 
outwards.  Subsequent phases of impact introduce the problem 
noted earlier:  at how many points will contact develop 
simultaneously? 

Overall forces in the case of very small floes or growlers 
may be restricted by splitting of the entire floe.  The contact 
force in this case is limited by the tensile strength of ice, 
rather than by the compressive strength.  High velocities of 
impact are the only ones of concern to the designer. 

In the case of a floe of limited size hitting a large 
cylindrical structure, the ice may be brought to rest.  The 
retardation of the floe as it comes to rest should be analyzed 
(5) in relation however to the limited momentum in the impacting 
ice, and possibly the give in the structure itself. 

The added forces, if any, caused by unconsolidated ice 
ridges may be analyzed along fairly straightforward lines,  at 
least in the case of simple cylindrical structure.  Unpublished 
studies have shown that, to the extent that the ice sheet with- 
in such ridges may be thinner than elsewhere (on the assumption 
that ridging cannot occur in rafted and annealed ice, which is 
the most dangerous type of sheet), ridges may not exert 
supplemental forces on structures as compared with the surrounding 
cover.  As previously noted, consolidation in ridges will present 
an entirely different problem. 

The adhesion of ice to structures partly depends on the 
nature of the surface.  Thus ice bustles, or ice accretions 
around piles brought about by tidal movement, occur on steel 
surfaces but not on creosoted timber ones.  Preezing-in of 
structures will lead to a considerable increase (approximately 
to the doubling) of ice forces once the surrounding sheet 
begins to move.  Finally many of the theories will be in default 
should adfreezing occur. 
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CHAPTER 102 

CONSIDERATIONS ON FACTORS IN BREAKWATER MDDEL TESTS 

by Yvon Ouellet, D.Sc. 

Assistant Professor, Civil Engineering Department 

Laval University, Quebec, Canada. 

ABSTRACT 

In the light of tests on breakwater armor units conducted 
at Laval University on behalf of the Department of Public Works of Cana- 
da, a discussion on various factors involved in model tests on breakwater 
armor units is presented in comparison with previous studies made on the 
subject. Tests have been carried out on natural stones, tetrapods and 
mainly dolosse. 

Various factors whether they pertain to waves or to the 
structure are analysed in view of the factors resulting from the inter- 
action of both of them, that is stability of the armor units, damage 
to the structure or run up of the facing. These factors are the ones 
for which model tests are conducted. The interpretation of results for 
the given test conditions should not be evaluated without considering 
possible scale effects. 

From the analysis of test results presented by different 
investigators, a need for the standardization of test results became ap- 
parent. Recommendations are made concerning the presentation of results 
for their future use in engineering design. A standard weight of 100 grs 
with a standard length of 100 cms for model values are proposed to pre- 
sent the results on a diagram showing significant wave height versus da- 
mage, where damage should be expressed in terms of the number of units 
displaced in the area between + the wave height giving II damage. 

1809 
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INTRODUCTION. 

Scale model tests of rubble-mound breakwaters is concer- 
ned with factors resulting from the interaction of waves and the struc- 
ture itself.    As shown in fig.  1, these are commonly referred to as sta- 
bility, damage and wave run up.    On one side the factors pertaining to 
the structure could be divided into the structure itself, that is its 
slope, its orientation with respect to wave attack and whether its trunk 
or its head is attacked by waves, the units, their weight, density and 
shape and the layers that is their thickness, porosity and the way the 
units are placed in them.    On the other side the waves which are carac- 
terized by their height, period and duration, can act under different 
conditions such as whether they are shallow or deep water, breaking or 
non breaking, linear or non linear, regular or irregular, overtopping 
or non overtopping. 

Because of the great difficulty in obtaining prototype 
results, a great amount of scale model tests of breakwaters have been 
carried out in different laboratories over the world.    The tests were 
first conducted on natural stones then later on artificial concrete 
blocks in order to get a stability formula, that is the required weight 
of given units for no damage under certain wave conditions.    Afterwards 
the notion of damage to the structure was introduced above this level, 
which in turn made other factors such as storm duration, wave period, 
types of waves, run up and overtopping, intervene in this kind of study. 
All these tests were done in view of making possible a better design of 
the structure.    With the knowledge of damage suffered by a breakwater 
under different wave conditions of which the frequency of occurence is 
known, it was then possible to think of achieving an optimum design by 
comparing the construction cost versus the cost of damage risks including 
the malfunction of the structure.    This is the ultimate goal to be ob- 
tained in a study of that sort after all the iactors involved have been 
taken into account. 

EFFECT OF WAVE HE I CUT. 

The wave height is the primary factor belonging to waves 
for the study of rubble-mound breakwaters.    Whether constant or significa- 
tive wave height is used, it is always referred to the incident wave cha- 
racteristics.    It is the factor most involved concerning the stability, 
damage or run up incurred on the breakwater.    Imprecision in measuring the 
wave height will result in the scattering of the results. 

EFFECT OF WAVE PERIOD. 

The wave period is of secondary importance on stability as 
long as we are near the value of maximum interest. For given conditions, 
a small change in wave period near value does not affect much stability. 
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The values of prototype wave periods reported in the lite- 
rature should not be taken as such since they depend on the scale adopted 
by the author (see table 1)  and accordingly on the size of the prototype 
units which results.    In order to make possible a comparison, we have re- 
ported all values to a standard model weight of 100 grs by scaling down the 
true weight of the units used for model tests given in table 1 to this 
standard weight.    By taking the cubic root of this scale we get the length 
scale which is given in table 2 with the other corresponding values scaled 
accordingly.    It can be seen that the range of most damaging model wave pe- 
riods is between 1.5 to 2.0 seconds.    In fact a variation should take into 
account other factors such as the wave height which results in wave steep- 
ness and the water depth which results in relative depth for non breaking 
wave conditions.    As reported by hydraulic Research Station, Wallingford, 
it appears that the effect of wave period is more important in the advan- 
ced stage of damage. 

EFFECT OF STORM DURATION. 

The storm duration is specified in terms of the number of 
waves attacking the structure.    This factor, which is important in the 
scattering of test results is of considerable importance in the advanced 
stage of damage.    Above a certain level of wave height, damage to the struc- 
ture will increase if sufficient duration is allowed.    Below this level 
the damage to the structure stops to a certain limit where a new equili- 
brium profile is obtained.    The limit would then approximatively be when 
for the new equilibrium profile the protective layer is uncovered. 

Which is of interest regarding storm duration is the time 
history of wave attack,  that is whether the new built structure is first 
attacked by smaller or bigger waves.    Most of the time for model tests wa- 
ve heights are increased in steps until the maximum conditions are obtai- 
ned.    This sometimes permits to some units to get into a more stable po- 
sition before the higher waves come.    However some tests conducted direc- 
tly with greater wave heights on a newly placed facing have shown a slight 
difference between these two test conditions. 

EFFECT OF STRUCTURE. 

Many tests have been conducted on breakwater with slope of 
facing in the range of 1 in 1.5 to 1 in 3, which is in the limit of most 
of the breakwaters built.    Outside this range few tests are available be- 
cause of their less practical interest.    The variation of slope affects 
the wave form in the vicinity of the breakwater and in this way the condi- 
tions of attack of the protective layer.    The most interesting point con- 
cerning the slope is its variation towards a new equilibrium composed of 
three different slopes when serious damage is suffered by the structure. 

When waves arrive at an angle with the structure, the ef- 
fect is less severe than perpendicular wave attack.    However not much re- 
duction is for angles smaller than 45  . 
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TABLE 1-     aiAMCTLRISTICS OF tpiV.1. INITS USHD BY  pi FIERL.'JT IN'YKSTIGATORS. 

VOLUME' HI: I CUT SPECIFIC SPECIFIC WATER WAVE WAVE 

OF or IIEiaiT 
PLACE IN ITS IN I'IS UNITS GRAVITY Mil Q IT DEPTH (UP TO) 

— ___ cc s« — lbs/ft' feet feet sec. — 
fflJUSCW Quariy stones 14-48 41-140 2.66-3.08 166-192 1.26-2.0 0.70 0.88 Mo 
1959 Tetrapods  (concrete) 35-48 82-100 2.16-2.46 135-154 1.26-2.0 0.70 to scale 
Vicksburg,  U.S.A. Tetrapods  (leadite) 43-48 95-105 2.14-2.28 131-142 1.26-2.0 0.70 2.65 

sim\ Stabits 55 129 2.32 145 1.0 0.68 1.45 1:47 
1961 1.7S 
I'.'allingford, England 

PAAPJ: & WALTER Akmons 38 84 2.2 137 1.4 0.6 1.4 No 
1962 Quariy stones 38 84 2.2 137 1.4 0.6 1.4 scale 
Delft, Netherlands Cubes 38 84 2.2 137 1.4 0.6 1.4 

Tetrapods 38 84 2.2 137 1.4 0.6 1.4 
Tripods 38 81 2.2 137 1.4 0.6 1.4 
Bipods 38 84 2.2 137 1.4 0.6 1.4 

MF-RPJ FIELD & 479 993 2.07 130 2.5 1.2 1.2 1:25 
ZMM1J0RN Dolosse 218 427 1.96 123 2.5 1.2 2.4 
1965 Dolosse 94 185 1.96 123 2.5 1.2 and 
C.S.I.R. Te trapods 385 834 2.16 135 2.5 1.2 3.0 
South Africa Rectangulars 536 1262 2.36 148 2.5 1.2 for 

Rectangulars 394 929 2.36 148 2.5 1.2 each 
Te trailedrons 304 594 1.95 122 2.5 1.2 units 

CARS'H-NS  & ALS. Quarry stones 104 280 2.70 168 3.3 1.0 0.5 No 
1966 to scale 
University of Norway 3.0 

10NT Rocks 94 255 2.71 169 1.75 0.5 1.58 No 
1968 Rocks 70 190 2.71 169 1.75 0.5 1.S8 scale 
Central University Rocks 38 102 2.71 169 1.75 0.5 1.58 
Venezuela 

KR1Z1-KE Granite stones 0.65 1.86 2.86 178 1.0 1.0 0.75 No 
1969 scale 
University of Florida 
U.S.A. 

OUiLUiT Quarry stones 457 1475 2.65 165 1.8 1.0 2.0 1:16 
1969 Tetrapods 325 780 2.40 150 1.8 1.0 2.0 
Iftiivers ity   Laval Tetrapods 155 340 2.16 135 2.5 1.2 2.0 
Canada Dolosse 69 165 2)40 ISO 1.8 1.0 2.0 

Dolosse 66 156 2.40 150 2.S 1.2 2.0 
Dolosse 66 143 2.16 135 2.5 1.2 2.0 
Dolosse 20 43 2.16 135 2.5 0.6 2.0 

RAICHLEN Tribar 20.8 46.7 2.25 141 0.76 0.40 1.75 1:75 
1969 
Caltcch,   U.S.A. 

BOCAN Quariy stones 24 63 2.6 162 1.15 0.4 1.0 No 
1969 to scale 
Chatou,  France 2.0 

R1NT Rocks 38 102 2.71 169 1.31 0.5 1..58 No 
1970 Te trapods 39 87 2.23 139 1.31 0.5 1.58 scale 
Central Ihiversity 
Venezuela 

MULLOCK Dolosse 39.5 91.0 2.30 144 1.20 0.63 1.6 to 1:40 
1970 Dolosse 6.3 It.5 2.30 144 0.65 0.34 2.4 1:73.7 
Wallingford, England 1.2 to 

1.8 

l;RC;tN  S I'ORA 17.3 45 2.60 162 1.6 0.4 1.3 1:50 
11)71 
Metu,  Turkey 

TrjRipii'iias 
1973 

Stones 23.6 61.3 2.60 162 0.33 
10 

0.42 1.0 
to 

1:40 

Chatou,   France 0.80 2.0 



1814 COASTAL ENGINEERING 

TAME  2-    MJDEL UNITS SCAIJ-Q IO',N TO A STANDARD IV] = 113 

AUI110R 
YEAR 

PLACE 

NAME OF 

IK ITS 

VOLUME 
OF 

IK ITS 

Mil (HI' 
OF 

IK ITS 

SPECIFIC 

GRAVITY 

SPECIFIC 

WEIGHT 

WATER 

DEPTH 

WAVE 
HEIGHT 
(UP TO) 

WAVE 

PF.RIOD 
SCAIE; 

— — cc grs — lbs/ft3 feet feet sec. — 
HUDSON 
1959 
Vicksburg,  U.S.A. 

Quarry stones 
Tetrapods  (concrete) 
Tetrapods  (leadite) 

32-38 
40-46 
44-47 

100 
100 
100 

2.66-3.08 
2.16-2.46 
2.14-2.28 

166-192 
135-154 
134-142 

1.1 
to 

2.6 

0.6 
to 

0.9 

0.84 
to 

3.0 

1:0.74 
to 

1:1.12 

SINQ1 
1961 
Wallingford, England 

Stabits 42.7 100 2.32 145 0.92 0.63 1.40 
to 

1.70 

1:1.09 

PAAPE & WALTER 
1962 
Delft, Netherlands 

Akirons 
Quarry stones 

Tetrapods 
Tripods 
Bipods 

45.2 
4S. 2 
45.2 
45.2 
45.2 
45.2 

100 
100 
100 
100 
100 
100 

2.20 
2.20 
2.20 
2.20 
2.20 
2.20 

137 
137 
137 
137 
137 
137 

150 
150 
150 
150 
150 
150 

0.64 
0.64 
0.64 
0.64 
0.64 
0.64 

l.S 
1.5 
1.5 
1.5 
1.5 
1.5 

1 
1 
1 
1 
1 
1 

8.94 
0.94 
0.94 
0.94 
0.94 
0.94 

NERRJ FIELD S 
Ziv'AMBORN 
1965 
C.S.I.R. 
South Africa 

Dolosse 
Dolosse 
Dolosse 
Tetrapods 
Rectangulars 
Rectangulars 
To trailed rons 

48.2 
51.0 
51.0 
46.2 
42.4 
42.4 
51.3 

100 
100 
100 
100 
no 
101) 
100 

2.07 
1.96 
1.96 
2.16 
2.36 
2.36 
1.95 

130 
123 
123 
135 
148 
148 
122 

1.16 
1.54 
2.03 
1.23 
1.07 
1.19 
1.38 

0,56 
0.74 
0.98 
0.60 
0.52 
0.57 
0.66 

0.6 
to 

2.6 
2.6 
2.6 
2.6 
2.6 

1:2.15 
1:1.62 
1:1.23 
1:2.03 
1:2.33 
1:2.10 
1:1.81 

CARSTENS & MS. 
1966 
University of Norway 

Quarry 37.1 100 2.70- 168 2.34 0.71 0.42 
to 

2.53 

1:1.41 

FONT 
1968 
Central University, 
Venezuela 

Rocks 
Rocks 
Rocks 

36.8 
36.8 
36.8 

100 
100 
100 

2.71 
2.71 
2.71 

169 
169 
169 

1.28 
1.41 
1.74 

0.43 
0.45 
0.50 

1.35 
1.42 
1.S8 

1:1.37 
1:1.24 
1:1.01 

KREHKH 
1969 
University of Florida 
U.S.A. 

Granite stones 34.9 100 2.86 178 3.77 3.77 1.46 1:0.265 

OUELIliT 
1969 
Laval University 
Canada 

Quarry stones 
Tetrapods 
Tetrapods 
Dolosse 
Dolosse 
Folosse 
Dolosse 

37.8 
41.7 
46.2 
43.7 
41.7 
46.2 
46. i 

100 
100 
100 
100 
100 
100 
100 

2.65 
2.40 
2.16 
2.40 
2.40 
2.16 
2.16 

165 
150 
135 
150 
ISO 
135 
135 

0.73 
0.91 
0.66 
1.52 
2.15 
2.22 
3.31 

0.41 
0.S1 
0.80 
0.85 
1.03 
1.06 
0.80 

1.30 
1.42 
1.64 
1.84 
1.72 
1.88 
2.30 

1 
1 

1 
1 
1 
1 

2.45 
1.98 
1.50 
1.18 
1.16 
1.12 
0.75 

RA10ILEN 
1969 
Caltech,  U.S.A. 

Tribar 44.5 100 2.25 141 0.98 0.52 2.0 1:0.78 

FDGAN' 
1969 
Ch.itou, France 

Quarry stones 38.4 100 2.60 162 1.34 0.47 1.10 
to 

2.26 

1:0.85 

IO.\T 
1970 
Central University 
Vene:uela 

Rocks 
Te trapods 

36.8 
36.8 

100 
100 

2.71 
2.23 

169 
139 

1.30 
1.38 

0.50 
0.53 

1.58 
1.62 

1:1.01 
1:0.95 

MULLOCK 
1970 
Wallingford, England 

Dolosse 
Dolosse 

43.4 
43.4 

100 
100 

2.30 
2.30 

144 
144 

1.24 
1.24 

0.65 
0.65 

1.6 to 
2.4 
1.6 to 
2.4 

1:0.97 
1:0.S3 

ERGIN & PORA 
1971 
Mcui, Turkey 

St ones 38.4 100 2.60 162 2.10 0.52 1.5 1:0.77 

'IwIMU'Olil-OS 
197: 
Ch.itou,   France 

Stones 38.5 100 2.60 162 0.4 to 
0.9 

0.5 1.1 to 1:0.85 
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It is well accepted that the head of a breakwater is more 
vulnerable than the trunk and accordingly should be more protected.    Mo- 
del tests on trunk section are one-dimensionnal while tests on the head 
are two-dimensionnal. 

EFFECT OF UNITS. 

The weight of the units is quite important in breakwater 
model tests. They should be small enough so that they are within the ca- 
pabilities of test conditions but not too small otherwise scale effects 
result. 

The density of the units tested are mainly those resulting 
from using rocks or concrete in salt or fresh water that is  from 2.2 to 
2.7.    This  factor is taken into account in Hydson's stability formula. 

The shape, which could be more or less sophisticated,  is 
responsible for the fact that units are more or less stable with respect 
to one another.    This factor is taken care of in stability formulas by a 
coefficient which includes the degree of interlocking. 

Tests with dolosse of approximataly the same weight 143 
and 156 grs but with different densities 2.16 and 2.40 have been carried 
out under similar test conditions. A plot of damage coefficient K„ ver- 
sus pencentage damage (fig. 2) shows a great scatter of test results. 
However these same results when plotted on a graph of wave height versus 
damage are grouped together (fig. 3). This would mean that for these u- 
nits Hudson's  formula would not apply. 

Such a remark has also been made by Hydraulic Research 
Station, Wallingford with respect to a change of slope from 1:1.5 to 1:3 
with the same kind of units.    One can find the explanation of this pheno- 
mena by returning to the derivation of Hudson's  formula in which the i- 
nertia term in the induced forces has been neglected with respect to the 
drag force and the friction and interlocking terms neglected with respect 
to buoyant wieght in the resistive forces.    In case of dolosse,  interlocking 
effect is more important than buoyant weight   for the stability of the u- 
nits. 

EFFECT OF LAYERS. 

The most important factors with respect to layers are re- 
lated to the method of placing the units and the effect of the underlayers. 

Most of the time units are randomly placed in two layers 
with some exceptions of units such as tribars where a one layer of uni- 
form placing is used. This is an important factor in the scattering of 
results. It is more relevant in the early stage of damage where poorly 
placed units are displaced for lower wave heights. 
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Fig.2— DAMAGE COEFFICIENT VERSUS   PERCENTAGE DAMAGE. 
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The underlayers are built In order to present finer par- 
ticles to escape through the cover layers and create enough friction bet- 
ween layers to prevent sliding of layers with respect to one another. 
Although literature reports the effect of underlayers is more or less of 
importance on stability, it is believed that its effect should not be 
overlooked when designing breakwaters, because these results come from 
model tests where scale effects could be important and limited amount of 
test results are available. 

TEST CONDITIONS. 

Scale model tests of breakwaters are conducted in order to 
evaluate the stability of the units, the damage to the structure for higher 
waves and the run up on its facing to determine its crest elevation.    The 
interpretation of results should not be done without taking into account 
test conditions under which model testing have been conducted. 

The depth of water and the bottom slope are responsible 
for the change of wave characteristics approaching the structure that is 
whether waves are shallow or deep water, breaking or non breaking, linear 
and non linear.    In shallow water the wave height is limited by the water 
depth but in some cases the toe of the structure should be protected. 
These factors do not seem to have much influence on stability as long as 
the same wave height reach the structure. 

The most important factors to take into account are those 
related to irregular waves and wave overtopping.    From the few tests con- 
ducted with irregular waves, it is now accepted that the significant wa- 
ve height of wave spectra having a Rayleigh type distribution is compara- 
ble to a corresponding regular wave height.    Although wave run up, wave 
energy or the ratio of maximum wave height to the significant wave height 
are factors which have been proposed for consideration for describing ir- 
regular wave trains,  it will necessitate more test results to specify the 
type of wave spectra. 

When the crest elevation is not high enough, overtopping 
occurs and this happens when still water level is  approximately equal to 
601 of the breakwater height.     In this  case the leeside is  in general mo- 
re vulnerable than the seaside and maximum damage occurs when the still 
water level is slightly below the crest of the breakwater.    The limited 
amount of tests have shown that the slope on leeside is less important 
than on the seaside, although overtopping height is difficult to 
estimate because of turbulence. 

FACTORS  RESULTING FROM INTERACTION OF WAVES AND STRUCTURE. 

Scale model tests on breakwaters are usually conducted to 
determine the stability of the armor units, the damage to the structure 
or the run up on the facing.    The most important factor is the damage in- 
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curred on the structure since it includes the stability of the units and 
that wave run up is an additionnal factors to be measured. 

The wave run up which is of the order of the wave height 
delineates the breakwater-height for non overtopping condition. It de- 
pends on many factors such as the slope of the facing, wave steepness, 
relative depth, permeability and roughness of the breakwater facing and 
angle of wave attack. Its measurement is made difficult because of the 
porosity of the layers. 

Although the damage suffered by the structure is very im- 
portant,  it is one of the most confused term used by different investiga- 
tors.    Whether it refers to rocking, displacement or fracture of the units, 
its definition expressed in terms of percentage varies from one another. 
The unit displacement and unit rocking as proposed on reference 3 should 
be maintained in future tests.    The difference comes from whether the dis- 
tance of the movement of a unit is more or less than the overall length of 
the unit.    Its description has mainly been used in terms of percentage 
with respect to a certain number of units placed in the test section. 

But confusion introduced from the fact that the expression 
of percentage damage is referred to different numbers of units placed in 
the test section has led to define the damage by the number of units dis- 
placed in a given standard length.    But since this number varies with the 
weight of the unit it is not as indicative as a percentage value to ex- 
press the amount of damage produced.    To remedy this, a new proposition 
is made further in this paper. 

It is well known that the damage is located mainly in the 
area around still water level.    This occurs mostly in sliding of isola- 
ted units which, although some of them are detached during the rush up, 
are deposited down the slope.    A new equilibrium profile composed of three 
different slopes is attained if damage to the structure is not sufficient- 
ly high enough to produce failure of the structure which happens when the 
first underlayer becomes uncovered.    The wider the test section, the more 
precise is the damage measured. 

Comparison of damage is usely done in graphs showing dama- 
ge coefficient versus percentage damage or wave height versus damage.    A 
damage band rather than a damage curve is obtained and from these curves, 
a design wave exceedance versus damage (fig.  5)  can be obtained for futu- 
re use in a optimum design procedure.    Comparing the curves shown in fi- 
gure 5, it is expected that a single curve would apply for most of the u- 
nits used as armor units on the recommended sections given in Technical 
Report no 4.    This would be obtained by a small change in the value H~- 
which is much influenced by the method of placing the units. 

Consideration of these curves and observation of the armor 
layers under wave attack led to the conception of modes of failure, where 
the approximative limits are given in terms of the design wave height (no 
damage criteria): 
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0 H - 0.5 H   No movement of the units. 

0.5 H - 0.9 H    Rocking of the units but no displacement. 

0.9 H - 1.5 H   Some units are displaced but the armor 
layer remains stable. 

1.5 H - 1.8 H   Units are displaced and the armor layer 
would fail if time is allowed. 

above 1.8 H    Immediate failure of the armor layer. 

These modes of failures can be show as in figures 3 and 4 on 
a wave height versus damage diagram and could be useful to design engineers. 

SCALE EFFECTS. 

Mode 1: 

Mode 2: 

Mode 3: 

Mode 4: 

Mode 5: 

The interpretation of results or their transposition from 
model to prototype depends on scale effects  for the given test conditions. 
For a model based on Froude's similarity,  the inertial forces should be 
large compared to viscous forces or otherwise the Reynolds number should 
be high enough that the flow is turbulent for both model and prototype. 
For breakwater scale model tests, this intervenes in the drag forces ex- 
pressed in terms of a drag coefficient which is affected by the Reynolds 
number and by the flow through a porous structure according to Darcy's 
law.    Such effect occurs when the weight of the units is relatively small. 
From our tests,  a weight of 100 grs seems to appear as a lower limit in 
order not to have scale effects. 

But many other factors can produce scale effects.    For ex- 
ample is the flow in the underlayers to scale?   What is the effect of u- 
sing a board which permits to vary the slope?   What are the effects of 
the types of waves whether regular or irregular if they are produced ei- 
ther by wind or paddle movement?    Are the test conditions,  that is the 
history and the duration of wave attack to scale?    These are as many ques- 
tions concerning scale effects which would be difficult to answer.    More- 
over one can add other factors such as reflexion of waves in the flume, 
side wall effects, stopping and starting the machine, etc... 

RECOMMENDATIONS FOR BREAKWATER MODEL TESTS. 

Since Hudson's  formula seems not to apply when interlocking 
effects are more important, like it is the case for dolosse compare to na- 
tural stone, a plot of significant wave height versus damage with the dif- 
ferent modes of damage on it (Fig.   3 and 4)  appears more valuable than a 
plot showing damage coefficient versus damage.    In this case the other pa- 
rameters such as the density of the units, the slope, the wave period, etc.. 
should be indicated.    It can be seen that the scatter of test results are 
less spread on the former graph than on the latter one. 
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The damage used as such should mean the unit displacement 
that is the act of a unit moving a distance greater than its overall length. 
If unit rocking is referred to, it should be indicated. 

The idea of expressing the damage as percentage of a cer- 
tain number of units should be maintained since it is indicative of the 
amount of damage suffered by 'the structure.    In order to make any compa- 
rison possible, it is suggested in the light of past experiments that the- 
se are referred to the number of units placed in the area between + the wa- 
ve height giving II damage. 

If one likes to express the damage in terms of the number of 
units displaced in a given length of breakwater, the same weight of units 
has  to be used in order to make possible any comparison.    A standard weight 
of 100 grs with a standard length of 100 cms are proposed for presenting 
the test results   (fig.   3 and 4). 

For the determination of the wave height giving II damage, 
it is proposed to estimate it from the limit between mode 3 and mode 4 
which is less influenced by the way of placing the units.    In this case 
some help can be received from a graph showing the design wave exeeedance 
versus damage. 

The presentation of results could be standardized on a plot 
of significant wave height versus damage by adopting a standard weight of 
100 grs and a standard length of 100 cms.    By scaling other test conditions 
to these standard values,  comparison between results is made possible.    It 
would also be easy from such a figure to obtain prototype values correspon- 
ding to a given design wave height from Froudian scales. 

CONCLUSION. 

An analysis of various factors concerned with breakwater 
scale model tests  reveal the need for a standardization of the presenta- 
tion of test results.    A simple method which does not included any formu- 
las is proposed for the presentation of these results. 

Although it is not the intention of the author to exclude 
any further need of research on the knowledge of what is damage related 
to, wave energy, wave power, wave steepness, wave height, wave run up,   ... 
the presentation as suggested does not take that into account.    To the 
author's point of view, it appears that better chances of success appear 
in locking in a correlation between damage and wave run up. 

The ultimate goal to be obtained from such model testing 
is  towards a better design of rubble-mound breakwater.     For use in opti- 
mum design breakwater, it is proposed that only unit displacement be con- 
sidered for damage.    Since damage in mode 3 is not cumulative,  it should 
be considered only once and for practical reasons this damage is not re- 
paired after a storm has passed.    Finally storm duration in mode 4 should 
be considered such that it is smaller than an usual duration of a storm 
and for that reason breakwater will fail if wave height is in that mode. 
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The proposed standardization is not intended to be final, 
but the author's goal would be attained if only this paper would sensi- 
tize those concerned with breakwater design on the various factors invol- 
ved in breakwater model tests and that the presentation of test results 
asks for a plea of uniformity. 
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CHAPTER 103 

WAVE TRANSMISSION THROUGH PERMEABLE BREAKWATERS 
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Abstract 

A theory is derived to predict ocean wave reflection and transmission 
at a permeable breakwater of rectangular cross section. The theory solves 
for a damped wave component within the breakwater and matches boundary 
conditions at the windward and leeward breakwater faces to predict the 
reflected and transmitted wave components. An approximate solution to 
conventional rubble mound breakwater designs is formulated in terms of an 
equivalent rectangular breakwater with an additional consideration for 
wave breaking.  Experimental and theoretical results are compared and 
evaluated. 

Introduction 

It is common practice in coastal engineering design to account for 
wave transmission past rubble mound breakwaters by considering two 
possible transfer mechanisms:  1) diffraction through navigation openings 
in the structure, and 2) overtopping across the crest of the structure. 
Standard optical techniques have been modified to account for the 
diffraction process.  The overtopping process is less well defined, how- 
ever, recent semi-empirical methods (Cross, Sollitt, 1971) have improved 
design capabilities. 

Both procedures are based on the assumption that the structure itself 
is impervious.  However, field and laboratory observations raise some 
doubts about the universal applicability of this assumption. Calhoun 
(1971) has recorded transmission coefficients up to 40% resulting from the 
transmission of low crested swell directly through the pores of the rubble 
mound breakwater at Monterey Harbor, California.  Similar observations 
have been reported by the New England Division, Army Corps of Engineers 
for the Isle of Shoals breakwater off the Maine-New Hampshire coast. This 
behavior is aggravated by long wave excitation and may be an important 
consideration in harbor seiching. 

1827 
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Neglecting the effect of direct transmission can be a significant 
omission in breakwater and harbor design. The analysis described in this 
study provides a technique which may be used to evaluate this important 
characteristic of permeable breakwaters. 

Problem Statement 

Wave interaction with permeable breakwaters excites wave motion 
within the interstices of the structure as well as producing reflected and 
transmitted waves. As an incident wave encounters a breakwater face 
part of the wave is reflected back out to sea, some energy is lost to wave 
breaking and the remaining energy is transmitted to the breakwater 
interior. The wave inside the structure decays as it propagates through 
the pores. Upon reaching the leeward face, the wave is partially trans- 
mitted to the lee side of the breakwater and is partially reflected back 
to the interior of the structure. This process yields two wave trains 
propagating in opposite directions within the structure, a reflected 
wave train propagating back out to sea and a transmitted wave train 
propagating beyond the lee side of the breakwater.  In order to predict 
the characteristics of the wave which is ultimately transmitted beyond 
the breakwater, it is necessary to develop an analysis which properly 
identifies the reflected and interior wave motion as well. 

The analytical approach used in this study begins with the unsteady 
equations of motion for flow in the pores of a coarse granular medium. 
The equations are linearized using a technique which approximates the 
turbulent damping condition inside the medium. This yields a potential 
flow problem satisfied by an eigen series solution. Linear wave theory 
is applied outside the breakwater and the excitation is provided by a 
monochromatic incident wave. The solutions are matched at the sea- 
breakwater interfaces by requiring continuity of horizontal mass flux and 
pressure. The amplitude and phase of the unknown wave components are 
solved from the latter boundary condition. 

The Equations of Motion 

A complete derivation of the theory is presented in a separate report 
by the authors (Sollitt, Cross, 1972). The major features are outlined 
herein. 

The fluid motion in the interstices of the structure is described in 
terms of the seepage velocity and pressure. These are conceptual 
quantities which are averaged over finite and continuously destributed 
pore volumes. The incompressible equations of motion reduce to the 
following form: 

•~p   = V (p + YZ) + resistance forces 

CD 
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where q is the instanteous Eulerian velocity vector at any point, p is 
the corresponding pressure, y  is the fluid weight density, p is the fluid 
mass density, z is the vertical coordinate, t is time and y is the gradient 
operator. 

The gross effect of local spatial and temporal perturbations in the 
velocity field are accounted for by the resistance forces. The convective 
acceleration term is ignored because finite amplitude waves are quickly 
dissipated within coarse granular media. 

The resistance forces in Eq. (1) are evaluated by combining known 
steady and unsteady stress relationships. Ward (1964) has demonstrated 
that under steady flow conditions the pressure drop through large grain 
permeable media is specified by 

- i V (p + Yz)  = ~-  cq + -~  c2 q |q| (2) 

where v is the kinematic viscosity, K^ is the intrinsic permeability, 
Cf is a dimensionless turbulent resistance coefficient and e is the 
porosity of the medium.  The linear term governs low Reynolds number flow 
and the square law term dominates high Reynolds number flow. 

In the present application, it is hypothesized that unsteadiness may 
be accounted for by introducing an additional term which evaluates the 
added resistance caused by the virtual mass of discrete grains within the 
medium.  The resistance force due to the virtual mass is equal to the 
product of the displaced fluid mass, the virtual mass coefficient,, and the 
acceleration in the approach velocity. The resulting force is distributed 
over the fluid mass within the pore so that the force per unit mass of 
fluid is simply 

1 - £ r  •   3q 
~T~CM at 

where CM is the virtual mass coefficient of medium grains. C^ is a known 
quantity for isolated simple shapes, but generally is unknown for random, 
densely packed materials. 

Combining the steady state damping law proposed by Ward with the 
additional inertial damping law proposed by the authors yields the 
appropriate replacement for the resistance forces in Eq. (1). 

3q      1 ,    v        Lf   2   I |    1 - e „  3q 
Kp 

ST -  - J V (p + YZ) - j^- eq - -j—    e q |q| — ^ ^ 

(3) 
V • q 

The non dissipative inertial resistance term may be transposed to the left 
hand side of the equation and an inertial coefficient, S, defined as 

s= i + ^s, w 
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then the equation of motion becomes 

(5) 

Note that Eq. (5) reduces to Darcy's Law for low Reynolds number, steady 
flow. 

Linearzation Technique 

In order to find an analytical solution to Eq. (5) some linearizing 
is necessary. The specific technique employed is as follows. The 
dissipative stress term in Eq. (5) is replaced by an equivalent stress 
term linear in q, i.e., 

C e2 

P* + ~- q |q| * foq (6) 
KP     ^ 

where a  is the angular frequency of the periodic motion and f is a 
dimensionless friction or damping coefficient. The coefficient o is 
introduced to make f dimensionless and for subsequent algebraic expediency. 
To evaluate f in terms of the known damping law it is required that both 
the linear and non-linear friction laws account for the same amount of 
energy dissipation during one wave cycle. This is commonly referred to as 
Lorentz's condition of equivalent work. 

The resistance term in the equation of motion, expressed in either 
form of Eq. (6) represents a friction force per unit mass acting at a 
point in the flow field.  If this term is multiplied times the mass flux 
per unit volume flowing in a direction opposed to the friction force, 
the resulting quantity is the power dissipated per unit volume.  If the 
power dissipation per unit volume is integrated over the volume of the 
flow field, V, and the wave period, T, the resulting quantity is the 
total energy consumed by friction in the volume of interest during one 
wave period.  According to Lorentz's hypothesis, this quantity must be 
the same for all legitimate damping laws describing the same process. 
In equation form, this constraint is written 

f ft+T ( ft+T      C.2 
edV      faq-pq dt    = edV {^3. + _|£_    q|q|}   .   pq dt 

V      ' t ' V ' t P P 
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Thus a unique relationship exists between the medium parameters 
(E, Kp, Cf), the flow field parameters (v,q) and the friction coefficient, 
f. With f evaluated as a constant throughout V , this relationship may 
be written 

dV 

ft   +  T       2 

6       {    Kn 
1 Jv Jt                  P 
a !       f1 + T 

dV       eq2    dt 

Cf£ I I3 

T; |q| > ^ 
(7) 

The medium parameters in Eq. (7) are determined from steady state 
tests on small samples of the breakwater material. The velocity field is 
determined from the theoretical solution. Therefore, an iterative pro- 
cedure is to be anticipated in the solution to f and q. 

Substituting the linearized damping term into Eq. (5) yields the 
linearized equation of motion 

S ft = - - V (p + yz) - ftiq 

Potential Flow Field 

(8) 

The equation of motion is linear in both q and p. As a result, a 
simple harmonic excitation will yield a simple harmonic solution to the 
equation. The excitation in this study is assumed to be a monochromatic 
sea surface.  It is consistent with Eq. (8) to equate the frequency of 
oscillation within the medium to the frequency of the excitation, o, 
so that 

q(x,y,z,t), p(x,y,z,t) = {q(x,y,z), p(x,y,z)} e10 

and 

3  {q,p} = io {q,p} 
3t 

Substituting into Eq. (8) yields 

(icrS + fa) q = V(p + yz) 

Performing the curl operation on this equation demonstrates the 
irrotationality of the seepage velocity field, that is 

c(iS + f)Vxq = -ivxv(p + Yz) = 0 
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Thus, V x q = 0, the flow field is irrotational and a velocity potential, 
$, may be defined wherein 

V$ (9) 

Combining Eq. (9) with the incompressible continuity equation yields 
Laplace's equation 

V • q V • v$ 

which must be satisfied throughout the flow field. 

Substituting Eq. (9) into (8) and removing the gradient operator 
leads to 

S ii + I (p + Y2) + fa$  = o 
3t  p ^ 

(10) 

This is the linearized unsteady Bernoulli equation for flow in large scale 
granular media with quasi-linear damping. Along with Laplace's equation, 
it describes the flow and pressure field within the interstices of the 
granular media.  In order to completely specify the problem, it is 
necessary to resolve the boundary conditions. 

Boundary Value Problem 

A vertical section of the solution domain is specified by a horizontal 
bottom at depth z = -h and a free surface z = n, referenced to the still 
water level. 

Capillarity and surface tension are negligible phenomena due to the 
large scale of the pores in media of interest. Consequently, the fluid 
pressure at the free surface is atmospheric pressure. The dynamic free 
surface condition is obtained by evaluating the Bernoulli equation at the 
free surface with p = 0 at z = n, thus 

(S 
3$ 
3t 

fa*) (11) 

In order to avoid the where g = •*• , the acceleration due to gravity, 
difficulties of a transcedental solution and in keeping with the small 
amplitude wave assumption, the surface boundary condition is evaluated 
at z = 0. 

The rate at which the free surface rises and falls about the still 
water lever (SWL), dn/dt, is equal to the vertical velocity component in 
a pore at the free surface, 34/3z. This specifies the kinematic free 
surface condition as 

dn 
dt 

3_n_  3_n dx  _  3£ 
Dt + 3x dt      3z 

(12) 
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The convective term is of second order and may be ignored. Substituting 
Eq. (12) into (11) and applying the simple harmonic time dependence to 
the velocity potential yields the homogeneous free surface boundary 
condition 

-^ + a2 (if - S)<J = 0 (13) 
Jz = 0 32 

Breakwaters are commonly constructed on natural bottoms of very low 
permeability (sand, shale or bedrock).  It is consistent to regard such 
a foundation as being impervious.  It follows that the vertical velocity 
component must vanish at z = -h, i.e., 

|f I = 0 (14) 
'z =  -h 

Laplace's equation, along with the homogeneous boundary conditions 
expressed in Eqs. (13) and (14) specify the general form of the boundary 
value problem. 

2 
Throughout the domain:  V 4  =0 

At z = 0 :     g ||- + a2 (if - S)4> = 0 

At z = -h 3z 

General Solution 

This study seeks a two dimensional solution to the equations of 
motion.  The longitudinal coordinate is in the direction of incident wave 
propagation.  The homogeneous boundary value problem may be solved using 
a separation of variables technique.  In the absence of a superimposed 
current, the general solution is 

-iK x iK x ch K  (h +  z)     . 
*    =  i(a,   e      n + a.,  e    n  )  —,„ ?  ...       ,   "• ,  e1CTt (15) n ^ In 2n '   cr(S -  if)     ch K h *•    ' 

where 
2 

a   (S -  if)   = gKn th yi (16) 

and ch, th represent the hyperbolic cosine and tangent functions, 
respectively. 
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Equation (16) is a characteristic equation which, specifies an infinite 
number of acceptable values to the complex eigen value KJJ. For each eigen 
value, Kn, there is one eigen function, $n, with its own arbitrary constants, 
a-^n and a2n. Each eigen function is a solution to the boundary value prob- 
lem. The total solution is the sum of all eigen functions.  In theory, an 
infinite number of eigen functions exist, but in practice it is found that 
only a finite number of eigen functions need be summed to specify a problem 
to a reasonable degree of accuracy. Thus, the total solution is 

* = ? *n (17) 
n = 1 

Equation (16) is equivalent to the dispersion equation in linear wave 
theory. Separating Kn into real and imaginary parts 

K  = r (1 - ia ) (18) 
n    n      IT 

and substituting into Eq. (16) yields a pair of dispersion equations for 
the real quantities V    and a . n        n    n 

sin 2a r h 
1 +      

n n 1 • 

a    sin 2a r h n              n n 
sh 2r h n 

1 - 

2 
sin a T h n n 

„ 2                  sh 2r h .        a sh 2r h 
«2_ = r th r h  = S        |. = a n       . 2 „ , S   n    as in 2a rh 

  n      n n 
sh 2f h 

ch r h 
n 

Note that with no damping (f = 0) and no virtual mass effect (S = 1.0), the 
above reduce to the linear wave theory velocity potential and dispersion 
equations. 

Substitution of Eqs. (15), (16) and (18) into the dynamic free surface 
condition yields 

-a r x ifot - r x)      a r x ifat + r x) 
nn        n       nn   k    n ' n = a, e      e + a„ e     e 

n   In 2n 

Thus, the surface profile is composed of a series of exponentially damped 
sinusoids propagating in both the positive and negative x directions. The 
real part of the complex wave number, V  , specifies the spatial periodicity 
while the imaginary part, a , specifies the decay rate. 

Vertical Face Breakwaters 

The two dimensional velocity potential described by Eq. (15) applies 
to a media of finite depth and arbitrary longitudinal extent. To specify 
the potential for a breakwater of finite width, b, consider a crib style 
breakwater, located in a monochromatic sea environment, as sketched in 
Fig. 1. As an incident wave encounters the breakwater face at x = 0, a 
reflected wave is formed and a wave propagates through the structure to 
X = b where it is partially reflected, partially transmitted. 
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Figure I. Crib Style Breakwater 

A series of eigen modes is generated in each of the four resulting 
wave trains.  Linear wave theory applies in regions I and III where f = 0 
and S = 1.0.  In these two regions, only the progressive modes propagate 
away from the breakwater. The local modes, characterized by imaginary 
wave numbers, are necessary to satisfy the interfacial boundary conditions 
but decay rapidly away from the breakwater. 

The general solutions in each of the three regions are known. To 
apply the general solutions to this particular problem, the phase of the 
unknown amplitudes must be referenced appropriately. The incident, 
reflected and positively directed interior waves are referenced to the 
x = 0 face.  The transmitted and negatively directed interior waves are 
referenced to the x = b face. A summary of the solutions, in terms of 
unknown amplitudes is given below. 

gion I 

JT = *. + X$ 
I   l    rn, 

n = 1 
., „    ch k, (h + z) 

i.   = i a.e-
lklxf 11 i elat 

I    i     k   sh k h 

ik x     ch k (h + z)       .   ^ 
n a_ n  _  icrt 

k    sh k h    e 

P 

jion II 

gz gk th k h & n    n 

5TT = t  $ 
II    n 



1836 COASTAL ENGINEERING 

-iK x IK (x - b)    ch K Ch + z) 
. ,     n n      a             n    '      lot 

* = i(a, e    + a_ e        —  . v u  e 
n     In 2n          K  sh K h 

n    n 

PII 2 
-=i = -CiS + £) 4> - gz     ,     cr (S - if) = gK th K h 
p        '  II s             l    J5nn 

Region III 

00 
$TTT  = S  *. Ill    tn 

n = 1 

-ik (x - b) 
*.  = ia. e         i— 
tn    tn          k 

n 

ch k (h + z) 
n iat 

e 
sh knh 

T~ = " xa in " gz 
2 

>     o    = gk th k h 6 n    n 

These equations contain 4n unknowns, i.e., n unknowns for each of the 
amplitude series a-^, ain, a2n and atn.  In order to evaluate these unknowns, 
4n additional boundary conditions are needed. Since the solutions in 
adjacent regions must be continuous at the interface between regions, it is 
apparent that the appropriate boundary conditions are continuity of 
pressure and horizontal mass flux at x = 0 and x = b.  In equation form, 
the boundary conditions may be summarized as: 

34T 3* 

PI = Pn °r        Sj     =   (S - if)*n 

x = 

eun= Um or 6 !!n 
: 

3x 
Pn - Pm      or        (S - if)< 

II        III 

Applying the above conditions directly yields a 4n x 4n complex matrix 
when evaluated at n different values of the depth, z.  Considerable 
simplification may be gained by utilizing the orthogonal properties of the 
eigen functions. Orthogonality is the characteristic that the integral of 
the product of two eigen functions vanishes over the limits of the vertical 
domain if the eigen values are not equal, that is 

0 
<t> $„ dz = 0, m 4  n _h m n 

It is the z dependent terms that are orthogonal. To utilize this property, 
the interfacial boundary conditions are multiplied through by ch K,„(h + z) 
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and integrated over the full depth.    The results,  after much algebraic 
manipulation, are given below: 

2 2 
K      - k. k K 

n=l    rn    ,, 2      ,2     v k,       S - if    t,  ' 
K      - k 1 1 

m n 

-iK b                        K 2 - k 2      k k K 
m      »      _ m 1     ,    n e    m  .   _     .   n e m 

6     ' ,     tn    ~~2      ~2   <• kT " S^if k.   >  ~    1,U " S-if    k, 
n=l K      - k 1 1 1 

m n 

2 2 
K z -  k,           k K 

v    r        m          1 ,    n E          m , 
E  .Lrn —2      ~2 <• E" ' s=if    k7 ' 
n=l        K      - k              1 1 

m          n 

-iK b K 2 - k 2      k K K 
m    »      „ m 1     ,    n  ,     e m, i   n J.    

E m 

e S=l Ctn   "I—TT C FT + s=il   K  } =    u+s^r 
K      - k 1 1 1 

m n 

„   .„ ,     k,   K sh K h ch K h 
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lm e „ 2      ,   2 sh K h ch K h +  K h    li-u 

K      - K, m m m 
m 1 

K                            K2-k2k K 
e        _m      °° _m ]^_  .    n        e m •.   •• 
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1      n=l K      - k 1 1 
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K      - k. m m m 

m 1 

2 2 
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_  y      r m 1       .    n e m .   -, 
n=l    Ltn    T~2      TT    l k~ "  S^If    k~ J   > 

K      -  k 1 1 
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a    a    a.   a. 
.   „   P   „   „     rn   in   2n   tn where Crn, Cln, C2n, Ctn = — , j— , — , — 

i    i    i    i 

A brief inspection of the above equations reveals that the solution 
has been reduced to a 2n x 2n complex matrix for the dimensionless ampli- 
tudes of the reflected and transmitted waves and two linear vector equations 
for the dimensionless amplitudes inside the breakwater.  It is apparent 
from the terms appearing in these last four equations that the solution 
ultimately depends on: the structural properties of the breakwater width 
and depth, b and h; the media properties of porosity and damping, e and f; 
and the wave properties as described by the wave numbers inside and outside 
the breakwater, K and k . 

n    n 
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Long Wave Solution 

The complete solution is difficult.to interpret qualitatively because 
of the series form of the complex matrix. Some insights into the general 
solution behavior may be gained, however, by considering the relatively 
simple case of long wave excitation. This condition is attained when the 
wave length exceeds the water depth by a factor of twenty so that the 
hyperbolic and trigonometric functions are equivalent to the values of their 
respective arguments. Then the dispersion equations become 

2 
— = k h th k h =  (kh)2 

g     n    n 

2 
^ (S - if)  = Knh th yi s  (Kh)Z (19) 

Each equation reduces to a single positive root and the depth dependence 
drops from the equations of motion.  Only a single eigen value exists for 
the solution in each of the three regions prescribed in Fig. 1. Thus, the 
total solution reduces to one component in each of the four unknown wave 
trains. 

Substituting Kh = Th(l-ia) into Eq. (19) and separating real and 
imaginary parts yields 

v<-u<-           l  V2^    c   n   *.    /-,   ,.   -2, T\                        A  +  f2/S2  -  1 ,.-, T h      =    J—    S(l+/l + f/s     ), a    =     y^       (20) „2, 2 

Note that the effect of the damping coefficient, f, is to increase the long 
wave number inside the breakwater relative to its value outside.  This 
causes the wave length to shorten, a result which one might anticipate.  In 
general, friction inhibits wave propagation, therefore the celerity and 
wave length should be decreased, as indicated by Eq. (20). 

The breakwater depth and width are of the same order of magnitude so 
that small Kh implies small Kb. Utilizing the small argument identities for 
the hyperbolic and trigonometric functions and evaluating the general series 
solution for a single eigen value yields the following for the dimensionless 
long wave complex amplitudes: 

2 
c    _ S- if-e  c    _  1  
r      S-if+e

2 -  i2e  ^h *  "  i + i- £*-Cs_if+e
2) 

2E Ob <•*•   y£h 

(21) 

(I  + l^il)   (1  + i2S_ /s^if") ,        /S^IF 
vih 1 

C
l  = " i ob"    ;•• . „    2.  C2 

These equations represent an exact solution to the permeable break- 
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water problem for the specific case of an incident wave which, is very long 
with respect to water depth and breakwater width. The simple form of the 
equations allows one to easily interpret the effect of various independent 
parameters on the solution. Some pertinent limiting conditions are: As the 
medium takes on the properties of pure sea water, i.e., 100% porosity and 
no damping, transmission becomes complete and no reflection occurs (f •*  0; 
e •> 1 with S = 1 yields Ct -*•  1, Cr -»• 0). As the porosity approaches zero, 
the breakwater assumes the characteristic of a solid vertical wall and no 
transmission occurs while reflection becomes perfect (e •*• 0 yields Ct ->•  0, 
Cr •*  1). As the damping properties of the medium become severe (either 
inertial or dissipative) the transmission drops to zero and the reflection 
becomes perfect (f or S + » yields Ct -> 0, Cr -> 1). As the breakwater 
becomes very thin, the transmission becomes nearly complete while the ref- 
lection becomes negligible (b -> 0 yields Ct -»• 1, Cr -> 0). Finally, as the 
wave period becomes very long, such as a tidal oscillation, the transmission 
becomes complete and no reflection occurs (cr -*•  0 yields Ct ->•  1, Cr -> 0. 
These same trends have been observed in the solution to the general problem 
for shorter waves. 

Equation (21) verifies that increasing the friction coefficient, f, or 
the product of f with the wave frequency, cr, causes a relative decrease in 
the long wave transmission coefficient. This behavior also applies to the 
short wave solution.  It will be useful, therefore, to be able to predict 
the dependence of fa on the wave and breakwater characteristics.  Lorentz's 
condition of equivalent work, as given by Eq. (7) specifies this dependence. 
The friction coefficient characterizes the damping throughout the break- 
water so the volume integral in Eq. (7) may be replaced by a double integral 
on x and z with the submerged portion of the breakwater as limits of integ- 
ration. 

2 i      13 
0        b t + T        vqD       C.e      qn 

2 { —r- +       '      '      >  dt 

fa = 

dz dx 

0 

Kp       /K 
v P 

dz 

-h 

fb 

dx 

6 

t+T 

eqD
2 dt 

(22) 

where q is the real part of the complex velocity, q.  The numerator includes 
a term which is proportional to the cube of the velocity whereas the denom- 
inator is proportional to the square of the velocity.  Consequently, 
relative increases in the velocity will cause relative increases in fa.  The 
velocity inside the breakwater is proportional to the product of the wave 
amplitude and wave frequency.  The amplitude and frequency of the wave 
components inside the breakwater increase monotonically with increasing 
amplitude and frequency of the incident wave. Consequently, if the wave 
frequency is held constant then a relative increase in the incident amplitude 
will cause a relative increase in fa.  Likewise, if the amplitude is held 
constant, then a relative increase in the frequency, i.e., decrease in period 
and wave length, will cause an increase in fa. Since increasing fa causes 
a decrease in the transmission coefficient it may be concluded that the trans- 
mission coefficient will decrease for increasing wave steepness or increasing 
wave number. 
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Solution Method 

The solution method is a straight forward iterative technique. An 
outline of the procedure is given below. 

1) Assume an initial value for f, e.g., f = 1.0. 
2) Solve the dispersion equation, (16), for n eigen values, n = 5 yields 

better than 95% convergence for kh 5 ir. 
3) Solve the complex matrix for the amplitude and phase of n-modes in each 

unknown wave train. 
4) From 3) determine q and solve the Lorentz equation, (22), for f. 
5) Compare the calculated f with the assumed f and iterate if necessary 

(return to 2) ) . 
6) The absolute values of Cr and C-j- are the reflection and transmission 

coefficients for the structure. 

The iteration scheme typically closes after two to eight cycles and is 
efficiently performed on a digital computer. 

Conventional Breakwater Schemes 

The preceding discussion has been limited to permeable structures of 
rectangular form. The inclusion of layered, trapezoidal shaped breakwaters 
greatly complicates the problem. A rigorous analytical solution is virtually 
impossible due to the non-homogeneous boundary conditions and wave breaking 
which occurs at the inclined breakwater slopes.  To circumvent these 
difficulties this study introduces an approximate equivalent rectangular 
breakwater solution. 

The simplified approach replaces the actual structure with an equiv- 
alent rectangular breakwater which has the same submerged volume as that of 
the trapezoidal breakwater. That is, a hypothetical breakwater is formed 
by bisecting the slopes between z = 0 and z = -h with vertical planes, as 
in Fig. 2. Within the confine of these planes, the rectangular breakwater 
has the same internal structure as the trapezoidal breakwater, and the crib 
style breakwater solution of the previous section is used to describe the 
flow field.  Exterior to these planes, linear wave theory is applied to 
describe the incident, reflected and transmitted wave trains.  The two 
solutions are matched at the hypothetical interfaces to satisfy continuity 
of pressure and horizontal mass flux and thereby solve for the unknown modal 
amplitudes. 

31 

x=0 x=b 

b3 

2 

S.W.L. 

/V/A'V/' *A W/^Wv/ ^ V Ml V'JLV/kV 7A.WJ 
Figure 2.  Equivalent Rectangular Breakwater 
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Lorentz's condition of equivalent work is used to evaluate a linearized 
damping coefficient, f, which applies throughout the hypothetical rectang- 
ular breakwater.  However, unlike the condition derived for the crib style 
breakwater, the new equivalent work principle attempts to account for the 
effect of energy dissipation due to wave breaking on the windward slope. 
This is accomplished by modifying a theory attributed to Miche (1951) which 
estimates the wave energy losses on impermeable slopes.  These losses are 
added to the frictional losses in the numerator of Eq. (22) to yield a 
revised estimate to the damping coefficient, f.  Thus, 

0    b    t+T 

dz   dx 
v%     Cf£   hJ3        TE, 2    , "HR    ~f- \      ,      1Eloss { T-  + 7T ' ' } dt + "IT211 

hot       p      P ,,,.. 
fa =  r -r —s    C25) 0   i-b 

dz 
-h 

dx 
0 

ft+T 
2 

eqR dt 
t 

where E20SS is the period averaged power lost to breaking.  In this manner 
surface breaking losses are combined with internal friction losses.  The 
effect is distributed among the various modal components in the reflected 
and transmitted wave trains through the dependence of the interfacial 
boundary conditions on f. 

The details required to evaluate Bioss are presented in the reference 
by Sollitt and Cross (1972). The calculation is empirical but facilitates 
enumeration of breaking losses in the absence of precise analytical methods. 
As improved methods become available, they may be incorporated into the 
calculation.  The intent of the present discussion is to identify the con- 
cept and relegate the mechanical details to the parent reference. 

Summarizing, the conventional sloping face breakwater problem is solved 
by adding breaking losses to the crib style breakwater solution.  This 
effectively increases the friction coefficient f and reduces the transmission 
coefficient accordingly. 

Experimental Results 

Experimental results for two model breakwater configurations are pres- 
ented. The first model is a homogenous, vertical walled breakwater composed 
of 3/4" gravel contained in a wire screen crib.  The model is twelve inches 
wide and extends well above the height of maximum clapotis.  The water 
depth is twelve inches. 

The second model is a layered trapezoidal shaped structure dimensioned 
as in Fig. 3.  The media properties are also tabulated in the figure.  The 
properties of the second layer correspond to those of the crib style break- 
water as well. 

A complete documentation of the experimental program is presented in the 
reference by Sollitt and Cross (1972).  Sample results are presented in the 
following figures. The crib style breakwater behavior is displayed in Figs. 
4 and 5.  The trapezoidal layered breakwater behavior is displayed in Figs. 
6 and 7. The reflection and transmission coefficients are presented as 
functions of wave steepness and wave number.  A dominant feature is the 
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decrease in the transmission coefficient with increasing wave steepness. 
This characteristic is due to non-linear damping as predicted by the theory. 
The reflection coefficient is relatively insensitive to wave steepness for 
the crib style breakwater case but decreases due to wave breaking on the 
sloping face breakwater. The reflection and transmission coefficients 
decrease with increasing wave number (decreasing wave length) for both 
configurations. 

Comparison of Theory and Experiment 

The theory is evaluated using the given breakwater properties and five 
terms in the eigen series solution. The virtual mass coefficient, Cy, is 
unknown and is taken equal to zero by default. Theoretical reflection and 
transmission coefficients are solved using the iteration procedure discussed 
previously.  The results are presented as continuous and dashed lines on 
the experimental plots. 

Figures 4 and 5 reveal that the theory tends to underestimate the 
reflection coefficient and slightly overestimate the transmission coefficient 
for the crib style breakwater. The correlation is improved by taking non- 
zero values for the virtual mass coefficient. One cannot predict the 
magnitude of this coefficient apriori because the virtual mass of densely 
packed fractured stone is not known. Evaluation of C[^, however, may serve 
as a calibrating link between theory and experiment in future studies. 

Theory and experiment also tend to diverge for very small values of the 
incident wave amplitude in both models.  This response is apparent at small 
H-/L on the constant kh curves, and at large kh on the constant H-j/L curves. 
It can be shown that this occurs when the scale of the fluid motion 
becomes smaller than the aggregate scale on the breakwater surface.  As the 
wave amplitude becomes very small, the wave field orbit diameters are 
exceeded by the individual rock diameters on the slope.  Then the waves 
begin interacting with individual pieces of gravel rather than a continuous 
porous slope.  The reflection process is modified as waves are partially 
reflected directly off particle surfaces and the theoretical assumption of 
a continuum no longer applies. 

Correlation between the conventional trapezoidal shaped breakwater 
theory and experiment is quite favorable. The results, however, are contin- 
gent upon proper evaluation of the breaking losses, and further insights 
into the breaking process are needed. 

Conclusions 

Theory and experiment for both breakwater configurations generally con- 
cur that:  1) the transmission coefficient decreases with decreasing wave 
length, breakwater porosity and permeability, and increasing wave height and 
breakwater width.  2) The reflection coefficient decreases with decreasing 
breakwater width and wave length and increasing porosity and permeability. 

Correlation between experiment and theory is best when the incident wave 
height exceeds the particle diameter of the medium. Although additional 
work is needed to improve the breaking wave calculation, the predicted 
reflection and transmission coefficients are very useful design estimates. 
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CHAPTER 104 

REFLECTION AND TRANSMISSION FOR A POROUS STRUCTURE 

by 

Hideo Kondo, Associate Professor 
Satoshi Toma, Research Associate 

Department of Civil Engineering 
Muroran Institute of Technology 

Muroran, Japan 

ABSTRACT 

Effects of characteristics of incident waves and of the thickenss of struc- 
ture on wave reflection by and transmission through a porous structure were 
studied.  Use of an idealized porous structure which is a lattice composed of 
circular cylinders was made.  The relative thickness of structure B/L was found 
to have appreciable effects on reflected and transmitted wave energies. 

The reflection coefficient Kr reaches to a maximum of it for B/L of about 
0.2 to 0.25, then decreases as B/L increases, and remains approximately uniform 
for B/L larger than about 0.6.  The transmission coefficient Kt, however, decre- 
ases nearly exponentially as B/L increases. 

Measurement of wave height within structure revealed a Dattern of standing 
waves having a loop at the front face and a node at the rear face of it.  That 
relates to the trend of Kr. 

Analytical approaches to predict the transmitted wave height, and wave 
heights before and within porous structures are found to be useful. 

1. INTRODUCTION 

Various porous structures including common rubble-mound breakwaters have 
been being constructed in harbor and coastal areas to dissipate strong ocean 
wave energy.  A porous structure allows a part of the incident wave energy to 
penetrate through it into the protected water area at the same time to reflect 
a part of the energy.  Reflection by and transmission through a porous structure 
of the incident wave energy are dominated by hydraulic characteristics of the 
structure and of the incident wave.  Several studies on porous structures have 
been disclosed for transmitted waves through and reflected waves by specific 
types of porous structure, such as rubble-mound breakwaters. '»2)»3)   However, 
our knowledge about effects of hydraulic characteristics, such as thickness, 
porosity and loss coefficient of a porous structure on the reflection and the 
transmission is not enough to apply for design purpose.  The present study aims 
to clarify effects of the thickness of porous structures on wave reflection by 
and transmission through them, as well as effects of incident wave characteri- 
stics. 

1847 
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2. A SIMPLIFIED POROUS STRUCTURE 

Several difficulties lie in finding definite effects of a hydraulic charac- 
teristic experimentally for practical rubble structures.  One of them is that it 
is difficult to vary it alone while keeping others constant.  Another is that 
wave motion within them hardly measured. 

In the present study use of an idealized porous structure was made in 
order to avoid the difficulties.  It is a vertical-faced lattice type of porous 
structure made of circular polyvinyl chloride cylinders which were glued toge- 
ther vertically and horizontally in a pitch of the diameter to produce uniform 
pores within the structure (see Fig.l).  The porosity of the structure in hydra- 
ulic sense is to be approximately the following value, that is derived according 
to Fig.2.      y ^. 

X   . f 1 - mej&•\   = i -J8L. 0.fi075 (1) 

where D is diameter of cylinders. 

Flow resistance of the structure for steady flow was measured for the 
structure of different sizes of diameter.  Results of flow resistance to the 
direction of wave propagation (Fig.l), are shown in Fig.3, in which ordinate is 
a loss coefficient of porous structures determined following to the eauation. ' 

Cx - -J3*-5 D (f) (2) 
v2 

where ^ is a accerelation of gravity,-y— is energy slope, and V is mean flow 
velocity.  Abscissa is Reynolds number defined by 

*e -  -^ (3) 

where i> is kinematic viscosty of fluid. It can be seen in Fig.3 that :n the 
range of Reynolds number tested, turbulent property is stronger than that of 
laminar. Flow resistance to vertical direction to the structure was found a 
little larger than the data in Fig.3. 

In Fig.3 loss coefficients of rubbles and spheres obtained by several 
authors are depicted for the case of X. of 0.4.  It may be said about rubble that 
not only porosity and size but also shape and roughness have considerable influ- 
ence on the coefficient.  The average of the coefficients for turbulent flow 
through rubble is about twice of that for the present porous structure. 

The following analytical expression for Ci is often applyed for practical 
purpose. 

2 C (4) 
1    Re     3 

For example Ci of rubble was tried to be expressed with C2 = 28 and Ci = 
0.2 in Eq ,4-Pwhich is shown in Fig.3 by (?) 
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Fig.-1      Sketch of the  porous  structure 

& o ^ 

Fig-2    Details of Void 

Photo-1   Horizontal Bottom 

Photo.-2   Sloping Bottom 
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Fig.-3      Loss Coefficients 

-cm- 

Theory 

B 54.4 cm. 
0 3.4 cm. 
h 50.0 cm. 
T 1.25 sec 
Hi 2.69cm. 

20 cm. 

Fig.-4     Wave Heights  around and within the structure 
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3. EXPERIMENTAL PROCEDURE 

The experimental works were performed both over a horizontal bottom in a 
wave channel 1 meter deep, 0.4 meter wide and 18.5 meter long (Photo.1), and 
a sloping bottom 1/40 in another outdoor channel 0.5 meter deep, 1 meter wide 
and 35 meter long (Photo.2).  Each channel was eauipped with a flap-type 
wave generator.  The maximum water depth tested for the former channel was 50 
centimeters, while that for the latter was 13.5 centimeters at the toe of struc- 
ture. 

Parallel-wire wave gages were used to measure wave heights.  In order to 
determine incident and reflected wave heights, two wave gages were installed 
at locations seaward where a loop and a node of partial clapotis were formed, 
respectively.  They were about a half anda quarter of wave length seaward from 
the front face of structure.  Also the method of a moving wave gage recording 
the water surface fluctuation while moving along the channel axis was used 
partly to determine the incident and the reflected wave heights.  Leeward of 
the structure a wave gage was installed for transmitted waves.  When wave 
height distribution before and after structure was investigated, wave gages 
were moved consecutively along the channel axis with a constant pitch between 
runs of a test.  Wave heights within the structure were measured by inserting 
small wave gages vertically to pores between cylinders of the structure.  The 
output was amplified and recorded on a multi-channel magnetic oscillograph. 

4. RESULT AND DISCUSSION 

The energy in incident wave which impinge on a porous structure is divi- 
ded into reflected energy, transmitted energy and the energy dissipated on the 
surface of and within the structure.  Owing to imperfect reflections of incident 
waves by both the front and the rear faces of a porous structure, standing waves 
are formed before and within it.  Examples of wave height measured around the 
present porous structure are depicted in Fig.4, which confirm the above-stated. 
They tell us also that transmitted waves are considered to be progressive. 

1) Reflection and Transmission Coefficients 

The transmission coefficient is the ratio of transmitted wave height Ht, 
to incident one Hi, and is denoted Kt in this paper.  The reflection coefficient 
Kr, is defined as that of reflected wave height Hr.  The effects of incident 
wave characteristics, such as Hi, incident wave length L, and water depth at 
the toe of structure ht, on Kt are more or less similar to those known to rubble 
structures by several investigators,1)>2),3) Kt decreases as Hi increases, as 
wave period T decreases, and ht decreases for both experiments over the hori- 
zontal bottom and those over 1/40 sloping bottom, as shown in Figs.5 and 6. 
There is no abrupt change in Kt between non-breaking waves and breaking waves, 
which can be seen in Eig.6.  Kt for breakers may be well predicted by extending 
average of Kt for non-breaking waves along Hi/ht. 

Data of Kr are more scattered compared with those of Kt.  Reasons of the 
scattering of Kr may be sought in the effects of finite amplifude, the method 
to separate Hr, and the sensitiveness of interation between waves and porous 
structures.  Effects of Hi and T on Kr are not clear as those on Kt are.  Kr 
increases at ht increases.  The statement above is limited to effects of inci- 
dent wave characteristics themselves on Kt and Kr. 
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Among hydraulic characteristics of the structure the thickness was varied 
widely.  A part of the results is shown in Figs.7 and 8 of which abscissas are 
relative thickness of structure B/L, where B is thickness of porous structures. 
Kt decreases approximately exponetially with increase B/L.  Kr, however, incre- 
ases with increase of B/L for very small B/L, reaches to* the maximum for that 
of around 0.2 to 0.25, then becomes smaller, and remains nearly uniform for 
that greater than about 0.6.  This trend about Kr is observed clearly for waves 
of relatively greater ht and of smaller Hi and perhaps for structures less 
resistance.  In that case Kr fluctuates with a interval of about 0.5X(B/L) as 
shown in Fig.7.  The effect of B/L on Kr is much interesting since it has not 
been reported for practical porous structures such as rubble breakwaters, 
though similar effects have been observed to several types of breakwater having 
a chamber with porous walls,'*)"") and to submerged breakwater.?)  To examine 
whether structures made of rubble or other granular materials have the effects 
similar to that obtained here or not, experimental data for packed rubble by 
LeMehaute^) and packed spheres by Kamel^) were examined.  Figs,9 and 10 are 
the results obtained respectively, which show clearly there are similar effects 
of B/L for these porous structures.  Surveying Fig.3,7,9 and 10, it is concluded 
that the greater the flow resistance of a porous structure is, the greater Kr 
becomes, the smaller B/L for (Kr)max is, and the l«ss Kr decreases after the 
maximum.  Further study on effects of the relative thickness will reauire to 
measure the wave length within structure. 

2) Wave Height Distribution 

Because of existence of not only the transmitted waves but also the waves 
reflected by the rear face, wave height within a porous structure is not nece- 
ssarily progressive and shows more or less a pattern of standing waves, which 
was already observed for pile arrays by Costello").  It is expected naturally 
that values of B/L influence the distribution greatly.  Fig.11 shows examples 
of the wave height in structure for several B/L values of constant B.  Also 
Fig.12 shows those for constant T.  From these figures it is observed for waves 
of B/L smaller than 0.25, wave height in the structure decreases from the front 
face to the rear face, but at least a maximal or a minimal of wave height is 
found within it for waves of B/L greater than 0.25.  They show that waves with- 
in the structure tend to form a loop of standing waves at the front and a node 
at the rear face of the structure, respectively.  When wave length coincides to 
this boundary condition, a resonance may occur.  Owing to this, strong patterns 
of standing wave height distribution appears for the waves as shown Figs.11 and 
12. 

Thus waves of B/L about 0,25 bring larger reflected wave energy and so 
larger Kr.  On the contrary waves of B/L about 0,5, may bring smaller Kr 
because of a cancelling effect of the two waves at the front face.  The above 
statement is considered to be the reason of the effects of B/L which have been 
discussed in the preceding section. 

3) Scale Effects 

Scale effects on wave transmission and reflection for the present structure 
were tested by making use of the structures of different size.  They are made 
of cylinders of 34, 18, 11 and A millimeters, respectively.  Tests for the last 
three of them were operated to be models of those for the first one determined 
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Hi" 5cm. 

X/B 
Fig.-11    Wave Height within Structure 
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by the Froude law with the length ratios being 18/34, 11/34 and 4/34, respect- 

ively.  The result on Kt is shown in Fig.11, which indicates that the scale 
effects exist. 

Scale effects on wave transmission for porous structures were studied for 
rubbles by LeMehautel) and Johnson, Kondo andWallihan ' , for packed spheres by 

Delmonte   .  Since loss coefficient of the structure is smaller and more turb- 

ulent, the effects on the structure is less than those on the others.  As far 
as Kr concerned scale effects were not clearly observed in the present study. 

5. THEORETICAL APPROACHES 

1) Kt 

Theoretical approaches to predict Kt and Kr for a vertical-faced porous 

structure from characteristics of incident wave and those of the structure have 

been proposed by LeMehaute^-) , Tominaga and Sakamoto-^', and the first writer-^). 

In the writer's approach, incident waves are assumed to be of shallow wat- 

er but the energy loss at the faces as well as within the structure can be con- 
sidered.  Examples of the theoretical values by the writer's method for Kt are 

shown in the several figures appeared in the preceding chapters.  Generally 
speaking, the theory well predict Kt for waves of larger period,and smaller 
depth and wave height, and for structures of thinner width.  For other waves 
than those mentioned above it gives greater Kt than experiment does because of 
loss due to vertical motions being neglected in the theory.  Comparison of the- 
oretical and experimental Kt was performed for wide range of incident waves and 
of B.  The results for waves of relatively shallower water depth are shown in 
Fig.14.  From the figure it is concluded that the theoretical approach to pred- 

ict Kt is useful for waves of h/L smaller than 0.1. 

2) Wave Height before the Structure 

The water surface displacement measured from the undisturbed surface before 
a porous structure can be expressed by superposition of the incident and the 
reflected waves as shown Fig.15. 

1      =  ?i  +  ?r (5) 

where (i and fr are of the incident and the reflected waves, respectively. They 
are given by Eos.6 and 7 by taking the origin of x at the front face of structu- 
re. 

7i —r-  sin (0~t - m0x ) (6) 

?r = ~  sin (CTt + m0x + (Xr )  = Kr-|i sin (rt + m„x + 0<r)      (7) 

where m„ = 2 7t/ L. 
Substituting Eds.6 and 7 into Eq.5, it can be rewritten as 

? = ~f- cos (<rt - 9f ) (8) 
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Hf    =    Hljl + Kr    + 2Kr cos   (  2m0x + dr  ) 

If cos m0x + Kr  cos   ( m0x + G^r  ) 

(9) 

f    = tan    -hr^ „ ^ x ^ **„  f    °    .x-w^  \ CIO) 
L ]" cos m0x + 
T-sin m0x + Kr sin   ( m0x + $r  ) 

3)  Wave Height Distribution within Structure 

The water surface displacement of progressive long waves   in a porous med- 
ium is  expressed 

>?        Hor    -nx ,_ ^ . ,...,.. ( = -=— e       • sin   ((ft - rax ) (11) 

in which Hor denotes wave height at  the origin,   i.e.,  x = 0,   (f is   2TiyT,  in and n 
are given by 

A 29b U • IP   ^ 1 +  5P + l   3 <12> 

in which T is   the square root of  tortuosty of   the medium,     k*  is  given by 

k*    =    k /   (  1 + •Sf£) (14) 
where k is the coefficient of permeability, U* is the muximum horizontal velocity 
at the location concerned.  ^ is a coefficient which is given by Ecr. 15 when C- 
is expressed by Eq.4. 

p = C3 D / C2>> (15) 

The water surface displacement within structure is expressed in a similar way to 
the preceding section as 

n\ = vi;+?r' (16) 

(i    = -—^ e nlx- sin  ( crt - m^x ) (17) 

7r'   =   -|^-'enr(x~B)-sin   (<rt + mrx -  ^B + (*r  ) (18) 

where subscripts  i  and r refer   to   incident  and  to  reflected waves  from  the rear 
face,   respectively   ( Fig.15).     Hi     and Hr'   are given by") 

Hi'   = Ktf-Hi (19) 

Hr'   = Krb-Hi'. e~niB = Ktf-Krb-e""1"-Hi (20) 

Ktf  is   the  transmission coefficient at  the front face.     Krb  is   the reflection 
coefficient at  the rear  face.   Let us  express 7'   as 

17'     =4p cos   (Crt - 9s  ) (21) 

then, 

Hs    - Hi KttJ e-2"i* + Krb2 e^ W^r^ ~ \*] 

+ 2Krb  e-W+nr)B-(n±-nr)x ^   {   (m^)x _  2m.B + fa  ] (22) 

-V.cos mlX + Krb-e"fai+nr)B-t-nrX.cos   ^ _  ^ +dr) ^ 

:_niX-Sin mix + Krb • e" CVVB+nr*. sl~(m^ _   2mlBT^r) J (23) 
tan 
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4) Kr 

In the analytical approach to predict Kr which had been proposed by the 
first writer in 197012)y   the reflected wave energy by the front face of stru- 
cture is only considered.  So the computed Kr by the theory shown with broken 
lines in the several foregoing figures does not vary with B.  Owing to the 
retrogressive wave energy through the front face after being reflected by the 
rear face of structure, they deviate appreciably from theexperimental ones 
especially for those of smaller B/L. An analytical approach for Kr which 
contains the two kinds of reflected wave is derived as following. 

The water surface displacement of the combined reflected waves can be 
expressed 

*?r = *?rf + ?rb (24) 

where 7rf and (rb are the water surface displacement for the reflected waves 
by the front face and by the rear face, respectively.  Subscripts f and b 
for Kt, Kr, G^t and (Ar refer to the front face and the rear face-of structure, 
respectively. 

*?rf = —Krf-sin ( (Tt + m0x + drf  ) (25) 

The water surface displacement of  the incident waves  for 7rb  is  obtained by 
making use of of  Ea.4 as 

?r'   =   ~Ktf-Krb-e"(ni+Tlr)B-sin   ( Tt + mrx -   2miB +C*rb +0<tf  )        (26) 

Since 7rb   is  that  of  the  transmitted waves  of   i r,   it  is  obtained as 

^rb  =  -^ Ktf Krb  Ktf  e^V^1^- sin   ((Tt + mQx -  2m±B + tftf + 0<rb + <Xtf  ) 
1 (27) 

where       refer   to  the retrogressive waves   from the structure  to  the front water 
area.     When we write   (r as  following, 

Yr    = ~ Kr-sin  ((Tt + m0x +c<r ) (28) 

then, 

Kr     =J Krf2 + Ktf2-Krb2-Krf2-e~2(ni+rlr)B + 2Krf • Ktf-Krb-Ktf 

Xe"(ni+nr)B cos   ( -2m±B + tftf +oirb + ottf -#rf  ) (29) 

-/ -if Krf sintfrf + Ktf Ktf Krb  e~^ni+nr^B sin   (-2m,-B + 0<rb + c*tf + <*tf) 
CAr = tan _. .  - 3= _ i 

L Krf cos drf +  Ktf Ktf Krb e ^ni"•r-'ii cos (-2m.[B +o(rb + ottf + o<tf) 
(30) 

Since the K andd.values in the right sides of the above two equations can 
be obtained   , Kr and O^r are calculated.  The computed Kr values are shown 
with solid lines in Figs.6-10,  They fit the experimental ones much better than 
those of the former approach shown with broken lines, though the degree of fit- 
ness is not good as those of Kt.  Also computed wave heights before and within 
the structure with Eqs. 9 and 22 are shown in Fig.4 with solid lines, which con- 
firm usefulness of these approaches.  In the course of computing. Hs by Eci,22 
and Kr by En. 30, m-^ and mr are assumed to be m0 because the incident waves are 
not necessarily of shallow water. 
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6. CONCLUSIONS 

1) The transmission coefficient Kt is greater for waves of smaller height, 
longer period and smaller thickness.  The effects of the above characteristics 
on the reflection coefficient Kr themselves are not clear as those on Kt are. 

2) The relative thickness of structure B/L, has definite effects on Kt and 
Kr. Kt decreases nearly exponentially with increase of B/L.  Kr increases with 
B/L for small values of that, reaches to the maximum for that abuot 0.2 to 
0.25, then decreases, and remains nearly uniform for waves of that greater 
than 0.6.  Similar effects of B/L are found for rubbles and for packed snhers. 

3) Waves within structures showapattern of standing waves because not 
only the progressive waves but also retrogressive waves reflected by the rear 
face of the structure exist.  Since a loop of standing wave tends to form at 
the front face and a node at the rear face, the pattern is emphasized for 
waves B/L about 0.25, which is considered to be the reason of the maximum Kir. 

4) Scale effects of the structure bring smaller Kt for structure of small- 
er size.  No appreciable effects on Kr are observed for the structure. 

5) Kt of waves of relative depth h/L less than 0,1 including breaking wav- 
es is well predicted by the theoretical method developed previously by the 
first writer.  the approaches to predict Kr, wave heights before and within 
structures are presented, uefulness of which is confirmed by the comparison 
with experiment. 
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NOTATIONS 

B thickness of porous structure 

Cl,C2)C3,  loss coefficient of porous structure 

D diameter of cylinder, or rubble, or sphere 

0 accerelation of gravity 

H wave height 

Hf wave height before porous structure 

Hi incident wave height 

Hor progressive wave height at the origin in porous structures 

Hr reflected wave height 

Hs wave height within porous structures 

Ht transmitted wave height 

h water depth 

ht water depth at the toe of structure 

Ah/£ energy slope 

i subscript about incident waves 

Kr the reflection coefficient (= Hr/Hi) 

Kt the transmission coefficient (= Ht/Hi) 

k a coefficient of permeability (cm/sec) 

L incident wave length 

r subscript about reflected waves 

t subscript about transmitted waves 

T wave period 

Tj* a representative horizontal water particle velocity within structures 

V mean steady flow velocity 

a a phase angle to incident wave 

P a coefficient 

^ water surface displacement from still water 

6r a phase angle for waves before structure 

0S a phase angle for waves within structure 

X. porosity of porous structure 

T square root of tortousty 

1) kinematic viscosify of fluid 



CHAPTER 105 

SCALE EFFECTS OF WAVE TRANSMISSION 

THROUGH PERMEABLE STRUCTURES 

by 

Richard C. Delmonte* 
University of California 

Berkeley, California 

The energy in waves which impinge on a porous structure, such as a 
rubble mound breakwater, is divided into reflected energy, transmitted 
energy, and the energy dissipated by turbulence within the structure. 
Numerous studies on various aspects of this problem have been made in 
the past, the most recent of which are those by Kondo (1970) and Sollitt 
and Cross (1972).  The reader is referred to these latter papers for a 
literature review and the presentation of the theory of wave transmission 
through a porous media (also see the previous chapters by these same 
authors).  In the studies by Sollitt and Cross (Chap. 103)>  the porous 
media consisted of crushed stone; whereas, in the tests by Kondo (Chap. 
104 ) the porous structure consisted of a lattice of circular cylinders. 
Experimental data which supplement the data obtained in the tests of 
Kondo, Sollitt and Cross where made at the University of California on 
a series of three structures constructed of closely packed uniform spheres. 
Each structure was installed in turn in a wave channel and subjected to 
wave action with the wave height being measured both seaward and leeward 
by resistance-type wave gages.  The experimental procedure and results 
are summarized as follows. 

EXPERIMENTAL PROCEDURE 

The experimental work was performed over a horizontal bottom in a 
wave channel 3 ft deep, 1 ft wide and 106 ft long.  Plastic-coated horse- 
hair was placed in the ends of the wave tank to damp wave energy reflec- 
tions (Fig. 1).  The wave flap could be adjusted to the desired frequency 
by use of a vari-drive electric motor.  Also the eccentricity could be 
adjusted to produce a wide range of wave heights. 

Using the Froude law for scaling and considering the largest structure 
to be the control model with the smaller units as models, the following 
conditions were used in the tests of the three structures (see Table 1). 

A structure was placed in the wave tank at the desired location. Side 
effects were minimized by extending the test section across the full width 
of the channel, thus simulating the condition of an infinitely wide structure. 

Formerly Graduate Student, Dept. of Civil Engineering 
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To prevent leakage between the structure and the walls of the wave channel, 
a rubber hose was extended around the bottom and sides of the structure 
(Fig. 2).  The water depth and wave period was selected from Table 1 for a 
particular structure. 

TABLE 1.—TEST CONDITIONS 

Structure Structure 
Length 
(ft) 

Water 
Depth 
(ft) 

Sphere 
Diameter 

(In) 

Porosity of 
Structure 

(%) 

Wave Peri 

(sec) 

od* Reynolds 
No. 

d2/Tv 

Control Model 

1:2 Model 

1:4 Model 

1.0 

0.5 

0.25 

1.6 

0.8 

0.4 

2.125 

1.063 

0.532 

40 

40 

40 

1.9 

1.34 

0.95 

1360 

481 

170 

Time scale = square root of length scale. 

A parallel-wire resistance type wave gage and strip-chart recorder 
were used to record the incident and transmitted wave height.  With the 
water level in the wave tank motionless, the experiment was begun by 
starting the strip-chart recorder and the wave generator,.  Recorded data 
were the incident wave height (H.) and the transmitted wave height (H ). 
Measurements taken from the wave records were based on fully developed 
waves, uninfluenced by reflection distortions, beats, or standing waves. 

The wave characteristics were obtained as follows: d/L was held 
constant by maintaining a constant wave length (constant wave period) 
while adjusting the height of the incident wave (see Table 2). 

RESULTS AND DISCUSSION 

Using the experimental data the transmission coefficient (H /H.) was 
calculated and plotted against the wave steepness (H./T ) for each structure 
as shown in Fig. 3 (For the plotted relationships, H./T  replaced H./L, 
where L is wave length). 

Examination of Fig. 3 shows that the Froude law is not the only factor 
involved in this model study.  This is evident particularly at small wave 
steepnesses, (H./T2).  Using the experimental data, when (H./T ) = 0.02, 
H /H. - 0.5, 0.4 and 0.3 for the control model, model 1:2, and model 1:4, 
respectively.  The reflected energy is probably a function of the Froude 
number as well as the porosity of the structure; that is, the energy dissi- 
pated by turbulence within the structure is probably a function of a Reynolds 
number. 
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TABLE  2 

TABULATION OF H /H.   vs.   H./T t     x 1 

RUN NO. H /H. H./T2 
t I I 

1 1.08 .0032 
2 .924 .0054 
3 .842 .00772 
4 .598 .0137 
5 .565 .0159 
6 .535 .0188 Control Model 
7 .492 .0224 T = 1.9 sec. 
8 .487 .0240 1/T2 = 2.77 x 10_1 sec.-2 

9 .434 .0277 
10 .436 .0291 
11 .482 .0277 
12 .467 .0294 
13 .467 .0294 
14 .468 .0308 

1 .402 .0153 
2 .344 .0259 
3 .288 .0368 
4 .265 .0474 
5 .260 .0557 
6 .244 .0664 Model #1 
7 .192 .0770 T = 1.34 sec. 
8 .174 .0849 1/T2 = 5.57 x 10 ' sec. 2 

9 .157 .102 
10 .149 .1085 
11 .144 .1210 
12 .141 .1235 
13 .136 .1290 
14 .129 .1360 

1 .219 .0304 
2 .194 .0487 
3 .174 .0703 
4 .164 .0914 
5 .160 .111 
6 .143 .132 Model #2 
7 .126 .150 T = 0.95 sec 
8 .114 .171 1/T2 = 1.11 sec. 2 

9 .130 .153 
10 .135 .132 
11 .137 .137 
12 .114 .130 
13 .130 .123 
14 .108 .123 
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Obviously, additional and more controlled experiments are required to 
completely define the limits in which scale models >can be used to predict 
the transmission of wave energy through breakwater structures. 
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CHAPTER 106 

SCALE EFFECTS IN RUBBLE-MOUND BREAKWATERS 

by 

Kenneth W. Wilson1 and Ralph H. Cross2 

ABSTRACT 

In conducting model tests of wave transmission through permeable 
rubble-mound breakwaters, it is impossible to satisfy simultaneously 
the Froude and Reynolds criteria for dynamic similarity. The common 
practice has been to scale the wave parameters and breakwater dimen- 
sions in accordance with the Froude Number, and to use large models. 

This study represents an attempt to develop theoretical 
expressions for the coefficients of reflection and transmission as 
functions of the effective porosity of the breakwater structure, as 
influenced by the Reynolds-dependent boundary layer growth an the 
pores.  These expressions use linear wave theory and boundary layer 
theory to estimate the effective decrease in pore diameter due to 
growth of the displacement boundary layer thickness in the pore. 

The theoretical expressions were compared with experimental 
results from a series of three model tests with breakwaters having 
vertical faces and using gravel with diameters of 1.37 in., 0.762 in., 
and 0.324 in. respectively. The prototype to model ratios (using 
the largest model as the prototype) were 1/1.80 and 1/4.23 respectively. 

The experimental results show clearly the existence of scale 
effects in both coefficients of reflection and transmission. The 
theoretical expressions were found to overestimate the scale effect 
in reflection and to underestimate it in transmission. 

Engineer, Department of Water Resources, Province of British Columbia 

Ocean Engineer, Alpine Geophysical Associates, Inc., Norwood, New Jersey 
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THEORETICAL DEVELOPMENT 

This estimation of the scale effects for reflection and trans- 
mission proceeds in two steps: First, the establishment of a simple 
theory for the wave reflection and transmission coefficients depending 
only on the porosity of the structure (it being assumed, for the moment, 
that all other factors scale with the Froude Number, and may therefore 
be neglected); and second, the calculation of the Reynolds-dependent 
boundary layer growth inside the pores of the structure, and the 
resulting effects on the apparent porosity and thus the reflection and 
transmission coefficients. 

Reflection-Transmission Theory 

This theory describes wave reflection and transmission into the 
structure (Hr and Hti, Fig. 1), it being assumed that Ht <* Htl for the 
present purposes. The two basic assumptions are that energy is conserved; 
for a constant group velocity, this reduces to 

E± = Er + Eti (1) 

where Ei is the wave energy corresponding to the incident wave, H^, 
given by linear wave theory as y  Hj^/8, etc.; and that the water surface 
elevation is continuous across the face of the structure, 

ii + nr - ntl (2) 

where rii is the total instantaneous water surface elevation associated 
with the incident wave, etc. Again, using linear wave theory, 

n± = ai cos (kx - ot) (3) 

where the incident wave amplitude, a^ = H^/2; x is the horizontal 
coordinate in the direction of wave advance; a is the radian wave 
frequency, 2TI/T; T is the wave period; and t is time. 

Assuming that the energy flux of the wave being transmitted 
through the structure is the same as that of the same wave in open 
water, but reduced by the fraction of the water volume occupied by 
rock; 2 

Cg Eti = Cg m J_£ti w 

where m is the porosity and Cg the group velocity. 

With the introduction of the appropriate additional expressions 
from linear wave theory, the above assumptions yield the following 
expressions for the wave reflection and "transmission" coefficients: 
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7 7 7 7 7 7 r 7 7~ 

FIGURE I.   WAVE REFLECTION AND TRANSMISSION 
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Kr-Hr/H±- ^ (5) 

Ktl = Hti/H± -  JL (6) 

The above development is essentially identical to that for the 
reflection and transmission of waves encountering a contraction in 
width in a channel of constant depth. 

Boundary Layer Effects 

The growth of the boundary layer near the leading edge of a flat 
plate, or inside a short tube, represents the retardation of the flow 
velocity due to the presence of the solid boundary.  In a short tube, 
this results in a reduction in the total flow discharge through the 
tube.  One way of describing this discharge reduction is to calculate 
the displacement boundary layer thickness, 6*, and to reduce the tube 
radius by this amount. From the definition of &*,   then, the discharge 
obtained from the partly retarded flow velocity distribution in the 
original tube (Fig. 2).  If we characterize the pores in the structure 
as tubes, this reduction in size of the tubes represents a reduction in 
porosity that can be applied to Eqs 5a & 5b to obtain the effect on 
Kr and Kt^. 

First, the dimensions of the tube equivalent to the interstitial 
pores must be found. The tube length, i,  was arbitrarily chosen as 
1/4 D, where D is the rock diameter. The tube diameter, Dp, was cal- 
culated from the hydraulic radius, Rj,, as for a pipe: Dp = 4 Ej, = 4 A/P. 
Here, A is the cross-section area of the pore, and P the wetted peri- 
meter.  Both these parameters are hard to measure; however, if both 
A and P are multiplied by a length (for example, D), they become 
proportional to the porosity, m, and the particle surface area per 
unit volume of structure, (l-M)S, where S is the specific surface, or 
surface area of the stones per unit volume of solids. For spheres, 
S=6/D; thus 

UP 1-m      6 (7) 

To calculate the boundary layer growth, the flow velocity must be 
known. For the present purpose, the linear theory flow velocity at the 
water surface corresponding to Ht^, averaged over half a wave period, is 
taken as characteristic: 

U = 2Hi Kti 
T tanh kh (8) 

where h is the water depth. 
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For a laminar flow, the boundary layer thickness & and the 
displacement thickness 6*  are given by 

' " -*- (9) Rl/2 x 

and 

1.73x 6* 
Rl/2 (10) 

For the tube, x becomes $,, and the Reynold's number R. is 
given by Vi/y,  where y  is the kinematic viscosity of the water. 
The maximum value of 6 in the tube is limited to Dp/2, so that 

6* max - 1.173 Dp (11) 

The reduced porosity, n^, is calculated as the reduction in cross- 
section area of the tube 

mr = m[l-\^-]
2 (12) 

To summarize, the following calculations are performed for both 
model and prototype: 

1. The wave conditions, water depth and structure porosity are 
known for model and prototype. 

2. Kti is estimated from eq. 5b, and used to find U from Eq 7. 
Dp and S.  are calculated using eq. 6 for Dp, 

3. 6* and m are calculated, using Eq 10 for nij. and Eqs 8b or 9 
for 6* (or empirical relations for turbulent boundary layers if R^ 
exceeds 300,000). 

4. Kr and Kt^ are obtained from m using Eqs 5a and 5b. The estimate 
in step 2 is checked, and the calculations are revised as necessary. 

5. The model-to-model prototype ratios for Kr and Kt£ are obtained 
to find the scale effect. 
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Sample Calculations 

Calculations of the scale effects were made for a hypo- 
thetical breakwater under the following prototype conditions: 

Water Depth h = 40 ft 
Rock Diameter D = 3 ft 
Porosity m = 0.42 
Wave Period T = 8 sec 
Wave Heights Hi = 2 and 10 ft 

The results are presented as the reflection coefficient, Kr « Hr/Hi, 
and the transmission coefficient, equal to Kti = H^/Hi, in the 
ratios of model to prototype (it being understood that the model 
values are first scaled up by the Froude laws). 

TABLE I - Calculated Example 

Hi = 2. 0 Ft 

Scale Rock Dia, .,   Reduced Scale Ratios 
Ratio Inches Porosity Trans. Reflec 

1/1 36 .408 1.00 1.00 
1/5 7.2 .385 0.99 1.05 
1/10 3.6 .362 0.97 1.12 
1/20 1.8 .325 0.95 1.21 
1/50 0.72 .234 0.87 1.28 
1/100 0.36 .177 0.79 1.44 

Ht = 10 .0 Ft 

1/1 36 .411 1.00 1.00 
1/5 7.2 .404 0.99 1.00 
1/10 3.6 .393 0.98 1.02 
1/20 1.8 .372 0.98 1.10 
1/50 0.72 .331 0.95 1.19 
1/100 0.36 .288 0.91 1.32 

As expected, the transmission is reduced and the reflection 
increased in the smaller models. Assuming a 5% accuracy of laboratory 
wave measurements, the scale ratios where Reynold's scale effects 
become detectable are 1/5 for the 2-ft wave, and perhaps 1/15 for the 
10-ft wave. A 1/5 model of a 40-ft high breakwater is still 8 ft high, 
and an expensive proposition. 
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EXPERIMENTS 

Several series of experiments were run in the large wave tank 
in the Hydrodynamics Laboratory at M.I.T. Crushed stone was graded, 
and placed in rectangular wire baskets to represent breakwaters of 
rectangular cross-section. The stone size (equivalent sphere diameter) 
was obtained from the number of particles, their weight and specific 
gravity, and the porosity in place from the basket size, stone weight 
and specific gravity. The three sizes used were as follows: 

Stone Diameter Porosity       Scale Ratio 

Large 1.37 inches       .437 1/1 
Medium .762 .All 1/1.80 
Small .324 .428 1/4.23 

Wave heights (H-^, Hr, and Ht) were measured with parallel-wire 
resistance gages, with the gage on the "seaward" side mounted on a 
carriage to obtain the envelope of the partial reflection, and thus 
the height of the incident and reflected waves and the coefficient. 

Results (as prototype/model ratios) for kh = 0.5, 1.0 and 1.5 
are shown in Figs 3, 4 & 5. The agreement between the theoretical curves 
and the data is not particularly good.  This may be due to several 
causes: 

1. The assumption that Ht is proportional to Ht^ (and thus 
^ti = Kt) is particularly open to question; a better relationship, 
including scale effects, is needed. 

2. Throughout the calculations, the "characteristic" dimensions 
and quantities used were chosen for convenience, with the implicit 
assumption that using a "characteristic" value instead of, say, a 
physically meaningful average value, was justified by similarity. 
Moreover, several phenomena such as energy losses at the seaward face 
were neglected, or assumed to scale by Froude laws.  It is doubtful 
whether these are strictly correct, as these values and assumptions 
are used in computing Reynold's effects, which do not scale by Froude 
similarity. 

3. The experiments are not really representative of a typical 
model=to-prototype relationship. Referring to the calculated example 
presented earlier, the experiments represent scales of 1/20 to 1/100, 
compared to a reasonable prototype.  In this range, Reynold's effects 
are extensive, and, as the boundary layer nearly fills the assumed tube, 
the flat plate expressions used become doubtful. 
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CONCLUSIONS 

The above calculations represent a very simplified "first 
approximation" at what is obviously a more complex phenomenon.  Some 
large-scale data is needed to provide a proper evaluation of this 
level of analysis.  The next level of sophistication in refining 
the analysis should be to incorporate a proper relationship between 
Kti and Kt. 
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CHAPTER 107 

WAVE ENERGY DISSIPATION IK ROCKFILL 

by 

* 
John A. McCorquodale,  MEIC, A.H.ASCE. 

ABSTRACT 

Wave motion in a rockfill embankment is solved by a 
finite element approach.  Lagrangian coordinates 
are used to trace the movement of fluid particles 
on the free surface. 

INTRODUCTION 
Very little literature exists on the subject of unsteady non-Darcy flow in 

coarse granular media. However, unsteady non-Darcy flow is encountered in a few im- 
portant hydraulic problems, for example, 

(a) Wave absorption and transmission in rubble-mound break-waters; 
(b) Water level fluctuations in the rockfill and filter zones of 

a dam subjected to wave action; 
(c) Transmission of floods or tides through rockfill dams and 

causeways, 
A mathematical model, to simulate  the internal Darcy and/or non-Darcy flow 

in an embankment subjected to wave action, would permit an improved analysis of: 
the stability of the embankment;  the stability of the armour layer;  and the ab- 
sorption and dissipation of wave energy by the rockfill.  Since the internal flow 
in the embankment and the external wave action are interdependent, a complete model 
requires the simulation of both of these flows.  Such a model would permit the 
computation of wave run-up and reflection. The present report is limited to the 
simulation of the unsteady internal flow.  Heitner and Housner (4), using a finite 
element method, have developed an external wave action simulation for Tsunamis. 
The author is presently attempting to couple the internal and external models. 

BACKGROUND 
Experimental studies of wave absorption and transmission through rockfill 

models, have been reported by Johnson et al (5).  The flow in their models was 
probably non-Darcy. 

Numerous (1/ 3, 7, 10, 11, 12, 13) studies have been carried out to establish 
the governing equations for non-Darcy flow.  Saturated flow in a porous medium may 
be characterized (12, 13) by one of the following regimes: 

(a) Microseepage (non-Newtonian flow at extremely low velocities), 
(b) Darcy flow (Laminar Newtonian flow with negligible inertial effects), 
(c) Non-linear laminar flow (steady streamline flow in the pores but 

with significant inertial effects), 
(d) Turbulent transitional flow (some of the streamlines in the pores 

become unstable or turbulent due to inertial effects although 
viscous forces are still important), 

(e) Fully turbulent flow (inertial effects predominate over viscous 
effects). 

Experimental and theoretical (1, 7) studies indicate that the governing 
equation, for the piezometric slope, i, in steady, one-dimensional, non-Darcy flow 
in regimes (c) and (d), has the form 

Associate Professor, Department of Civil Engineering, University of Windsor, Windsor, 
Ontario, Canada. 

1885 
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i = |V4>|  =  (a + bq)q  (1) 

where a and b are constants for a given medium, fluid and flow regime;  q = magnitude 
of the macroscopic or bulk velocity.  The piezometric slope, for the fully turbulent 
regime, is described by 

i = 17* |  =  bq2  (2) 

in which | V(j) |  = the magnitude of the piezometric gradient v<j>. 

Polubarinova-Kochina (11) gives the unsteady non-Darcy flow equation 

2       3q 
l     =  aq  +  bq   +  c ^  (3) 

in which c is a constant. 

The author (7) has generalized equation 3 with the limitation that the 
effect of convergence, divergence or curvature of the macroscopic streamlines on 
the conductivity is negligible;  the general equation for 2 or 3 dimensional 
non-Darcy flow is 

q    =  - <-i-) (V * + i-||)  (4) 
a+bq        gm dt 

in which q = macroscopic velocity;  g = acceleration of gravity;  m = porosity. 

The internal flow is subject to the continuity equation 

V.q  =  0  (5) 

Hence the internal governing equation is 

-> 
v.{, }..    [V * + — |J]>* o  (6) 

(a+bq)        gm St 

Equation 6 is to be solved for $ =  <j)(x,y,t) within a time varying solution 
domain, subject to a set of initial conditions and certain time dependent (periodic) 
boundary conditions (see figure 1).  An important aspect of the wave action problem 
is the determination of the phreatic surface (in the rockfill) as a function of time. 

Lean (6) has solved the problem of wave action in a highly permeable wave 
absorber by invoking the Dupuit assumption to obtain the following equations for the 
wave motion: 

3(h u) 
3n o 
3t 3x 

3u 3D 
3x 

ku|u| 
h 

.(8) 

where the variables are defined in figure 2. 

Equations 7 and 8 were solved analytically by linearizing the friction term. 
Another possible method of solution (2, 7) which has been developed by M. 

S. Nasser at the University of Windsor, is the method of characteristics;  however in 
order to obtain a practical formulation of the problem, it is again necessary to 
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use the Dupuit assumption.  The characteristic solution can be developed from 

u/m 

n)/m 0 u/m 1 

1 gm  0 

dt 0  0 

0 dx  dt 

f   = 

0 

gm F(u) u 

du 

dn 

in which F{u) = a + bju|. 

Lean's method and the method of characteristics are useful for and 
applicable to the case in which the inertial effects are large compared with the 
friction effects.  However, in the case of unsteady flow through sand and gravel 
embankments the friction effects predominate over the inertial effects and often 
the Dupuit assumption is not justified because of the two dimensional nature of 
the flow.  The method described in this paper is applicable to the latter case. 

MATHEMATICAL FORMULATION 
Simplified Equations 

If the inertial term, (l/gm)3q/3t, in Eq. 6, is small compared to 

and has nearly the same line of action as and q, then the transformation 

gm  3t 

can be introduced in order to reduce Eq. 6 to 

V.{K(|Vc|)V;} = 0 

The macro-velocity is now approximated by 

q = -K(|V?|)VC 

/•l + c I VC | in which K< V£|) -2. {I 
2b ivci 4 

and c = 4b/a . 

The variational form of Eq. 11 is, (7,8,9), 

SX = /' /   «[K(|V?|)(|VC|)
2 + G(|Vr,|)] dAdT = 0 

t A(T) 
o 

in which t = initial time; 

.(11) 

.(14) 

G(|Vr;i) = 

A(T) 

6bc 

solution domain 

(2 - c|Vr,|) v'l  + c|V5| 
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The boundary conditions for the transformed variable C are (see figure 3): 

(a) on E  A  E   :- -^ = 
 — an 

(b) on E   D   :-     if>     - 

C      - 

(c) onDC   :-     <f>      - 

(d) on  C  B   :-     <J>     = 

=      0; 

0    and 
3y 

and|^ 
3y 

C is found from Equation 10;  a particle on the 

free surface remains on the free surface. 

Within the approximation of the original transformation, the transformed 
boundary conditions satisfy the self-adjoint requirement for the variational format. 

THE FINITE ELEMENT MODEL 
The finite element method is useful for solving free surface problems because 

of the ease with which certain boundary conditions and variable geometry can be met. 
The solution domain, A(t), can be discretized by elements of the type shown in 
figure 4.     Figure 3 shows a typical discretization at an instant in time. 

The variation of Q  within each element is assumed to be 

,y)t . (16) 

where 3. are defined in terms of the six nodal conditions on C, x, y and t;  thus 

for 0 .< t -J At 

in which 

K. = ?; <8„ 

AE< 

'k. 

.(18) 

s, v,) 4   5  i   6 

is the change in C. during an interval At. 

.(19) 
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The finite element equivalent of Eq. 14 is 

3?.     3?; 

|f- =  /At /    (J-  [K(|vC
e|)(|v?

e|)2 4-  G(|vC
e|)]} dAdt 

3Ci    o   A(t)S  3Ci  (21) 

Substituting from Eq, 16 for C  yields, after integration 

k N 

e=l 

-e  -e 
K     A 

*1 
[3(B.b.     +     B,c.)e  +  S..S 

5   1               6   l               xj AS 

in which K = <C + Kt=At»/2' 

A8 = Ae
2)/2; 

»I = area of triangle  ijk; 

. (22) 

area of triangle &mn; 

S..        =      (b.b.     +     c.c.J/A,; 
13 ID 1   :       1 

c. \  -  *i> 

N    =  number of elements. 

CALCULATION OF THE FREE SURFACE MOVEMENT 
The position of the free surface after a time increment At can be found 

from 

s<X,Y,At)  =  qAt/m  +  s(X,Y,0)  (23) 

where s(X,Y,t)  = position of a free surface particle at time t (lagrangian form); 

q = average 'bulk' velocity of the surface particle for the interval At (see figure 

5)m   Since if depends to some extent on the new free surface position, the computation 
-»• 

of q must be obtained by an iterative of trial and error process.  Eq, 23 was also 
utilized to predict the motion or the outcrop point, C.  The coordinates of the 
internal nodes of the elements must be adjusted as the free surface moves. 
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At each time step, At, a new free surface <j> is computed from $ =  y + C; 
Eq. 10 is used to obtain the corresponding C A transformation is obtained by 
integrating Eq. 10 along a streamtube to yield approximately 

?  =  <f>  + •r (IS S^  (24) 
gm  3t  p 

in which (3q/3t) is a representative average value of 3q/gt along the streamtube, 
and S is the length of the streamtube.  Since the inertia term is assumed to be 

small compared with friction, the values for S can be estimated on the basis of a 
solution in which z  =  <j>. p 

JUSTIFICATION OF ASSUMPTIONS 
A one dimensional solution of Equation 6, for accelerating flow in a 

typical gravel, (8), indicates that the time required to reach 90% of the terminal 
(friction) velocity, corresponding to i = 1, is given by 

gmb 

or approximately .06 seconds for 4.4 cm crushed rock.  With zero applied piezometric 
gradient, the maximum terminal velocity will decay to 10% of its value in 

t * -^T-  (26) gmb 

or 0.4 seconds for 4.4 cm rock which corresponds to a particle displacement of 
about one grain diameter. 

The case of rapid drawdown in a rockfill has been solved using Equation 6 
without the inertia term (9), and with the inertia term (8).  The results of these 
studies are summarized and compared with experimental results in figure 6.  It is 
noted that the effect of the inertia term is small (as assumed in this paper) and 
that the numerical results are in agreement with the experimental results. 

NUMERICAL ANALYSIS 
Equations 22 and 23 were utilized to simulate wave motion in an embank- 

2  2 
ntent of 4,4 cm crushed rock (a = .005 sec/cm;  b = .004 sec /cm ; m = 0.40) , as 
shown in figure 3. The right hand rockface is subjected to a periodic hydrostatic 
force produced by varying the external water depth according to 

„. .,2-rrt. 
y   =  y  - A  Sin (•••"-•) 

in which y = mean tail water level (56 cm) ; T = wave period (2TT seconds) ; 

A = wave amplitude outside rockfill (20 cm).  The initial condition is h = y - 
o o   o 

56 cm. 
It is assumed that the internal free surface level at C will always be 

equal or higher than y . 

The solution of Equation 22 and 23 is summarized in the flowchart, figure 7. 
Equation 22 was linearized and solved by successive over-relaxation (SOR factor = 
1.65) at each time step (0.05 < At < .2 sec).  In order to start the solution of 
Eq. 22 the free surface DB at the end of interval At is initially assumed to be the 
same as at the beginning of At;  on this basis the necessary surface velocities for 
the application of Eq. 23 are obtained and hence a new free surface can be estimated. 
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As figure 7 indicates, this approximate solution is 're-cycled' to correct for non- 
linearities in the system and thus to improve the solution.  The computation at a 
particular time step is complete when successive estimates of the free surface are 
within a specified tolerance. 

The computations were carried out on an IBM 360/40 computer.  A typical 
computer solution for the wave action on certain selected points is shown ^n 
figure 8.  About 10 minutes of computer time was required for this solution. 

EXPERIMENTAL VERIFICATION 
Experimental studies, using a wave flume, are now under way to test the 

proposed numerical simulation.  Figure 9 compares the predicted and preliminary 
experimental wave transmission curve, for a 4.4 cm rock embankment. 

CONCLUSIONS 
The proposed finite element model for unsteady non-Darcy flow is 

developed for the case when the influence of (1/gm) 3q/'dt is small compared to 
the influence of turbulence. The available experimental studies appear to 
indicate that the proposed model is valid for unsteady flow in rockfill for rock 
sizes up to about 4 cm. 
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l,m, ,ni 
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LIST OF SYMBOLS 

a constant; 

area; 

area of an element; 

wave amplitude; 

b = a constant; 

b. - y. - y, ; 
i 3   k 

c = a constant; 

c. = x, - x. ; 
i k   3 

e - superscript indicates element; 

g = acceleration due to gravity; 

h = depth measured from che initial mean water level; 

i = slope of the piezometric grade line- 

indices; 

= constant; 

= hydraulic conductivity; 

= porosity; 

= macroscopic velocity; 

Lagrangian coordinates; 

(b.b. + c.c.)/A® ; 
13    1 D   1 

= streamtube length; 

t = time; 

T - period; 

u = horizontal component of velocity; 

(x,y,z)      - Cartesian coordinates; 

y = mean tailwater depth; 

6. - coefficients in the elemental representation of r, 

n = height of perturbation measured from initial mean W-L; 

4> = piezometric head; 

X = functional; 

Z = transformed dependent variable. 
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FIGURE 4  Typical Element in (x-y-t) Space. 
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WATER  SURFACE AT t, 

S(x,y,o) 

S(x,y,At) 

FIGURE 5 
Lagrangian Approach to Tracing Particles on the Free Surface. 
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FIGURE 7  Computer Flow Chart. 
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CHAPTER 108 

DISCONTINUOUS COMPOSITE WAVE ABSORBER STUDIES 

Anthony R. Fallon 
Research Engineer 

Chevron Oil Fi;eld Research Company 
La Habra, California 

An experimental study was conducted to determine the energy 
dissipation characteristics of a discontinuous wave absorber 
consisting of an impervious lower slope and a stone-filled 
upper slope.  The purpose was to determine the wave energy 
absorption as a function of the incident wave parameters and the 
wave absorber geometry.  Parameters varied were wavelength, wave 
height, lower and upper absorber slopes, berm depth and width, 
and stone size.  For virtually all test conditions, a minimum 
wave reflection was found when the discontinuity (berm) depth 
was at one-quarter to one-half the water depth below the water 
surface.  The overall wave absorption increased under the following 
conditions:  an increase in horizontal berm width of up to 
five layers of stone; a decrease in the angle of the upper 
(stone-filled) slope when the berm depth is below one-fifth the 
water depth; and a decrease in the angle of the lower (impervious) 
slope when the berm depth is above one-half the water depth.  The 
results should be useful where water wave reflections must be 
minimal and space is limited, such as in harbor walls or for 
hydraulic models. 

INTRODUCTION 

The purpose of this study was to experimentally determine wave 
reflection as a function of wave absorber parameters.  The 
absorber consisted of a stone-filled upper slope and an imper- 
vious lower slope.  The series of over 400 wave absorber tests 
was run at the Look Laboratory of the Department of Ocean 
Engineering at the University of Hawaii.  The author conducted 
the tests as a Master of Science thesis research project 
(Fallon, 1970).  This paper presents the significant results. 

TESTING PROCEDURE 

The experimental configuration is shown schematically in Figure 1. 
Tests were conducted in a 48 ft-long x 9 in-wide x 13 in-high 
plexiglass flume.  The wave generator was a paddle hinged at 
the top.  Wave reflection was measured by moving the three wave 
gages (suspended from a trolley) slowly through a partial standing 
wave set up in front of the wave absorber test section.  The 
resistance gages each measured a node and a loop (anti-node) as 
they moved through the standing wave.  The oscillograph records 
(Figure 2) were used to determine a reflection coefficient 
based on linear wave theory.  The reflection coefficient (R) is 
defi ned as : 

1903 
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HL-HN 
HL+HN 

where HL is the loop height and HN is the node height. The 
reflection coefficients for each gage were then averaged to 
obtain a representative reflection coefficient. 

Computer simulations of the testing procedure were run to 
determine the error resulting in using the moving probe method 
for determining reflection coefficients.  For R near unity, 
or a high probe velocity relative to the wave celerity, a 
large error resulted that was biased toward low values of R. 
However, when the reflection coefficient was less than 503!, as 
was the case in nearly all the test conditions run, this error 
was found to be less than 5%. 

The wave absorber section is shown schematically in Figure 3. 
It consisted of an impervious lower slope (A) and a stone- 
filled upper slope (B) , both of which were varied from 18° to 
90°.  Previous investigators have found that the reflection 
coefficient could vary with the stone placement.  Therefore, 
to insure consistent absorber characteristics the stones 
were hand sorted, and flat or oblong stones were rejected. 
The stones were 1/2" and 3/4" in diameter and the void ratio 
for these stones was approximately 50%.  The berm width (W) 
was varied from 0 (no stone) to 14 times the stone diameter. 
The berm depth (Z), found to be a very sensitive parameter, 
was varied in small increments; from 9 to 17 different values 
were used for each test condition.  The relative berm depth (z/D), 
where D is the water depth, was varied from 0 (all impervious 
slope) to 1.0 (all stone-filled slope).  The water depth was 
4 inches. 

The nature of the apparatus limited the test wave characteristics. 
The ratio of wavelength to depth (L/D) was varied from 9 (in 
most tests) to 24.  Relatively flat waves were used; their 
steepness (H/L) was varied from 0.004 to 0.012, 0.008 being used 
for most. 

RESULTS 

The primary result of these tests was the determination of 
the reflection coefficient variation as a function of the 
berm depth.  This is illustrated in Figure 4 for an upper 
slope of 18° and a lower slope of 34°.  The reflection 
coefficient decreases with increasing berm depth (that is, 
with extension of the rocks below the surface) reaching a 
minimum at about Z/D = 0.45.  There the reflection coefficient 
levels off or even begins to rise for a further increase in the 
berm depth.  This trend was observed in virtually all tests with 
a minimum reflection coefficient at Z/D values from 0.25 to 0.5. 
A point of minimum reflection was observed in the configuration 
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with no stones and only the geometric discontinuity present 
(Figure 5).  It also occurred when the upper slope was rock- 
filled and at the same angle as the impervious lower slope. 
Figure 6 shows such results, for slopes of 18 degrees. 

The effect of changing the berm width, which can be considered 
a measure of the number of layers of stones used, is illustrated 
in Figure 7.  The reflection coefficient is plotted versus 
berm depth for various berm widths.  The berm width is expressed 
in the dimensionless parameter W/d, which is the berm width divided 
by the average stone diameter (d).  There is little wave 
absorption gained by increasing the berm width beyond five 
stone-diameters for the conditions tested. 

The effect of changing the upper absorber slope is shown in 
Figure 8.  When Z/D is less than 0.2, the angle of the upper slope 
has little effect on R.  However, for Z/D greater than 0.2, R 
increases with an increase in the upper slope angle, as might be 
expected . 

In Figure 9 is illustrated the effect of lower absorber slope 
on R.  The angle has little effect when Z/D is greater than 0.5. 
However, when Z/D is less than 0.5, R decreases significantly 
with an increase in lower absorber slope. 

No correlation was found between wave absorption and stone size, 
possibly because (1) the range of sizes tested was rather small, 
and (2) the void ratios were all approximately the same for 
these sorted stones . 

The general results related to incident wave parameters were that 
wave absorption increased with wave steepness but did not 
correlate with wave length. 

Because these tests were conducted in a relatively small wave 
flume, it was desirable to compare the results with those for 
similar larger scale tests.  Look Laboratory had conducted 
two-dimensional wave absorber tests of about four times this 
scale in 1969 as part of a hydraulic model testing program (Look 
Laboratory, 1959).  The results are shown with comparable ones 
from the present series in Figure 10.  Correlation is good, 
indicating that the results of the present study may be applied 
to larger-scale situations. 

Based on the results of this experimental investigation a general 
"best design" can be suggested that will minimize the use of both 
the horizontal space and the number of stones required.  An 
effective design would have (1) an upper (stone-filled) slope with 
a berm width five times the average stone diameter and the face 
inclined at an angle of 18°, (2) a berm depth of 1/2 the water 
depth, and (3) a nearly vertical lower (impervious) slope. 
Sea walls and harbor walls are possible applications for such 
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a design.  On a smaller scale, the walls of hydraulic models can 
be lined with this type of wave absorbers, as has been done 
at Look Laboratory. 
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RELATIVE BERM DEPTH, Z/D 

.8     .9     1.0 

WAVELENGTH TO DEPTH RATIO L/D = 9 
WAVE STEEPNESS H/L - .008 

WATER DEPTH D - 4.0" 
LOWER SLOPE A = 34° 
UPPER SLOPE B - 18° 
BERM WIDTH    W = 6.0" 

STONE DIAMETER d = 0.64" 

FIGURE 4 

TEST RESULTS FOR TYPICAL CONDITIONS. 
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FIGURE 5 

TEST RESULTS FOR NO STONES. 
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FIGURE 6 

TEST RESULTS FOR NO SLOPE DISCONTINUITY 
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WAVE STEEPNESS H/L = 0.01 
WAVELENGTH TO 
DEPTH RATIO        L/D - 10 

LOWER SLOPE A = 34° 
UPPER SLOPE   B = W/fl 

H   .6 - 

INVESTIGATOR 

O FALLON (1971) 
D = 0.33" 

O   LOOK LAB (1969) 
D = 1.26' 

.2      .3     .4      .5     .6      .7 
RELATIVE BERN! DEPTH, Z/D 

^> 
-o 

FIGURE 10 

COMPARISON OF REFLECTION COEFFICIENTS 
FROM A DISCONTINUOUS, ROCK-FILLED 
WAVE ABSORBER FOR L/D = 10 
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DESIGN OF FILTER SYSTEM FOR RUBBLE-MOUND STRUCTURES 

Theodore T. Lee 
Researcher 

Look Laboratory of Oceanographic Engineering 
Department of Ocean Engineering, University of Hawaii 

Honolulu, Hawaii, U. S. A. 

ABSTRACT 

The rubble-mound seawalls, groins, breakwaters and ripraps around ocean- 
fall pipelines are still the most common type of shore-protection structures 
currently in use. Major reasons include: easiness to construct and repair, 
flexible with respect to settlement, favorable wave-energy dissipation, fitness 
for any water depth and any foundation, and because of its economical nature if 
rubble-stones are readily available. However, the importance of a filter system 
in the stability of such structures must be emphasized. More recently, the sub- 
merged rubble-mound structures have become very popular due to aesthetic 
reasons. A filter system is considered a must to protect such a structure 
against erosion as a result of wave overtopping. 

Following a brief review of the problems, general discussions are made of 
the specific causes of failures including piping, overtopping, and nonstability. 
The physical factors that would affect the filter design are discussed in 
detail. Methods for design of filter system is presented including those appli- 
cable to the gradation of filter layers and to the plastic filters. The design 
procedure involves (a) making mechanical analysis of the backfill and base 
material, (b) estimating sizes of voids in the rubble-stones, (c) designing 
filter by Terzaghi criteria as revised by U.S. Army Waterways Experiment Station. 

A sample design of graded filter system behind rubble-mound seawalls is 
given. 

The procedure for the selection of plastic filters is also included. 

A comparison of the merits and demerits of these two types of filter systems 
will be made. This comparison will take into account the model test results 
conducted in the Look Laboratory. However, the readers are cautioned about the 
scale effects of the scour characteristics particularly on those tests with 
light-weight model sediments. 

This paper is intended as a general guideline for practicing engineers who 
will be responsible for design and construction of rubble-mound marine structures. 

1917 
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INTRODUCTION 

The rubble-mound seawalls, groins, breakwaters, and ripraps around ocean 
outfall pipelines and oil production structures are the most common types of 
marine structures currently in use. Major reasons are: (1) have good wave- 
energy dissipation characteristics thereby reducing wave run-up and bottom 
erosion, (2) easy to construct and to repair damages, (3) flexible in response 
to settlement, (4) suitable for use in any water depth or with any type of 
foundation, and (5) economical since rubble-stones usually are readily avail- 
able near site. Unfortunately, many rubble-mound structures have failed due 
to faulty design and construction. In some instances, the interaction between 
waves, storm surges, wind-driven currents and the structure is not well defined 
and failures occur due to instability of the structure. In the past, emphasis 
has been placed on the effect of size or weight of the rubble-stones and/or 
armour units on the desirable stability. The importance of the foundation 
characteristics has been overlooked. Undoubtedly, many failures were caused 
by inadequate foundation protection. For example, a lack of proper rubble- 
stone gradation and filter system behind the seawall at the Sangley Point, 
Philippines has resulted in the leaching of the backfill behind the seawall, 
and in foundation erosion. More recently; the submerged breakwaters have be- 
come very popular in the United States due to aesthetic and environmental rea- 
sons. A filter system is considered a must to protect such a structure against 
erosion as a result of wave overtopping. 

Most experimental studies on the stability of breakwaters have been con- 
ducted in a fixed-bed model without due consideration of the effect of founda- 
tion erosion on the stability of the armour units. 

This paper is aimed to improve the design of the filter and rubble grada- 
tion system of a rubble-mount structure subject to a given critical ocean 
environment. Both graded and plastic filters will be discussed. It is intended 
as a general guideline for practicing engineers who will be responsible for 
design and construction of rubble-mound marine structures. The paper is also 
intended to call the attention of researchers to consider foundation erosion 
and protection by filter system in their future experimental studies on stabi- 
lity of rubble-mound type structures. 

STATEMENT OF THE PROBLEM 

A complete failure of the rubble-mound structure can be expected if the 
stone gradation is improper or if the filters are not provided, or are impro- 
perly constructed to specification. Many failures have been attributed to 
internal erosion wherein beach materials are removed by percolating water, such 
as that due to water waves, surface runoff, and tidal flow. As a wave and/or 
tide rises on a pervious wall, water fills all the voids back to the imper- 
vious section or until the soil is saturated. When the wave recedes, this 
water must be permitted to escape immediately or the hydrostatic pressure will 
cause the facing to be dislocated by piping action in the soil foundation 
unless a filter is provided. Washing-out of the backfills, settlement of 
the main structure and overtopping of the subsequent waves will follow even- 
tually. Overtopping could also occur due to tsunami or hurricane wave effects. 
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To reduce the danger of piping, either a drainage filter system or an imper- 
vious membrane should be considered. 

A drainage filter system consists of a narrow vertical or sloped layer 
or layers of graded stone, gravel, and sand behind the rubble-mound structure 
underneath the foundation toe. The impervious membrane or cutoff wall is 
composed of such materials as steel sheet piling or plastic blankets (Barrett, 
1966). These impervious layers are designed respectively to penetrate into or 
to cover beach areas so as to lengthen the path of seepage. This tends to 
prevent the water from reaching the backfill or beach soil. The filter system 
is preferable. However, it should be noted that filters cannot function effec- 
tively unless they are free of fines. 

Generally, four types of rubble-mound seawalls may be designed with graded 
filters as shown in Fig. 1. The size of stones is of primary importance. It 
may vary from top to bottom of the wall depending on such parameters as wave 
height, slope of wall and specific weight of stones. Design principles are 
presented by the Bank Protection Committee, California (1960), and by the U.S. 
Army Coastal Engineering Research Center (1966)! If the seawall includes a 
hand-laid steep section, heavy face stones are generally required. For a 
flatter slope, the size of stone can be materially reduced. A slope of 1.5 on 
1 is used generally but 1.2 on 1 is not uncommon. 

DESIGN CRITERIA FOR GRADED FILTER SYSTEM 

The gradation of the filter material depends on the characteristics of the 
backfill or beach materials and on the voids of rubble stones or armour units. 
The filter material should be uniformly graded from fine sands, coarse sands, 
gravels such that it will not wash into it. The material could be in two or 
more protective layers. 

The design procedure involves (a) making mechanical analysis of the back- 
fill and/or base materials, (b) estimating sizes of voids in the cover rubble- 
stones, and (c) designing filter by Terzaghi criteria as revised by U.S. Army 
Engineer Waterways Experiment Station (Posey, 1961 and 1971). It stipulates 
that: 

D15 Filter 

20 

25 

D85 

I      °15 

Base 

Filter 

'   ~D15 

D50 

Base 

Filter 
D50 

D85 

Base 

Filter 

voids.stones 
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where D = nominal diameter of grain size usually in mm, and 
for example D• means 50% grain size 

The thickness of the filter material should be adequate for a complete 
coverage of subgrade and backfill materials. In prototype, a layer of 6 to 12 
inches is considered adequate. For rubble-mound structures with large voids, 
it is necessary to design a multilayer filter system. The first layer filter 
material is protected by another layer with its size distribution governed by 
the same design criteria as indicated above. This process is continued until 
filter material size is large enough to resist washing away through the voids 
formed in contact with ocean waves on the outermost layer of the rubble stones. 

A sample design of a graded filter system behind rubble-mound seawalls 
is given in Figure 2. 

DESIGN OF PLASTIC FILTER SYSTEM 

In the event of unavailability of aforementioned graded materials suitable 
for local ocean conditions, a new type plastic filter has been found effective 
in increasing the stability of shore protection structures such as rubble revet- 
ments, seawall toe protection, bulkheads, rock groins, breakwaters, legged 
drilling platforms, and drainage systems (Fig. 3).  The use of plastic fil- 
ters as a replacement for graded filter systems and filter blankets in coastal 
structures was discussed by Barrett (1966, 1972). 

In general, the plastic filter is woven of synthetic fibers such as poly- 
vinylindene chloride resin monofilament yarns and polypropylene monofilament 
yarns which have higher tensile strength and higher resistance to abrasion than 
the former. Its filtering ability (permeability and soil particle retention) 
can be designed to meet individual requirements. Depending upon local soil 
conditions, the water volume and type of flow expected the permeability and 
filtration requirements of the plastic filter may vary from one project to ano- 
ther in an identical structure. In cases where thickness is required, this 
element would have to be realized by adding a layer of gravel or crushed stone. 
If the soil to be protected has an excessively high silt content, it would be 
advisable to place a sand pad beneath the plastic filter. Important design 
considerations include: the type of structure, weight and type of armour units, 
method of construction, and forces the structure is designed to withstand (wave 
action, water volume and hydraulic gradient oscillations, velocities). These 
variables determine the necessary abrasion resistance, tensile strength, punc- 
ture, and burst strengths of the plastic filter cloth, as specified. In all, 
the plastic filter must be so designed to be effective to retain soil and re- 
main permeable to water under both laminar and turbulent flow conditions.  If 
a particular plastic filter is selected, it is advisable that laboratory tests 
be conducted to determine permeability and filtration properties in the base 
materials to be protected, so as to ensure the filtering effectiveness as 
expected. 

A comparison of the merits and demerits of these two types of filter systems 
is given in Table 1. This comparison takes into account the model test results 
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ALTERNATE TOE 
TREATMENT 

DUTCH METHOD 

(a) Permeable rock revetment 

(b) Rock breakwater/jetty/groin 

I . L Kxisting Bottom 

(c) Legged platform erosion protection 

Riprap 

Plastic Filter 

(d) Timber bulkhead 

Perforated or 
Tile Drain Pipe    ,-_:'. 

Plastic 
Filter 

diamaa.-r.;-: • 

(e) Pipe wrapping drainage system 

FIG. 3 TYPICAL APPLICATIONS OF PLASTIC 
FILTERS If! COASTAL STRUCTURES 
(Courtesy of R.J. Barrett of 
Carthage Mills, Inc.) 
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TABLE I A COMPARISON OF THE MERITS AND DEMERITS 

OF PRADED AND PLASTIC FILTER SYSTEMS 

Filter Type 

Graded 
Filter 
System 

Merits 

1. most likely available 

2. widely accepted practice 

3. less effect of long-term oper- 
ation on permeability and fil- 
tration may be expected. 

4. the effectiveness will not be 
affected due to 
bio-deterioration 

Demerits 

very difficult to construct 
to specification under water 

2. 

3. 

difficult to determine the 
voids of the armour stones 
as required to design filter 
gradation 

rock filter has not indepen- 
dent strength because it 
depends on soil condition 
for its stability 

Plastic 
Filter 
System 

1. filtering ability can remain 
the same during installation 

2. have an independent tensile 
strength 

3. eliminate screening process 
required for the graded 
fi1ter 

4. permit greater opportunity for 
consistency in filter design 

5. plastic filter can be applied 
without too much concern on 
the geographic location and 
availability of graded 
materials 

1. the plastic filter materials 
may not be readily available 

2. initial cost may be higher 
than graded filter 

3. more difficulty to maintain 
the permeability and filtra- 
tion ability over long-term 
operations 

4. the effectiveness may be 
reduced due to 
bio-deterioration 
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conducted in the Look Laboratory which will be described in the following 
paragraphs. However, the readers are cautioned about the scale effects of the 
scour characteristics particularly on those tests conducted with light-weight 
(walnut shells, ground) model sediments. 

LABORATORY EXPERIMENTS IN DETERMINING THE STABILITY 
OF RUBBLE-HOUND BREAKWATER WITH FILTER SYSTEMS 

An undistorted, two-dimensional hydraulic model study was conducted to 
test the stability and sensitivity of rubble-mound type jetty design with graded 
and/or plastic filter systems. Particular attention was given to the charac- 
teristics of the armour stone, secondary layers, core materials and character- 
istics of scour at the toe and under the foundation of the jetty. Model scales 
selected were: 1:24.5, 1:23.4, and 1:20 respectively. 

A review of the considerable literature concerning hydraulic model studies 
on breakwater stability revealed that most study tends to neglect the effect 
of a movable bed on stability, including the characteristics of scour under 
the foundation, particularly under overtopping storm wave conditions. The scale 
similitude and significant findings were described previously by Lee (1970). 
The purpose of this section is to point out the importance of erosive type model 
and the phenomenon of permeability and filtration observed in the movable-bed 
model. 

Two types of model sediments were used, i.e. fine sands and ground walnut 
shells. Their size distributions are shown in Fig. 4 respectively. The charac- 
teristics of jetty materials in model is shown in Table 2. 

The general dimensions of final test sections of the jetty with and without 
plastic filters are shown in Fig. 5. The effectiveness of the graded or plastic 
filter are indicated in Fig. 6. Both are quite effective in reducing the 
scouring at the jetty toe, as compared with excessive scour depth when the jetty 
is designed with minimum or no toe protection. 

It is interesting to note that the permeability and filtration characteris- 
tics are significantly different without toe protection and with protection by 
graded and/or plastic filters (Fig. 7). For the same duration of wave actions, 
the permeability and filtration is much greater for the jetty with no toe 
protection. 

To demonstrate the effect of model sediment property on the scouring charac- 
teristics, tests were conducted for identical jetty design but two different 
sediments (sands and ground walnut shells) were used. The scouring at jetty toe 
are compared in Fig. 8. It should be noted that time scales for them must be 
taken into consideration in order to have a fair comparison. The permeability 
and filtration for the two different materials are similar as shown in Fig. 9. 

It was found that: (1) To prevent scouring under the jetty, it is necessary: 
(a) to extend a layer of core materials beyond the armour-stone toe, and then 
place two layers of secondary stones over this core layer with proper gradation, 
or (b) as an alternative, a plastic filter may be placed under the jetty and 
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SWL 

SEAWARD 

4" in model 

(a) without plastic filter, graded filter only 
(Test Section 6) 

SECONDARY SEAWARD 
B 

(Poly Filter X) 

(b) with plastic filter 
(Test Section 3) 

FIG. 5 GENERAL DIMENSIONS OF FINAL TEST SECTIONS 
OF THE JETTY WITH AND WITHOUT PLASTIC 
FILTERS 



1928 COASTAL ENGINEERING 

4.0 

3.0 

Q. 
til 
O 

a z < 
in 

2.0 

1.0 - 

T«s» No. 4 
Test No. 5 

-..TM' No.ff" 1.0 

- 2.0 
a. 
ui 
a 
a 
z 

3.0 

o 
o 

1.0 2.0 3.0 4.0 

MODEL TEST DURATION      (hours) 

FIG.   6    SCOUR CHARACTERISTICS OF JETTY TOE AS 
A FUNCTION OF DEGREE OF PROTECTION 



RUBBLE-MOUND STRUCTURES 1929 

Without    plastic    filter 
( 15ft ,  8 sec,  2 hr.) 

With       plastic    filter 

115ft, 8 sec,   2 hr.) 

FIG.   7 
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(a)  Sands—Zhrs     of   20ft, 10 sec   waves 
a 3hrs   of   14ft, 8 sec      waves 

(TEST     SECTION   5 ) 

(b)   Walnut  shell—5hrs  of 15ft, 8 sec 

waves  (TEST SECTION   10) 

FIG.   9 
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extend beyond the toe with secondary atones over it; (2) a filter layer, prefer- 
ably plastic, is necessary in the prototype construction between the core 
material and the sandy beach; and (3) quantitative experiments on the scouring 
depth at the jetty with different model sediments need to be studied further. 

The stability of the rubble-mound structure should be studied in a movable 
bed model, particularly the structure is founded in a depth shallower than the 
critical depth for sand movement. Otherwise, the designer should specify that 
the jetty bottom should either extend below scour depth yet to be determined, 
or it should be rest on a plastic filter. Also, the filter system for a jetty 
should be designed with extreme care, particularly if translatory currents 
induced by tidal and river flow along the longitudinal axis of the jetty are 
significant. 

SUMMARY 

The need for a properly designed and constructed filter system is obvious 
in the stability of rubble-mound marine structures.    The design criteria given 
in this paper would be helpful  to practical engineers to select either graded 
or plastic filters to suit local environmental and resources conditions.    The 
gradation of filter materials is dependent on the characteristics of base sands 
and cover-stones of armour units.    The plastic filter must be selected to meet 
the requirements of permeability and soil-particle retention, preferably deter- 
mined from laboratory tests under a variety of flow conditions anticipated 
at site. 

A movable-bed type test should be conducted for future studies on the sta- 
bility of rubble-mound structures to determine the scouring characteristics 
with due consideration of model  scale effects. 
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ABSTRACT 

A group of piles in a specific geometric pattern may repre- 
sent a part of a foundation supported by multiple pilings or a 
porous sea wall or other type of porous coastal structure. "Wave 
characteristics" of such a structure will include not only the wave 
transmission but also wave reflection characteristics. 

Most of the experiments in the past on pile groups were mainly 
concerned with wave transmission characteristics as a function of 
wave height and period. The main purpose of these previous studies 
was to evaluate the absorption characteristics of pile groups, 
and wave reflections were generally not measured, or evaluated. 

Variables in this study included wave characteristics such as 
wave height and length and three types of symmetric pile arrays, two 
providing clear spacing in the direction of the wave between pile 
rows and one with a staggered arrangement. 

The results presented in dimension!ess form show the effect 
of pile geometry and wave steepness on the coefficient of reflec- 
tion and transmissibility. 

INTRODUCTION 

Wave reflection from solid sea walls and other objects is 
an important phenomenon in ocean engineering. When the structure 
is permeable or porous, the ftiaubmi&Aiovi o$ wavej>  through it as 
well as wave. n.e.{le.c£lon  from it must be considered in evaluating 
the "wave characteristics" of the structure. 

A group of piles in a specific geometrical pattern might be 
generalized as a porous structure or porous sea wall. Many such 
types of porous structures were investigated before the invasion 

1935 
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of Normandy during World War 11(1) . 

Most of the experiments in the past on pile groups were mainly 
concerned with the transmission character of the particular group, 
and with the effect of various types of waves upon the transmission 
characteristics, also called tnammliitbtllty.    It can be said 
that in the previous studies the pile groups were considered mostly 
as breakwaters, and their wave absorption characteristics were of 
main concern. 

A vast amount of research has also been focused in the past 
upon the wave forces acting on the piles (1,2,3,4). 

Very little research has been performed on the wave reflec- 
tion from cylindrical piles. It is true that in some reports 
mention is made of magnitudes of wave reflection from pile groups 
and the effect of spacings of the piles in the pile groups, but 
conclusions, if any, are quite general. This rather vague and 
small amount of information on the reflection from pile groups 
prompted the interest in this investigation. A further motiva- 
tion was a report by Wiegel, which read: "Von. a. glvtn numbvt of 
piloA, theA-z dou not appeal to  foe any appiexuabZe. dlffejience. In 
the. effzct of the v&Uoab awiay conflguKatLom upon the. e-ffectlve- 
ne&i of the. ittuctuAe ai a bn.eakwateA."    (1) 

BRIEF REVIEW OF EARLIER STUDIES 

Wiegel developed a formula for the transmissibility of a 
single row of piles (1). In assuming that the portion of power 
transmitted through the pile row is proportional to the portion 
of gaps between the piles, the following formulas, 

HT   PT    K _I = -1 - b m 
Hj  Pj " D+b" ' (  ' 

can be derived, where 

HT = the transmitted wave height, 

Hj = the incident wave height, 

PT = the transmitted power, 

P, = the incident power, 

b - the distance between piles, and 

D = the diameter of the piles. 

However, Wiegel found that the measured transmitted wave 
height in a model was almost 25 percent greater than the trans- 

* Numbers in parenthesis refer to references listed at the end 
of the paper. 
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mitted wave height predicted by Equation 1. The discrepancy was 
attributed to wave diffraction effects. 

Wiegel also pointed out that if a group or configuration of 
piles is used which has more than one row, the problem of calcu- 
lating the power transmitted, and consequently the transmitted 
wave height, becomes more complicated. This is due to a number 
of factors, namely, reflection of the energy, scatter of the 
energy, and the energy dissipated by skin drag and form drag. 

Reid and Bretschneider (4) commented that the results of 
studies seem to indicate that the mutual interference of piles 
apparently does have an effect on the wave characteristics if the 
spacing is less than two pile diameters. However, it is mentioned 
further that for greater spacing the effect is slight and probably 
can be ignored in most piling structures. 

An investigation of the effect of mutual interference of 
piles was reported by Morison, et al. (2) Although the inter- 
ference concerns the ratio of the maximal moment on the center pile 
of a column or row to the maximal moment on a single pile, the 
results showed that at spacings of less than 1-1/2 times the pile 
diameter in the row arrangement (perpendicular to wave travel) 
interference effects are noticeable on the three-pile row used in 
the study. Also, this interference effect on the row of piles was 
concluded to be negligible for spacings of 1-1/2 times the pile 
diameter or greater. 

Costello (5) studied the wave-height transmission capacity 
of dense pile structures, comparing the effects of spacing between 
piles transverse to the wave front to the effects of longitudinal 
spacing of piles. The results of his studies indicate that the 
relative depth, d/L, may be neglected in the comparison of various 
transmission capacities. Costello also noted that increasing the 
number of rows by 100 percent resulted in an average decrease in 
wave transmission of only 18 percent, irrespective of the con- 
figuration and density of the cylinders. Furthermore, from the 
data obtained within the pile group itself, Costello concluded 
that approximately 50 percent of the total decrease in wave trans- 
mission occurred within a distance of less than 1/4 of the wave 
length, measured from the incident face of the group of cylinders. 
In an abstract of the paper Costello states that: "The. ov&iall 
>iu,alti> o{, the ex.peJvwe.nti ihow xcutheA conaluiiveZy that a mod- 
eAateZy den&e. piled itn.acta>tt ii highly Selective in it6 capacity 
to ne.du.ce wave action."    (5) 

Joshi (6) studied the relation of the coefficient of reflec- 
tion to several wave characteristics, such as L/D, and steepness 
for a single row of piles. 
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EXPERIMENTAL STUDIES 

1. Tut FCLCAZLUU 

The experiments were conducted in a wave tank having an 
overall length of 67.5 feet, a depth of 2 feet, and a width of 
2 feet. Waves were produced mechanically by an oscillating pendu- 
lum-type wave generator. The wave tank was equipped with efficient 
wave absorbers. Wave profiles, wave reflections and other wave 
characteristics were measured by capacitance-type probes and 
recorded electronically. 

The pile configurations consisted of groupings of sixteen 
pipes, each having a diameter of 3/4 inch, in all cases except for 
one arranged in a rectangular array. The particular patterns of the 
piles were set up by using two pieces of 3/8 inch marine plywood 
with the pattern holes drilled through them. Pins were placed 
through the four corner pipes directly above the piece of plywood 
on the bottom of the tank and directly below the piece on the top 
of the tank. The pile group was then firmly held in place when 
clamped down as shown in Figure 1. 

Figure 1 Pile Group Arrangement 

2. Ex.peAlme.ntaZ ?h.ocedu/ie. 

The depth of water used throughout the testing was held con- 
stant at 1 foot. Also held constant was the L/d ratio (length of 
wave/depth of water) equal to 3.70. The wave period, T, was 
computed using the Airy equation: 
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•TV Sk     tanh       Up (2) 

where g = acceleration of gravity. The wave period was then set 
on the wave generator and remained constant for all tests. 

For measurement of wave reflection the probe was placed on 
the approaching wave side of the pile group. 

After starting the wave generator, the stylus of the re- 
corder was slowly moved back and forth in the longitudinal direc- 
tion at the center line of the pile group for a distance slightly 
more than that of the wave length. This was repeated with the 
probe moved to be in line with the outer column of the pile 
group, in order to obtain an average reading. The data were 
collected for three wave steepnesses (H/L). The methods used 
in determining both the incident wave height and the reflection 
coefficient are described in References 7 and 8. Measurements 
of the transmitted wave height were taken on the opposite side of 
the pile group. 

3. Ccu>£& Tutad 

Three cases were studied. Cases I and II were similar in 
that a basic pattern of four columns and four rows was used. 
Case I involved tests on groups of piles with the clear space 
transverse to the oncoming wave being the variable and keeping 
the clear space parallel to the oncoming wave constant at two pile 
diameters (2D). Case II involved tests on groups of piles with 
the clear spacing parallel to the oncoming wave being the variable 
and keeping the clear space transverse to the oncoming wave con- 
stant at 2D. For both Case I and II the clear spacing used were 
D, 1.50, 2D, 3D, and 4D, making a total of 9 different cases. 

Case III consisted of just one pattern of the piles in which 
they were staggered, the clear space between them being equal to 
2D. Figure 2 shows all pile arrays, and Figure 3 shows the 
staggered array in Case III. 
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Figure 3 Staggered Pile Arrays. Case III 
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RESULTS 

The results of the study can best be expressed by examining 
the graphs developed from the experimental data. The following 
five variables were employed in the plots: wave xtiltction coe<J- 
llcsltnt, wave. thaMmiA&ZbltlZy, wave. itetprnM, tiwMveAAo. pltz. 
Spacing "a", cmd tongitaiiinaZ pile, ipaclng  "fa". 

Figures 4 and 5 show tn.animi&iA.b>Ltity as a function of wave 
it&e.pnea. These curves are similar to curves presented by both 
Wiegel and Costello and demonstrate the trend of slightly de- 
creasing transmissibility with increasing steepness. In Figure 4 
the cases investigated seem to indicate that as the spacing "a" 
increases the transmissibility decreases. This however seems 
contrary to expectations and will be investigated further in a 
subsequent plot. In Figure 5 the trend is as expected because 
here as the spacing "b" increases so does the transmissibility. 
This will also be discussed in more detail. 

Figures 6 and 7 present the effect of wave itzepneAA  on 
comid&nt 0(5 KiLilnoXion.    In both Case I and Case II the trend 
of the reflection coefficient decreasing with increasing steep- 
ness is apparent from the lowest steepness to approximately 
0.065. 

In general the decrease in reflection coefficient is at a 
faster rate at the low steepness portions of the curves for small 
spacings of piles, and at a faster rate of decrease on the high 
steepness portions of the curves for larger spacings. The reflec- 
tion coefficient decreases with increasing spacing as was expected. 
It also is interesting to note that both the largest and smallest 
magnitudes of the reflection coefficient were obtained in Case II as 
shown in Figure 7. 

The relationship between the KQ,{1<LCJ±OYI cozillcZtnt and both 
the fruMiveAit and longitudinal Apaelngs  is shown in Figures 8 and 
9. It can be seen that the reflection coefficient steadily de- 
creases with an increase in the spacing for both cases tested. 
It is also noticed that Case II produces both the highest and 
lowest magnitudes of reflection; but now it can be seen directly 
that in Case II the rate of reduction in reflection coefficient 
is definitely greater. Thus with regard to the patterns tested, 
it is beginning to appear as that the spacing "b", is of equal, 
if not more, importance than the spacing "a", as far as the re- 
flection coefficient is concerned. However, it is possible that, 
had another spacing between piles been chosen to be held constant, 
the results might have been different. 

Figure 10 is an interesting plot drawn for Case I showing how 
the transmissibility is affected by the transverse spacing, "a", 
of the pile arrays. As revealed by Figure 4, it is again shown 
that the lowest steepness gives the highest transmissibility with 
a particular spacing or pattern. However, the shape of the curves 
is particularly interesting. If some thought is given as to why 
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the transmissibility increases, it appears logical that as the 
spacing increases less energy will be lost. Hence, the trans- 
missibility will rise. Why does the transmissibility then at first 
decrease as the spacing increases? A possible explanation to this 
question is available if we examine the two major types of energy 
losses encountered when a wave passes through a pile group. The 
two losses are: reflection loss and energy loss as a result of 
eddy formation. Now, if energy loss due to eddy formation is 
considered to be significantly higher than that due to reflection 
for this particular case ("b" = 2D), it can be surmized then that 
as the spacing increases from a comparatively dense arrangement 
the transmissibility will decrease mainly due to larger eddy 
losses. As the spacing becomes very large however, the effective- 
ness of the pile group as an energy dissipator decreases. Thus, 
the shapes of the curves in Figure 10 can be explained. It should 
also be noted that the decrease in transmissibility in Figure 10 
might not be as steep as it appears. The reason for this is that, 
when the small spacing groups of Case I were tested, there appeared 
a "peaking" of the waves behind the pile groups due to the higher 
ends of the wave along the tank walls moving transversely toward 
the lower or center part of the wave. This made it difficult to 
obtain an accurate measurement of the transmitted wave height. 

For an idea of how transmissibility is affected by the parallel 
spacing, "b", of the piles (Case II), Figure 11 can be examined. 
Again it is shown that the lowest steepness yields the highest 
transmissibility with a particular spacing. The shape of the curves 
in this plot also merit special attention. If the pattern with 
"b" = D is used, it can be assumed that the energy loss is due 
mainly to reflection because the spacing parallel to the oncoming 
wave is not yet sufficient to yield great eddy losses. Hence, the 
transmissibility increases as the spacing becomes larger and the 
effect of reflections becomes less pronounced. But now as the 
spacing, "b", gets larger than 2D, the eddy loss becomes considerable, 
and the transmissibility will decrease slightly. Although Figure 11 
seems to indicate this decreasing trend might continue, it is 
highly probable that the curves will again start to rise and continue 
rising asymptotically toward HT/HT = 1, beyond some spacing larger 
than 4D. 

Case III consisted of a single test performed on a pile 
arrangement in which the piles were staggered and evenly spaced 
both transversely and longitudinally by 2D. This test can then be 
compared with the rectangular array, spaced 2D by 2D. It was found 
that the reflection coefficient for the staggered array was slightly 
less than that for the rectangular array. The reason for this is 
not clear, because it would seem that the reflection coefficient 
would be larger for the staggered array owing to the fact that more 
surface area would be directly in the way of the incident wave. 
However, the average difference of reflection coefficient between 
the two pile groups was less than 1%, which very well might be less 
than the experimental error. The staggered array produced a trans- 
missibility which was less for each wave than that produced by the 
2D by 2D rectangular array. This result agrees with the statement 
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found in Costello's report which reads: "The. head ton ac/to&i, 
unifioxmly ipaczd banki o{ tu.bj.ng uiai QKeatex (OH. a itaggeAed anxay 
than ^on. ie.cXa.nQiil.an. ipaced tubeA."    (5) 

, The subject of reflections from staggered arrays warrants 
further experimentation. 

CONCLUSIONS 

(1) The transmissibility of a particular pile group decreases 
with a decrease in the steepness of the waves passing through the 
group. 

(2) In general, the reflection coefficient of a particular 
pile group also decreases with a decrease in the steepness of the 
waves passing through the group. 

(3) The reflection coefficient decreases with an increase in 
the longitudinal and transverse spacing between piles. 

(4) It appears that the longitudinal spacing, "b", is of 
equal, if not more, importance than the transverse spacing, "a", 
in regard to the reflection coefficient of pile groups. This is 
based on the facts that the case of longitudinal spacing had the 
largest and smallest reflection coefficients and consequently a 
greater rate of reduction in reflection coefficient for an increase 
in spacing. 

(5) The variation in transmissibility between different pile 
groups depends considerably on the spacings between the piles and 
the corresponding combinations of reflection loss and eddy loss. 

(6) The reflection coefficient does not appear to be signi- 
ficantly changed by staggering the piles. 

(7) Staggering the piles does decrease the transmissibility. 
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CHAPTER 111 

WAVE RUNUP ON VERTICAL CYLINDERS 

by 

LTld   I 

ABSTRACT 

Wave height at a point on vertical cylinders is measured as a function of 
the orientation angle, a, between the normal from the point on the cylinder 
and the direction of travel of a single periodic train of waves.  The wave 
height distribution, H(a), has a broad maximum around a = 0° (facing into the 
waves) and a more restricted maximum at a = 180 .  The maximum at a = 0° 
increases with wave height in all cases, and the superelevation has about the 
magnitude of the velocity head in the wave crest.  In 21 different H(a) for 
which it is possible to determine the axis of symmetry by a simple objective 
test, 14 H(a) have axes of symmetry within * 3° of the direction of wave 
travel. Most of the variation in H(a) is due to variation in crest elevation; 
trough elevation remains relatively constant for the 360° range of a.  The 
shape of H(a) depends more on height and cylinder cross section than on period, 
although the variation in H(a) as a function of cross section is significantly 
less than the extreme variations in tested cross sections.  Applications of 
these results to wave direction measurement and to interpretation of wave 
records from surface-piercing wave gages are discussed. 

INTRODUCTION 

As a wave passes a vertical cylinder, its shape, including its height, 
is affected by the presence of the cylinder.  The purpose of this paper is 
to present measurements of wave height very near the surface of cylinders of 
selected cross sections.  These experiments are motivated by the possibility 
that the wave height distribution around a cylinder can be used to measure 
wave direction.  The height data in this paper are for periodic laboratory 
water waves propagating in one direction. 

When a wave passes a vertical cylinder, the principal effects of the 
resulting wave-cylinder interaction are scattering by the cylinder and 
viscous dissipation in the wake of the cylinder (Chen and Mei, 1971). The 
parameter, TTX/L, where X is the nominal cylinder diameter and L is the 
wavelength, describes the wave scattering,and the parameter, H/X , where H 
is the incident wave height, describes the wake effects.  There should be a 
critical value of each parameter above which respective effects are signifi- 
cant, but these critical values are not known.  Bidde (1970) suggests that 
eddy shedding by waves around a cylinder depends on a Keulegan-Carpenter 
number, K = UT/X, where U is the maximum fluid velocity and T is the wave 
period.  In Bidde's (1970) experiments, eddy shedding occurs when K ^ 3. 

Chief, Coastal Processes Branch, U. S. Army Coastal Engineering Research 
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Oceanographer, Coastal Processes Branch, U. S. Army Coastal Engineering 
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The three dimensionless numbers, TTX/L, H/X, and K, are collectively referred 
to in this paper as wave interaction parameters. 

Only two previous experimental studies of wave height distribution 
around vertical cylinders are known to the authors (Hellstrom and Rundgren, 
1954; Laird, 1955), and both of these studies are for a limited range of wave 
interaction parameters (Table 1).  These early studies verify even casual 
observations that the wave height distribution around vertical cylinders is 
approximately symmetric about an axis given by the direction of wave travel. 

TABLE 1.  WAVE INTERACTION PARAMETERS* IN EXPERIMENTAL STUDIES 
OE WAVE HEIGHT AT CYLINDERS 

(1) (2)       (3) 
TTX/L H/X      UT/X 

This paper      Circular cylinders  0.015 to 0.15   0.25 to 4.0  2 to 15 
and H-bearns 

Hellstrom and   Cylindrical model      VL.O ^0.4 
Rundgren, 1954  lighthouse 

Laird, 1955     Cylindrical model      VL.O ^0.05 
island 

^Column (1) is the scattering parameter; column (2) is the wake parameter; 
column (3) is the Keulegan-Carpenter number for eddy shedding (Bidde, 1970). 
X is diameter of cylinder, H is wave height, T is wave period.  Both L 
(wavelength) and U (maximum particle velocity) are computed from linear 
theory. 

TEST VARIABLES 

Data were collected in CERC wave tanks 96 feet long by 1.5 feet wide, 
and 85 feet long by 14 feet wide.  Each tank has a piston-type wave generator 
consisting of a vertical flat plate constrained to move horizontally in 
approximately simple harmonic motion, so that the generator motion is 
uniquely determined (in theory) by the period, T, and eccentric, E, of the 
driving arm (Galvin, 1964).  In practice, the generator in the 85-foot tank 
vibrates badly, introducing higher frequency bumps in the wave record, 
especially for low waves. 

The downstream end of the tanks have absorbing beaches designed to min- 
imize reflection, and reflection was not considered a problem in these tests. 

The wave height distribution around the cylinder depends on three sets 
of independent variables: 
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Height Distribution = f(H, Cylinder, Gage) (1) 

The first set, including 4 variables, determines the wave height, H, 
in the absence of the cylinder 

H = H(T, E, d, x ) (2) 

where d is the water depth and x is the distance from the generator to the 
g 

cylinder.  Distance, x , is required because the wave deforms nonlinearly as 

a function of distance traveled (Galvin, 1972). 

The second set of independent variables describe the cylinder, including 
cylinder shape, size, and material.  For the purpose of this paper, the term 
'cylinder1 includes any shape that can be formed by moving a vertical line 
around a closed curve.  In this sense, the 7 shapes shown in Figure 1 are 
sections of cylinders.  Cylinders A and B are circular cylinders; Cylinder C 
is the finned cylinder; Cylinders D, E, and F are the deep H-beam, the square 
H-beam, and the shallow H-beam, respectively; and Cylinder G is the flat plate. 
These cylinders vary in dimensions from a minimum of 0.5 inches for the 
thickness of the flat plate to a maximum of 12 inches for the diameter of the 
outer circumference of the finned cylinder.  Cylinders A through F were made 
of Plexiglas: 1/8-inch thick for Cylinders A and E, and 1/4-inch thick for 
Cylinders B, C, D, and F.  Cylinder G is varnished plywood.  In addition to 
those shown on Figure 1, a number of other cylinders were tested for special 
purposes, including scale effects. 

The third set of independent variables are the characteristics of the 
wave gage used to measure the height, including accuracy, distance between 
cylinder surface and gage, and position of the gage with respect to the 
cylinder cross-sectional shape.  Accuracy and distance from the cylinder are 
discussed in the next section.  The position of the gage on the cylinder for 
non-circular cylinders is always between flanges and as close as possible to 
the middle of the web surface (Figure 2). 

The angle, a, to which the height distribution is referred, is the angle 
between the incoming wave direction and a line from the cylinder axis to the 
wave gage (Figure 2).  The wave height distribution is then indicated by 
H(a), which was measured by rotating the cylinder-gage combination through 
360° in 5 or 10-degree increments. 

The range of conditions tested at each of the cylinders is shown on 
Table 2.  The variables, H, T, and d were chosen to be Froude models of 
representative wave conditions at the CERC wave gage on the end of the 
Atlantic City, New Jersey, Steel Pier (1:15 for 96-ft tank; 1:6 for 85-ft 
tank).  Because of test restrictions, including size of available wave gages, 
the cross sections of the laboratory cylinders are larger than required by 
the model scales, if existing piling and H-beams in the field are considered 
to be prototype (see Figure 1). 
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H        H 

Figure I. CROSS-SECTION OF TEST CYLINDERS 

Wove Gage 

Wave Propagation Direction 

Figure 2. ORIENTATION ANGLE, a 
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TABLE 2.  TEST CONDITIONS 

Water Depth*, 
d, ft 

Wave Period, 
T, sec 

Wave Length**, 
L, ft 

Wave Height, 
H, ft 

Cylinders 
Tested 

1.00 1.55 8.1 0.12-0.30 A,D,E,F,G 

1.00 2.32 12.7 0.08-0.48 A,D,E,F,G 

1.00 3.10 17.4 0.06-0.26 A,D,E,F,G 

2.33 2.35 18.8 0.26-0.71 B,C,E 

2.33 3.55 29.4 0.29-0.78 B,C,E 

2.33 4.70 40.4 0.42-0.88 B,C 

*       ,c ., ,_ 25.05 ft for 1.0 ft depth; 19.5 ft for 2.33 ft depth. 

**Computed from linear theory for indicated depth and period. 

WAVE HEIGHT ACCURACY 

Three variations of the CERC parallel wire gage (Stafford, 1972) were 
used to measure H(a).  Gages were checked for calibration and drift before 
and after each run, and in the case of the circular cylinders, some runs 
were checked independently by marking the height distribution with grease 
pencil (china marker) on the cylinder and by slipping a sheet of bond typing 
paper around the cylinder and letting the waves record their own crest height 
distribution in wetting the papers.  These checks indicate that the data are 
internally consistent and usually repeatable to within a few percent.  In 
one repeat test, a wetting agent (Edwal Kwik-Wet) was added to give the tank 
a 40 ppm solution of water with low surface tension. With this solution, the 
observed H(a) was not significantly different from H(a) without the solution, 
except over about 15% of the circle where the solution seemed to accentuate 
two minimums in H(a) by up to 20%.  Changing the cylinder-to-gage distance 
by 3/4 to 1 inch changes wave height by 2 to 3% and crest height by 1 to 8%. 
These tests indicate that cylinder-to-gage distance does not significantly 
affect the conclusions of this study. 

RESULTS 

Experimental results presented here include information on wave shape 
(Figures 3, 4, 5, 6), symmetry of height distribution (Figure 7), effect of 
period on height distribution (Figure 8), and effects of height and cylinder 
cross section on the height distribution (Figures 9, 10, 11, 12, 13, 14). 
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Wave Shape. Experience shows that it is useful to define the height, H, as 
the sum of a crest height, P, and trough height, Q, as shown on Figure 3 

H = P + Q (3) 

In terms of height distributions, the height at orientation angle a is 

H(a) = P(a) + Q(a) (4) 

H    i     Still Water Level 

Figure 3.  WAVE HEIGHT DEFINITIONS 

Experiments show that most of the variation in H(a) is due to  variation in 
P(a) (Figure 4), so that variations in H(a), which are the primary interest 
of this study, are also illustrated by variations in P(a).  Since this crest 
height distribution, P(a), is easier to reduce from wave records than H(a), 
the remainder of the paper contains data in terms of P(a), unless otherwise 
stated.  For easier comparison of results, the observed P(a) is divided by P, 
the crest height in the absence of the cylinder, in Figures 8 through 14. 

The shape of the wave measured at the surface of the cylinder depends on 
the nonlinear deformation of the wave during its travel from the generator to 
the cylinder, and on the interaction between the cylinder and the wave.  For 
d/L ratios less than about 0.1, individual water waves separate into 2 or more 
waves (solitons) of unequal height whose speeds are related to their respective 
heights (Galvin, 1972).  Because their speeds differ, the separation between 
two solitons is a function of x , the distance from the generator.  Thus, on 
Figure 5, the separation is greater between solitons than on Figure 6 because 
the dimensionless travel, x /L, is 1.97 for Figure 5, compared to 0.66 for 

Figure 6.  Soliton separation does affect the shape, but not the basic symmetry 
of H(a).  Only two values of x were used for data reported here (Table 2). 

Figure 5 shows the effect of the wave-cylinder interaction due to: 
(1) wave steepness (compare low steepness shapes in left column with high 
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T= 3. 10 sec 

d = 1.00 ft. 

H= 0.29 ft. 

Cylinder E 

270°- 

H(a)/H 

P(a)/H 
Q(a)/H 

-SO- 

Figure 4. SIMILARITY BETWEEN H(a) AND P(a) IN 
SQUARE  H-BEAM 
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T= 2.32 sec. 
d = 1.00 ft. 
x„ = 25.05 ft. 

No Cylinder 

H/L = 0.013 H/L = 0.035 

Cylinder E 
a=0° 

Cylinder E 
a = 20° 

Cylinder E 
a = 90° 

5 0 
Time, Seconds 

Figure 5. WAVE SHAPE IN SQUARE H-BEAM FOR TWO STEEPNESSES 
AND THREE ORIENTATIONS 
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T = 3.55 sec,   d = 2.33 ft.,  H/L = 0.029, Xg = 19.5ft. 

No Cylinder Cylinder B, a - 0° 

Cylinder E, a = 0° Cylinder C, a = 0° 

Time, Seconds 
5 0 

Time   Seconds 

Figure 6. WAVE SHAPE AT THREE CYLINDERS FOR a = Oc 
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steepness shapes in right column); (2) presence of H-beam (compare top wave 
shapes without the H-beam to the remaining shapes with the H-beam) ; and (3) 
orientation angle (a = 0°, 20°, 90°).  At low steepness, wave shape is not 
affected much either by the presence of the H-beam or by orientation. At 
high steepness, the cylinder and a alter both the crest elevation and the 
higher frequency oscillations in the trough.  Among other phenomena, the 
steep wave at a ~  20° for these test conditions is repeatably smoother than 
the same wave with no H-beam (Figure 5). 

Figure 6 shows wave shapes at three very different cylinders (circular 
cylinder, finned cylinder, square H-beam).  Each of the cylinders amplifies 
the crest elevation compared to the elevation in the absence of the cylinder, 
but the shape of the wave does not differ much among cylinders.  The ampli- 
fication of the smaller soliton peak at the finned cylinder (lower right of 
Figure 6) appears to be due to a resonance excited by the subsiding crest of 
the larger soliton in the slot between fins. 

Symmetry.  On Figure 4, the H(a) and P(a) have obvious symmetry about 
the direction of wave travel.  For simple symmetric distribution of H(a), 
the difference between H(a) and H(ct + 180°) is necessarily zero at right 
angles to the axis of symmetry.  (This result holds for symmetric distri- 
butions whose maxima occur on the axis of symmetry.  It does not necessarily 
hold, even though the distribution is symmetric, if pronounced maxima or 
minima occur off the axis of symmetry, e.g., rectangular distributions on a 
polar plot.) 

Figure 7 shows a typical plot of the 180° differences for both H(a) and 
P(a).  The zero crossing is 2 or 3° from the 90° position required by symmetry. 
A total of 26 separate P(a) distributions are illustrated on the Figures of 
this paper.  Of these, 21 have the simple distributions that require zero 
crossing at a = 90° if symmetric.  Of these 21, the zero crossings of 14 are 
within ± 3°9   and 17 are within ±5°, of a = 90°.   The exceptions in the 26 
cases are the deep H-beam, which gives a rectangular distribution, and 
very low waves, where the 180° difference becomes about equal to the expectable 
error in measured P(a). 

Period Effect.  Figure 8 shows the P(a)/P distribution for 3 test 
conditions in which period varied but depth and height were held constant. 
These data show that the shape is approximately independent of period, 
although the amplification of height around a = 0° is 15% greater for the 
steepest wave.  Because period has relatively little effect on the height 
distribution, the remainder of this paper concerns tests run at a single 
period, T = 2.32 seconds in 1.0 ft depth, or its Froude-related value of 
3.55 seconds in 2.33 ft depth (Table 2).  Since the Keulegan-Carpenter number 
is greater than 3 in most of these tests, variation in T only affects the 
scattering parameter (Table 1).  Since there is little variation of shape of 
P(a) with T, it appears that the wave height distributions are relatively 
independent of scattering effects in these tests. 

Crest Height Distribution.  Figures 9 through 13 show the effect of 
varying wave height, at T = 2.32 seconds and d = 1.0 ft, on the 3-inch cir- 
cular cylinder (Figure 9), deep H-beam (Figure 10), square H-beam (Figure 11), 
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Cylinder A, 3-inch Circular 
H = 0.34 ft. (all tests) 

o T= 1.55 sec, P= 0. 167 ft. 

• T=2.32 sec, P=0.223ft. 

A   T=3.I0 sec, P= 0.256 ft. 

270 

Figure 8. PERIOD EFFECT ON CREST HEIGHT DISTRIBUTION, 
P(a)/P, FOR 3 PERIODS AT CONSTANT HEIGHT 
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shallow H-beam (Figure 12), and flat plate (Figure 13).  Figure 14 (the last 
figure) compares the P(a)/P for 6-inch circular and finned cylinders. Figures 
9 through 13 all have the same format, displaying P(a)/P for four test heights 
on three polar plots. The distribution for the lowest test height is repeated 
on each of the three polar plots as a reference distribution from which rela- 
tive changes may be more easily judged. 

For all distributions on Figures 9 through 13, the maximum value of P(a)/P 
occurs near a = 0°, or symmetrically about a = 0°. This front maximum has a 
magnitude that increases from about 1.0 to about 1.4 as P increases. On Figure 
8, the maximum increases as T decreases.  These facts are consistent with the 
hypothesis that runup on the front of the gage is the velocity head of the 
water particle in the wave crest. Use of linear or solitary wave theory to 
predict this runup gives results that are within a factor of 2 of observed values. 

For almost all height distributions shown, there is also a pronounced maxi- 
mum at a = 180° (see Figure 12) , but the value of this 180° maximum is not simply 
related to the wave height. This maximum in the rear is mainly stagnation head 
of converging flow in the rear of the cylinder as the crest passes, and it typ- 
ically has a value between 0.8 and 1.0. 

The existence of maxima at a =» 0° and a - 180° requires minima at inter- 
mediate angles.  These minima are observed to be related to separation points on 
the circular cylinder.  From the data available, it appears that the minima on 
the equidimensional cylinders (circular cylinders and square H-beam) shift toward 
180° as P increases (see Figures 9 and 11). 

As a general test result, the shape of P(a)/P does not vary as much as the 
shape of the cylinder'cross section.  It appears that stagnation in the front 
of the cylinder and separation in the rear reduce the effect of cylinder shape 
on the flow. 

ENGINEERING APPLICATIONS 

Wave Direction Measurement.  The symmetry in the P(a)/P distributions about 
the direction of travel suggests that the wave runup around a cylinder might be 
used to measure wave direction. Proposed wave direction instruments reported in 
the literature include: wave gage arrays, airborne cameras (Stilwell, 1969), 
radar (Oodshorn, 1960), acoustic (Multer, 1970) and electromagnetic sensors; 
devices to measure forces on small objects (Banwell, 1965), and vanes to align 
with or against the flow (Hall, 1950).  Of the instruments suggested, wave gage 
arrays appear to have attracted the most attention (Barber, 1954, p. 1048; 
Panicker and Borgman, 1970, p. 117; Ploeg, 1972, p. 331; Chakrabarti and Snider, 
1972, p. 657; Wiegel, Al-kazily, and Raissi, 1972), but techniques of processing 
and interpreting the data are still under development. Except possibly for aer- 
ial photography, none of the proposed methods (including the method proposed here) 
have satisfactorily solved the problem of distinguishing directions when more than 
one wave train occurs at the same time. At present, no instrument is accepted as 
providing an economic, automatic field measurement of nearshore wave direction 
that is reliable to within 5 degrees. Due to refraction, at least 5 degree ac- 
curacy is needed for waves near the littoral zone.  Considerable experience at the 
Coastal Engineering Research Center (Galvin and Seelig, 1971) and elsewhere 
(Zwamborn, et al, 1972) suggests that the best existing engineering solution to 

the problem of obtaining nearshore wave direction is visual observation. 
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T= 3.55 sec. 
d= 2.33 ft. 

Cylinder   B 

270' 

Cylinder   C 

90° 

Figure 14. CREST HEIGHT DISTRIBUTIONS, P(a)/R FOR 
SIMILAR  HEIGHTS, AT FINNED(») AND 6-INCH (°) CYLINDERS 
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The experiments of this paper suggest the use of wave gages mounted 
around a vertical cylinder as an instrument to measure wave direction. Ad- 
vantages of this proposed method, that are not simultaneously present in 
other proposed methods, include:  (1) effectively point measurement; (2) use 
of existing, field-proven sensors (wave gages or pressure sensors); (3) no 
moving parts; (4) performance that improves rather than degrades due to eddy- 
shedding and other viscous effects. The authors are unaware of published work 
on such an application, but field pressure records from around instrumented 
towers are now being analyzed for direction at the University of Florida with 
promising initial results (R. G. Dean, 1972, personal communication). A 
number of difficulties are anticipated in applying the proposed method, 
including the previously mentioned multiple wave train problem, as well as 
reduced sensitivity to low or short-crested waves, and design problems in 
developing a reliable field instrument. 

Wave Gage Interpretation. Data from this study might be used to interpret 
wave height statistics obtained from surface-piercing wave gages mounted on 
structures.  The step resistance wave gage that has been used for many years by 
the Coastal Engineering Research Center is typically mounted in an H-beam which 
is attached to a pier pile. These gages show heights that are higher than heights 
measured at the same point by wire surface-piercing gages or by submerged pressure 
gages (see Esteva and Harris, 1970, Figure 5).  The difference increases with 
increasing height, which is consistent with wave runup on the gage as the cause, 
since velocity head in the wave crest is proportional to the square of the wave 
height.  If real, these runup effects on wave gages overrepresent the high waves 
at a locality, and they could result in over conservative design.  It was the 
field observation of runup effects on step resistance gages by one of the authors 
that led to the present study. 

In addition to possible applications to wave direction measurement and to 
interpretation of some wave gage records, the data from this study have basic 
application to the problem of wave action on cylinders, a subject of continuing 
interest to coastal engineers. 
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CHAPTER 112 

RELATIONS BETWEEN THE RUN-UP AND OVERTOPPING OF WAVES 

by 

Shoshichiro Nagai* 

Akira Takada** 

ABSTRACT 

The quantitative relationships among run-up, overtopping and refle- 
ction of waves are presented in this paper. In addition, the authors 
have proposed several empirical relationships to calculate the height of 
wave run-up and the quantity of wave overtopping in the region of standing 
waves. 

INTRODUCTION 

The run-up, overtopping and reflection of waves are mutually inter- 
related through the medium of wave energy, and these phenomena are rem- 
arkably affected by the slope of the sea-wall, the slope of the sea bot- 
tom, the wave steepness and the water depth at the toe of the sea-wall, 
showing complicated variation. Studies of this kind are few up to now, 
and several problems have been yet unsolved. 

The slope of the sea-wall has much influence on the height and wave 
profile of run-up, the quantity of wave overtopping and the rate of re- 
flection of waves. In this paper, the quantitative relationships among 
the phenomena of run-up, overtopping and reflection of waves are shown. 

In addition, several empirical relationships have been proposed to 
calculate the height of wave run-up and the quantity of overtopping in 
the region of h! > ( li )  , in which hi is the water depth at the toe 

of a sea-wall and ( h,    )  is the water depth of breaking of progressive 

waves, as shown in Fig. 1. 
The definition diagram is shown in Fig. 2. In conducting the ex- 

periments, the impermeable and smooth slope was used. 
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RATE OF WAVE REFLECTION,  r 

When the water depth at the toe of a sea-wall is larger than the 
depth of breaking of incident waves, the waves impinging against the 
slope of the sea-wall may be classified into the two kinds of surging 
waves and breaking waves, depending upon the slope of the sea-wall and 
the wave steepness.  ' 

Miche (1951) found that if the slope of the sea-wall was gentler 
than the critical slope, the waves in front of the sea-wall broke on the 
slope.  The angle of the critical slope of the sea-wall, 8c,which is 
related to the wave steepness in the deep water, Ho / Lo was given by the 
following Eq. (1) by Miche. 

Hb 
/ 28 / TT • ( sin28 /IT ) (1) 

According to Miche, the rate of wave reflection are given by 

for    8^8 (2) 

-1 
/ 28 / 7r • ( sin28 AT ) • ( H0' /L0 } 

(3) 

for 8 < 8 

in which ^ is a correcting coefficient of reflection ( approximately 
equal to unit ). 

Eq. (2) and Eq. (3) have been already confirmed experimentally as 
shown in Fig. 3. 

HEIGHT OF WAVE RUN-UP,  R 

It is hard to say that quantitative investigations on this problem 
have sufficiently been made so far.  The authors have investigated the 
relationships between deep-water-wave steepness, HjJ / Lo , and the slope 
of the sea-wall giving the highest run-up as shown in Fig. 4. 

(1) For Surging Waves  ( Hd / L0 £ /28 / IT . sin28/ir ) 

The height of wave run-up, R , may be obtained by making use of both 
Miche's linear solution for surging waves and non-linear effect for finite 
amplitude standing waves as follows. 
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R 
H,  -  Kg t / IT / 20  + &       ) (4) 

in which HQ : wave height in deep water,  9 : angle of inclination of 
a sea-wall to the horizontal plane,  K  : shoaling factor C = H, / HJ , 
H1   : wave height at the toe of a sea-wall ), S   : the term representing 
the non-linear effect 

6=  ( n(tW " Hi > /H>- (t) max 

o of Sainflou's equation for finite amplitude standing wave is 
given by 

fis  =  j ki H! coth ki hi (5) 

in which hi : water depth at the toe of a sea-wall,  ki = 2 TT / L\, 
and Li : wave length at hi . . 

(SJJ-  of the second-order solution for finite amplitude standing 
wave is given by 

(L.  =   ( 1/8 ) kiHi ( 3 coth3 kihi + tanh kxhi )  (6) 

On-  of the third-order solution for finite amplitude standing 
wave is given by 

in which £A  ( j< 1 ) is expressed by 

** - ^'H-ZTn^ (i- /rn^u 
in which S is expressed by 

2 2 
Hiki ( bn+ bi3+ b31+ b33) 

(9) 

in which b   , b   , b   and b  are expressed as follows. 
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bn = (  1/32     )(  3oo~2    + 6(0_1 - 5       +     2o) ) (10) 

bi3 = (  3/128  )(  9(o'2    + 27a)"1 - 15    + co    + 2m2  )        (11) 

b3i = (   1/128  )(  -3(i>~2  - 18(0"' +     5   ) (12) 

b33 = (  3/128  )( 9<o~3     - 3io"2 + 3d)"1-    1  ) (13) 

in which (0 =  ( tanh kihi ) 2 (14) 

&!- of the fourth-order solution19' for finite amplitude standing 
wave is given by 

Sp. =  (SJJJ- +  ( 1/6. )( k,H, ) e^ ( boa + b22 + b^2 

+ b0h  + b21) + bt, ) 

(15) 

in which bo2   ,   b22   »   bi*2   ,   boi+   ,  h2k  and bi,^  are  shown as   follows. 

bo2       =        (  l/512/(o   ) C -27uJ2     +     288(i)'     +  168     -     2100J 

-    45to2     +     180)3   )      (16) 

b22       =        (   1/512^ ) (   -81U1*     -     54U3     +     423W2     -     583d)1 

+     108        -     195C0       -     18U2)    (17) 

b2i,        =       {   1/512   (3+0))/u  }   (   324o53     +     2484(o"2     -     1152U1 

-     2072     +     1092(0     +     420U)2        -     72U)3   )    (18) 

b0i,       =       (   1/512^ ) (   54UT3     +     243C02     +     198UT1     +    6 

b.,2       =       {   1/512   (3+4U)>/W  }      (  -81U3     -     1053102     +     630)1 

-     283     +   282U   ) (20) 

bin       =       {   1/512   (5+U)v4T}   (  40560'*     +     810)3     +     522(02 

-     2620)1     +     1     +     21W  ) 

(21) 
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The calculated values of the term representing the non-linear effect,6 
were compared with the experimental values, as shown in Fig. 5. 

In Fig. S, &^ or &g. give generally quite appropriate values in the 
region of    standing waves, but they give slightly smaller values in 
the region of breaking waves on tana = 1/30 or 1/10. The reason was 
considered that the small amplitude wave theory was used for the calcu- 
lation of K and there were some sprays of waves on the slopes. 

On the other hand, 5- gives larger values in general but gives sui- 
table values in the region of breaking waves on the slope of the sea-bottom 
bottom tana = 1/30 or 1/10. 

Therefore, it was decided to use &     from a point of view of the pra- 
ctical use. 

(2) For Breaking Waves  ( H{ / Lo 

Hunt (1959) proposed a formula to calculate the height of wave run- 
up in the breaking waves region .c3) 

However, in Hunt's equation, the condition near the boundary between 
the surging waves region and the breaking waves region are not considered 
as shown in Fig. 6. 

Therefore the Eq.(22) was proposed for the cases when the slope of 
a sea-wall tan6 >1/Q, 

R   24 
-, = K  ( / it/ 2 6  + 6 ) ( tan9 / tan6  )       (22) 
HQ     s c c 

in which, 6  is the angle of the gentlest slope that produces surging 
waves which can be calculated in Eq.(1). 

Fig. 7 shows the comparisons of the experimental values with the 
calculated values of the height of the wave run-up, R/Ho , indicating 
a fairly good agreement of the experimental values with the calculated 
values. The values of 6     shows a considerable aplicability as shown in 
Fig. 8. I 

QUANTITY OF WAVE OVERTOPPING, Q 

The phenomena of wave overtopping occur when the crown height of 
the sea-wall is lower than the height of the wave run-up. 

As to the maximum quantity of overtopping, the relationships between 
the slope angle of the sea-wall and the deep-water-wave steepness were 
studied by experiments. Fig. 9 shows the results. According to Fig. 9, 
the maximum overtopping of waves occurs at the critical region between 
surging waves and breaking waves. 

There are two methods to relate the height of wave run-up to the 
quantity of overtopping. One is the method which uses the profile of 
wave run-up ,u "> and the other uses the surface elevation of wave run-up 
on the front of the sea-wall .lll> ll2) 

This study is concerned with the former, but whichever method is 
used, it is thought to be of practical importance to find out a response 
function against the incident waves. 
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(1) For the Vertical Wall 

It was assumed that the quantity of overtopping for a constant wave 
period, Q, is proportional to the water volume of the run-up wave above 
the crown height of the sea-wall, V. From Fig. 10, 

Q = a B V (23) 

in which a : the coefficient for quantity of overtopping, B : the width 
of overtopping. 

If the wave profile obtained from the second-order approximation is 
used of finite amplitude standing wave theory without overtopping, the 
water quantity of overtopping can be calculated. 

Q = \B{Xc{ Yx) "Ho} dx 

= a    B   [   (  H,   / k,   )   sin k,x 
II ' ' *   c 

+ ( H? / 16 ) (3 coth3 kjhj + tanh k^ ) sin 2 kxx 

- H x ] (24) 

in which H  : the crown height of a sea-wall from the still water level, 

Dj. (x) : the profile of wave run-up of the second-order solution of 
finite amplitude standing wave theory, and x  ( < Lj/ 4 ) can be obtained 
by n (x) = H 

in which 

cos k,x = ( 1 / 4 d )( / Hf + ~8 d ( d + H )        - H, ) 
c c 

(25) 

d = ( 1 / 8 ) ktH
2 ( 3 coth3 k^j + tanh k^j ) 

(26) 

when hi > ( h )  , in which ( h )   defines the water depth of break- 
—   b s b s 

ing of standing waves, a-jr is given by the following equation, which was 
obtained by the experiments 

^ = 9.3 ( HJ / L0 ) f \  " Hc \  V2 (27) 

in which Rw shows the height of wave run-up of the second-order appro- 
ximation of finite amplitude standing wave theory. 

The quantities of overtopping obtained by the experiments were com- 
pared with the calculated ones, as shown in Fig. 11. 

Fig. 11 shows that Eq.(24) may be stated to be in a fairly good 
agreement with the experimental values. The mean value of Q   / Q       , 
( 0   / Q 7~ ), and the standard deviation, a   ,   are given by 
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C 2   / Q , ) = 0.98 
exp   cal 

and |   „       (28) 

a I,  "exp 
E { _^25E__ ( _exp_} }  . 0_28 

2cal 

When hi = ( h, )  ^ ( h, )  and tan a = 1/10, in which ( h  )  denotes 
1> p     b s top 

the water depth of breaking of progressive wave and tan a is the slope, 
a. is given by 

2/               RI - Hc  i/0 
a^ =  5.5 [ hi / ( 1^ )g ] 3 C HJ / L0 ) (  -  )2 

(29) 

Values of ( Q   / Q , ) and a  for Eg.(29) are given by 
exp   cal 

( Q   / Q  . ) = 1.10 exp   cal 
and (30) 

a =  0.40 

Further investigations are needed to get higher accuracy. 

(2) For the Sloping Wall 

If the wave profile running up on the slope of the sea-wall in the 
case of non-overtopping of waves can be approximated by a trapezoid, 
as shown in Fig. 12. The quantity of overtopping is obtained by the 
following equation. 

Q = afi B V 

= ( aQ U B [ 
IL        2 ( cot y - cot 6 ) 

+ 0.15 Hi ( R_ - H  ) ] (31) I   c  J 

in which ( a„ )-rr denotes the coefficient for quantity of overtopping, 

Y is an angle at the edge of the profile of run-up wave, cot Y is given 
by the following equations, obtained by the experiments, 

when cot 9^1, 

cot Y = 67 (Hi / Li ) ( cot 9 J1-6 (32) 

when cot 9=0^1 , 

cot Y = { n + " ( " " 1 '  cotz9 i1  cot 9 (33) 
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in which 

n = - 3.224 log10 {   } (34) 
1 + ( 67 Hj / Lj )z 

Fig. 13 shows that the comparison between the experimental and 
calculated values may be stated to be in a fairly good agreement. 

When h[ ^> ( h. )  » ( a~ )-n is given by the following equation 

obtained by the experiments. 

( aQ )  = 7.6 ( cot 6 )    ( H' / L0 ) (35) 

Fig. 14 shows that the comparison between the experimental and 
calculated values may be stated to be in a fairly good agreement. 

Values of ( Q   / Q   ) and a calculated by Eq.(35) are 
exp   cad. 

( Q   / Q  , ) = 1-00 
exp  *cal 

and (36) 

a =  0.35 

When hj = ( h     )  ^ ( h  )  and tan a = 1/10, ( a  )  is given by 

the following equation. 

log 10 I aQ )  = log10 6.6 + 1.8 log10 { In / ( hj^ ) g } 

( h. )  - hi                % - H 
+ 2 {  ^_^  } logi0 ( _J o_ 

^b's-^b'p 

+ 0.73 log10 cot 9 + 0.83 logj0 H' / L0 

(37) 

Values of ( Q   / 0 , ) and a calculated by Eq.(37) are 
exp   cal 

( Q   / Q , ) = 1-00 
exp   cal 

and (38) 

a =  o.5i 

Further experiments are needed to get higher accuracy. 
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CONCLUSIONS 

In the previous studies, the run-up, overtopping and reflection of 
waves were studied as an independent phenomenon, and their interrelation- 
ships have never been discussed adequately. 

In this paper, the calculation formulae were proposed for the height 
of wave run-up and the quantity of overtopping, and proved to give fairly 
good values to the experimental values. 

Furthermore, relationships between the height of wave run-up, quantity 
of overtopping and the rate of reflection of waves were investigated by 
experiments.  Their correlations were presented in details, and summarized 
in Fig. 15. 

It is clear in Fig. 15 that the slope which produces the highest 
run-up of waves is nearly in agreement with not only the slope which 
produces the maximum overtopping, but also the gentlest slope that pro- 
duces the total reflection.  In other words, the highest run-up of waves 
and the maximum overtopping of waves arise generally in the critical 
region between surging waves and breaking waves.  The equation for the 
critical condition is generally shown in Eq. (1) for the region of stand- 
ing waves. 

REFERENCES 

(1) Miche, M. : Mouvements ondulatoires de la mer en profondeur 

constane ou decrissante.  ( I ""  IV ) , Annales des 

Fonts et Chaussees, Vol.121, pp. 25 % 78, 131 %  164, 

270 ^ 292, 369 ^406, 1944. 

(2) Kishi, T. : Researches on s,ea-walls (2) - On the shallow clapotis 

of finite amplitude -, The Public Work Research Instil 

tute. Ministry of Construction, Vol. 90, pp. 27 "V* 54, 

March, 1955, C in Japanese ). 

(3)  Hunt, I. A. Design of sea-walls and breakwaters, Proc, ASCE, 

Vol. 85, No. WW3, Sep., 1959. 

(4)  Miche, M. Le pouvoir reflechissant des ouvrages maritimes, 

Annales des Ponts et Chaussees, May-June, 1951. 

(5) Murota, A : Experimental researches on reflection of roughness 

slopes, Proc, 14th Conf. on Coastal Engineering in 

Japan, pp. 45 ^ 48, Oct., 1967, ( in Japanese ). 

(6) Le Mehaute, B., Koh, R. C. Y. and Hwang, Li-San : A synthesis on 

wave run-up, Proc, ASCE, Vol. 94, No. WW1, Feb., 1968. 

(7) Sainflou, G. : Essai sur les disques maritimes verticales, Annales 

des Ponts et Chaussees, Vol. 98, No. 4, 1928. 

(8)  Tadjbakhsh, I. and Keller : Standing surface waves of finite ampli- 

tude, Journal of Fluid Mechanics, Vol. 8, pp. 442 'v, 
451, 1960. 



1984 COASTAL ENGINEERING 

(9)  Goda, Y.   : The Fourth order approximation to the pressure of stand- 
ing waves, Coastal Engineering in Japan, Vol. 10, pp. 
1 ^ 11, Vol. 11, 1967, C Errata, Coastal Engineering 
in Japan, Vol. 11, pp. 197, 1968 ) 

(10)  Takada, A. : On relations among wave run-up, overtopping and reflec- 
tion, Proc, The Japan Society of Civil Engineers, 
No. 182, pp. 18 %  30, Oct., 1970. 

(11)  Shiigai, H. and Kono, T : Analytical approach on wave overtopping 
on levees, Proc, The 12th Coastal Engineering Confer- 
ence, Vol. 1, pp. 563 a, 573, Sep., 1970. 

(12)  Takada, A. : Wave overtopping quantity correlated to the surface 
elevation of finite amplitude clapotis, Proc, The 
Japan Society of Civil Engineers, No. 201, pp 61 ^ 76, 
May, 1972, ( in Japanese ). 

(13) Hamada, T. : Secondary interaction of surface waves, Report of Port 
and Harbour Research Institute, Ministry of Transport, 
Japan, No. 10, 1965. 



OVERTOPPING 1985 

0.15 

TTTTI T1 i ii i mi   ' i ' I i i imi   ' i ' i TT1 

L0)p 

- MicKe's Eq.     Nv 

0.10 — 

K/ _ ^ 
/L0 - 

_ v?^ 

0.05 __ 

- 

Breaking Poini o£ Progressive 
\\\\\\\\\\YVV\T\YW»es 

Breaking- Pom-I o-f Standing" 
Waves — 

_cvy. 
Kishi's Ecj. 

H„\   ^coth'-fe/fiJs+o.350cosech'fe#4-rott^O_ 
J~ 0.2?iJZCO5ecWh(ftJs    — 

j.   I J.I I Hi      ,    I   , I    I  I I 111.1 ^JUJ_I   I I lill 
io-    VL.      I 0 

Fig. 1. Breaking point of progressive waves and standing waves 
( Applicable region in this paper ) 

Fig. 2. The definition diagram in this paper 



1986 COASTAL ENGINEERING 

< u 
A 

5 
O 

2 
£ 

< 
CO </J 

o s o 

Cvl 
CD    cr> CM 

8?  A A 
N   '1 

i 

ITTTTTT III I I I 
"c N 

u 
> «l :< "' | s= [ 

?.* O    1 
Z    1 
«   1 II < ! 

•W    ! 
-4 Q3 ^ 03    j 
* .                  J< 

P rt <1) 
til s 
U 4J 
II) 0t (1) 
a i .U 
(i) i 
Ml c in 

3 a 
s U o <> •H 

•rH (11 p 
P > m 
•H m rH 
T) fs <1) 
(5 K 
o 1H 

1    • § 
CO s 1 § _ 1 ^, 

H S3 o 
CO 

8 

d o o o 

4= II 

>* SI CM 
CM 

CM 
CM o 

i-H • ?! 
I- •a O o o O o O 

II 
o 
II 
8 

o 
<i> 

i a sj CO 
t-- §8 at CJ> 

CM *J- «l H m 
i ti -e 

CO m ir; <£> CO 

as 5 fel" ,J3 

is 
i n 

o 
o* 

CM o 
CM 
O 
o 

oo 
o 
o 

"o 
o 

— II /   u /°5 - 

:f o (l> • o * 
M d ** 

****) 
CO 

- • 
ri 

CO - 
O • o   O <B d- 

5 

— 
• 0)     oo o 

II 
o •5 OO ^ 

Sg    - ° I i»S3 

- 
i 1 

C/3 

a 
X 
<u 

T1 
C 
m n 

o 
rH •H 
IT) p 
O o 

i! m 
P u 
(1 <« 
<u •p 
(1) m * n 
P 
(I) <u 
„u J3 

P « 
o ip ro o 

•rl 
W rn 
m <l) 
U( 3 
fi H 
n rt 
o > 



OVERTOPPING 1987 

c 1 1 i 

si 

<6 
c-j 

C3 
A A 

J 
^/ o 5* 

-<S 
•5 ~« - 0- 

LU ,.  v'e/ 

.1 
a. 

O ;sr o II JO <=*C 
li ll II « 

Si 

4 

^ (n 

i eC 
JV -   s   < \.A _*1   ^ 

5 
d 

* 
> 
(G 

CO 
1 

t/J 

< 

o /e»o 
w>    (if o 

2:   j9 

E 
o • e 

< 
w 
OS 

\ /.% U) jl s 
tn CQ /          o to 

lO      11 
o     *- • o             UJ 

1 ^r - - a s 
IT 

!! - -*• 

—                             o 1     § H^2; ~~ 
o 
OS 

O     \A/ 

—                                           W3-"  

1 i 1 

Ol 
3 

a 
3 
k 

a> > 
01 T1 * n 

m 
tp <> •0 

til 
C p <) m 

•H r-t 
P 3 «! 0 

JJ <B 
t! rs 
3 •w 
W II) 

44 ^ 
^ n 

f/> 3 
e •r-t n-t 
0 p. m 

•rt m > 
•P U) 
lit R ^ 
3 h m 
D1 O JJ 
4) — J5 tf) ^ .a 
i a 

0) 
o -v Ut 

•H *l a « <1) 

«!J3 

-i-r-l~v 

o a 

H   U..I I.U 

5^^ 

w  ?;   o 

<CUJ 

• I.M r_ 
!     :r 
; <c t J 

o </> 

LU    . 

a S 

o 

II II 
-dj-^-f 

u 
o 

1 so 
Tl rt I) 
m B p 

o 
H (It 
m (I) 4-1 
o +J >H 

•H (II 
-M <1) 
(0 XI H 
H +> (!) 
n (1) 
(i) ip a * f) •A 
•p fl> t 
C tl) (3 <« 3 o 
<a r-t « ,* HI 

•p > <u 
ID XI 
Al f-1 -p 

(3 +> w 
O fi rt 
m <u -H 

•H 4J 
l< a « M (it 
P< fl) m fi <i( <0 
0 X n 
u # u. 

do      Ts 



1988 COASTAL ENGINEERING 

5; ts   CO    ~-   O  —• 
is «>  ts  cu en 
~-   O    ~-    (M   (-0 
O   O    <3    o   d 

CO   VO    O   CM   NO n 
\_J  m w   «   « m 
_X   o o    o   o  o 
X    o c>   c>   c> c> 

•9     •     *    ©    0 

N_J is cO   ts vo ^o 
\ o   —   o   o   -. 

"*•    o   o   O   <o   a 

\   T "*    <3-   CO    <N   CN 

A O   a    o   o   o 
X   °  d  ci   t>  d 

•*   o   *   <   W 

CO 

«     9  . 

* a 
si -ax* 

3 
O  > 

-Y /-s 
O    «»£ 
II       ^ 

oo 

!'   R 

io 

ro <N 

«T> 

CD 
-4-i 
o 

1<M 

& is <n 1 
t*tC 

<r? 3 w 
IT 
El <ll 
•rl > m 111 
3 * 
vi (w 
(ii o 
ti 
r-l +1 m .(3 !> o> 

•H 
T1 CII (!) ,a 
4J (rt (ii 
H ,<i 
S +> () 
M M4 
(tl O 
11 

ID « (1) 
m El 
(ii r-l 
St (II 
+J > 
III 
.0 r4 

lit 
(3 •U 
o (S 

-H Fi 
U •H 
(If M 
Ul 111 

111 

Tl •y 
S3 ,£ 
nl m 

•H 
Tl <D 
(1! ,4 
•P 
(Tl (li 
r-l jtf 
s 4J 

G>     3   -a 

£ 01   iH   ffi 
—i ID -P   > S, <* 

•Q  .H   0i 

— ̂  IS 
a -u   - 

-^•cn _- (Du •H   B   1 
^ -t-» W  -H   S3 

iif  o ft   4)   ^ 
N B   ft 

c5=» O    X  <H 
C (O CJ    (D    0 
S*SJ __„ T  

S 

o 



OVERTOPPING 1989 

,  '       I       '       I      ' 
•VL. =o.ciiT-o.rn 

i '^ =2.65-4.05 
->/,, =o.526~ 1.2 7 

hr.cC= 0 

i—•_._.. i— • 

^. <d 

Fig. 9. Condition generating maximum quantity of 
wave overtopping. Q 

( Relations between cot 6 and Hj / L0 ) 

Z 

Fig. 10. Relations between a profile of run-up wave and 
the quantity of wave overtopping for vertical wall 



1990 COASTAL ENGINEERING 

0 
I 

* 
(1) ? 
H 0 

<U (IS 
O f> 
u «l 
V) * w 

H 
III nt > O S 
III 
is >1 hi 

•M a 
a rt •H 
si *-> U( 
in rt o 
f» « rH 
4J 
(I) ft K 

.P M 
n O 

01 rt X-i 
(1 <t 
o m rt <>i s 
*J -1 •H 
nt i Ul 
r-t rt u. 

<D. a 0 

"l"'l ""1  nri i 1 1 
oo 

mi i i i   i II11 1 

~&        R_ o  o   o 

-p        - - - 

0   <D 

- 

O    •   <]      X     •« 
<X> © 

- 

s» - 
o  __; &>     o ?>OCQ)CO _ 

—   o 
•      • 
o   o aXMb 

- 
<^o o 

7° il 
^ II xf 0>p3fco o _ 

*I   1 
- 

DC 
4   x 

4<\ <44*M 
- 

1 1   1 llll  1   1    1      1 llll 1 I   I     I IIII n 
c D 

ft. 
S a 

"3         — 'c s 

\h 

ro 

•4? 

ft as 
x > 
ai o 

•a? 18 s 

a o 
•P       « 
ss cs *ci 

•Q a;  , 

£ d ,° 0 rd »w 
01 >   _ 

•H tn 
n rt a 

8 § & 



OVERTOPPING 1991 

•H 
U    1 
a> u 
a, a) 
a > 
<y   o 

so 3 oj * 
•0 
a» IM 
•P  0 
«s 

^ 
rH    >1 
3   4J        10 
O -H .- 
H   -P 

J- 
a &~ 111 
oi *H A 
St o 
4J 
a> a si 
a <u 

3 n 
a H o 
0   IB <H 
w > 

•H        tn 
in M rH   B 

o B> -y & e a a. 
0   0)   0 
o g +> 

llll !   1    1 llll IT  r 11111 i i   r •" 

7 £• ro ^ io 
\-> g; ^   to  "5 

_ V   ° ~~   o   ~- 
«-£N cJ c>   c3  c> 

— q 60   N w 
t'q- 00   CN   5! 

_ \ o o   o   o 
]-N o" ci   o" cj 

— •  o   H   <1 

t- -o CN m 
=-     O    <N4   tq 
o   o o o 

C-    —   <© po 
<N     «    —   CQ 

C3     O    O   O 
o"   o' o' cj 

4    X   x   e  o^P. 

- 

o 

  

- 
  

  

. O       o. 
\— r~s 
—\      A 

-   -£ 
o    v-' 
II    /Nl 

A* 

—•-—•-gi' 0 
o 

o 
- 

< 

o 

- 

11.11,1   1    1      1   llll 1 I   I     1 llll 11 1 ,„l  

io 

•sl- 

CD 
-+J 
o <-> 

CM 

(It Hi 
+J H rt -H 
(l> (H 

5 8 w ii< 
0) 
Ui « 
s •P 

Tl (w 
IS 1) 
n) 

(II 
T! m 
<u T. 
4J n) 
(It 
r-t (ii 
1 JS 
o -P 

rH 
Hi 4J >- 
u n! 

•P 
3 (1) n 
(1) rH o 
01 ttl 

js § Qt 
(U 1 
-y a 1 

m a 
a 3 
o <M H 
tit (1 

•H (1) 
W m > 
m (i) m 
a, 3 Se 
f, r-t 
n (Tl IH 
u > 0 



1992 COASTAL ENGINEERING 

Ed.CO 
-  SUR&IN6     ]        BREAKING- 

WAVES ;        WAVES 

Eg. 6 0 27TQ 

r'i4 . — 0.051 ~ 
•ht/ —0.1353 
fy^ z=zQ.I7l J 
•k/^=2„66 J 

mo%r^ 

t     / 
0.5C   / , 

JL|-     /   , 

(co-te=o; 

0. 

J0H 

2      3,4-      5 
COld 

Fig. 15. Correlation characteristics among run-up, 
overtopping and reflection of waves 



CHAPTER 113 
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ABSTRACT 

Energy losses in breaking irregular waves are estimated on the 
assumption that a wave, while breaking, loses only that portion 
of its height which would be in excess of the breaker height for 
the given wave period and the mean local depth. This leads to 
expressions for the magnitude of the radiation stresses as a 
function of the distance offshore. From this the variations in 
mean water level and the longshore current velocity are calculated 
with existing methods. Laboratory measurements of set-up in two- 
dimensional irregular waves are described. The data appear to some 
extent to be internally inconsistent; this may be due to enclosed 
air bubbles. 

1 INTRODUCTION 

The water motion in and near the surf zone is of prime importance 
in many coastal engineering problems. Theoretical studies of its 
dynamics have been made mainly since the last world war. However, it 
is only since the introduction of the concept of radiation stress 
that a satisfactory formulation has been obtained. This had led to 
quantitative predictions concerning the change in mean water level, 
and the generation of longshore currents, due to regular waves. 
For application to natural waves these results should be extended 
so as to include the wind-wave variability. A description of the 
wave field in terms of a linear spectral model is not suitable in the 
surf zone because of the strong nonlinearities. In the following a 
semi-theoretical approach is used which deals with average properties 
of individual waves in the space-time domain. Only quasi-two-dimensional 
situations are considered, i.e. straight, parallel depth contours and 
average flow parameters which do not vary in the longshore direction. 
The symbols are defined in Appendix 2. 

2 REVIEW   OF ESTABLISHED  RESULTS 

2.1. Radiation stress 

Consider a situation in which it is possible to define a mean 
motion and a superimposed relatively rapidly fluctuating motion. 
The momentum balance for the mean motion then contains terms representing 
average momentum transfer caused by the fluctuations. These are equivalent 
to stresses. They are called Reynolds stresses in the case of turbulence. 

1993 
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When the fluctuating velocity field is due to waves they are called 
radiation stresses, following Longuet-Higgins and Stewart (I960), who 
formally introduced the concept. (It was developed independently by 
Dorrestein (1961) for the calculation of wave set-up, and by Lundgren 
(1963), who called it "wave thrust".) The term radiation stress actually 
refers to the contribution of the waves to the time average of the verti- 
cally integrated horizontal flux of horizontal momentum. In contrast to 
the Reynolds stresses in turbulence, the radiation stresses can be readily 
calculated in terms of external flow (wave) parameters. The principal 
radiation stresses in long-crested, progressive sinusoidal waves are 
proportional to the mean energy density E, with coefficients of propor- 
tionality which are functions of the depth-wavelength ratio only: 

Su = (2n - J) E (1) 

in which 

S22 = <n - £) E (2) 

Kd/sinh 2 Kd (3) 

The gradients of the radiation stresses appear as driving forces 
in the momentum equations for the mean motion. The complete equations 
can be found elsewhere (Bowen, 1969) and will not be reproduced here. 

2.2. Set-up and longshore currents due to regular waves. 

Several effects of the waves on the mean motion can be calculated 
by means of the concept of radiation stress, provided it is possible 
to estimate the wave parameters. This is most difficult for the wave 
energy. For regular waves useful results have been obtained on the 
supposition that energy losses can be neglected outside the surf zone, 
and by assuming that in the surf zone the wave height decays in a 
constant proportion to the local mean depth (Longuet-Higgins and Stewart, 
1963; Bowen et al, 1968): 

H(x) = Y <h(x) + I   (x)} = yd(x) (4) 

Set-up. The differential equation for the set-up £ due to waves of 
perpendicular incidence reads 

di_     1    dSll 
dx    pg(h+?)   dx 

(5) 

Integration of this equation, with S-- calculated on the basis of the 
assumed wave height variation described above, leads to a predicted 
set-down of the mean water level outside the surf zone, and a set-up 
shoreward of the breakerline, as indicated schematically in Fig. 1. 
The theoretical predictions have been verified experimentally (Bowen et 
al, 1968). The coefficient y is a function of the incident wave steepness 
and the beach slope. 



IRREGULAR WAVES 1995 

t,  is not to scale 

Figure 1 - Theoretical result for ?(x') in regular waves. 

without lateral mixing 
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Figure 2 - Theoretical result for V(x) due to regular waves. 

Figure 3 - Calculated set-up in irregular waves. 
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Longshore current velocities. (Bowen, 1969; Thornton, 1969; Longuet-Higgins, 
1970). Obliquely incident waves exert a longshore thrust on the water mass 
in the surf zone, driving the longshore current. The net driving force per 
unit horizontal area has been shown to be proportional to the local rate 
of energy dissipation per unit area. It changes discontinuously from zero 
outside the breakerzone to a maximum immediately shoreward of the breaker- 
line, due to the assumed wave height variation. In steady uniform flow 
this driving force is balanced by bottom friction and lateral friction 
due to molecular or turbulent viscosity. These should be expressed in 
terms of wave parameters and the longshore current velocity in order to 
calculate the distribution of the latter in the direction perpendicular 
to the shore. The computed velocity profile is discontinuous at the 
breakerline if lateral turbulent momentum exchange is neglected. Inclusion 
of some form of lateral mixing smoothes the velocity profile, but does not 
alter it drastically in the surf zone on gently sloping beaches, except 
of course near the breakerline (Fig. 2). 

2.3. Discussion. 

In the theories referred to in the preceding paragraph the variation 
of mean wave energy density with distance offshore plays a predominant 
role. For regular waves useful approximations were obtained by 
distinguishing two regions with different regimes, separated by a well- 
defined breakerline with fixed position. However, this method fails for 
irregular waves because no point can be defined inshore of which all 
the waves are breaking while offshore from it no waves would break. 
Instead, at each point only a certain percentage of the waves passing 
it are breaking or broken, while this percentage in general varies 
gradually with distance offshore. Associated herewith is a gradual variation 
of average values of other wave parameters, such as energy density, energy 
flux, momentum flux, etc. The problem is how these can be estimated in 
terms of the characteristics of the incident irregular waves. The attempt 
to find a solution to this problem includes the choice of a mathematical 
model for the description of irregular waves. Two such models are in 
general use: the linear spectral model on the one hand and the wave-by- 
wave description on the other. The former operates in the frequency 
domain, and is suitable for relatively low waves. The latter operates in 
the space-time domain and utilizes theoretical and empirical probability 
distributions characterizing individual waves. The applicability of this 
method is not restricted to low waves. For this reason it can be used with 
advantage in situations where nonlinearities are important. The procedure 
then is to use relationships for periodic nonlinear waves as a basis for 
the calculation of the corresponding probabilities in irregular waves. 
This approach has been applied to calculate distributions of wave forces 
on piles (Borgman, 1965; Pierson and Holmes, 1965), of run-up on slopes 
(Saville, 1962; Battjes, 1971) and of breakers on a beach (Collins, 1970). 
Although this method can make no claim to rigor, it is probably more rational 
for the present problem than the linear spectral model because of the 
essential role of wave breaking, which is a highly nonlinear phenomenon 
occurring to individual waves (crests) in physical space, and not to indi- 
vidual spectral components. For this reason it was decided to utilize the 
wave-by-wave description of the irregular waves. The adaptation of this 
method which was used is described in the following paragraph. 
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ENERGY LOSSES IN BREAKING IRREGULAR WAVES 

An application of the wave-by-wave description to the problem of 
irregular breaking waves has been given by Collins (1970). Energy losses 
are incorporated in the model by assuming that the height of a wave after 
initial breaking decays in constant proportion to the mean local depth. 
Two different breaking criteria are used. They are taken from theoretical 
and experimental results for regular waves; their validity is restricted 
to  shallow-water conditions. 

The model used herein is based on a breaking criterion which should 
be approximately valid in shallow water as well as in deep water, while 
the decay of the wave height after breaking is assumed to be such that a 
height is maintained equal to the local breaker height. In other words, 
only the energy corresponding to the height in excess of the local breaker 
height is assumed to be dissipated. It is expected that this a more realistic 
model for the waves which break in not-very-shallow water than that used 
by Collins. 

The breaking criterion for regular waves which has been adopted for 
use is based on Miche's formula for the limiting steepness of stable 
periodic waves in water of constant depth: 

(f)    = 0.14 tanh lli , (6) 
max 

which in  shallow water approximates to 

[~] =  0.28TT  ^   0.88 (7) 
max 

Since we are here dealing with deforming waves in water cf variable depth , 
Miche's formula cannot be expected to apply. It is known empirically that 
the H/d ratio for waves breaking on a beach in shallow water varies mildly 
with the initial wave steepness and the beach slope. (It ranges approximately 
between 0.6 and 1.2.) In view of this the following breaking criterion was 
chosen: 

H 
~ -  0.14 tanh :ois¥) 

which in shallow water approximates to 

Hfa = yd (9) 

The value of y varies with beach slope and, to a smaller extent, with the 
steepness of the incident waves. In applications to irregular waves it 
will be treated as a constant for given beachslope and mean wave steepness. 
The wavelength L in Eq. 8 is calculated from the wave period T and the 
mean water depth d by means of the classical formula for sinusoidal gravity 
waves In water of constant depth. Eq. 8 then defines a breaker height H 
for any given depth and wave period. The effects of period variability on 
H, are not considered in the following; if necessary they can be taken 
into account numerically without changing the essence of the approach. 
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For calculating the mean energy density at some point it is assumed 
that those wave heights which in absence of wave breaking would exceed 
H, are reduced by breaking to the value H, . Let the (fictituous) wave 
heights H in absence of breaking be Rayleigh-distributed with rms value 
H . For given incident waves, H  can be calculated at any point with 
existing methods, taking shoaling, refraction and bottom friction into 
account. The fictituous wave height distribution would then be known, 
and given by 

(10) 

(11) 

This distribution will be clipped at h = H, in order to obtain an 
approximation of the actual wave height distribution: 

F(h) = Pr(H < h) = 0 for h < 0 

= 1 - exp(-h2/H2)    for 0 < h < Hu     (12) o — b 

=1 for h > Hv b 

The mean square value of H, which is approximately proportional to 
the mean wave energy density, can be calculated from this distribution 
function using the definition 

H2  = E {H2} =   f h2 dF(h) (13) 

h)  =  0 for h <  0 

= 1 -  exp(-h2/H2) for h >  0 

H2   =  E   {H2} 

rms 

which gives 

H2   = F(H_) H2 (14) 
rms 

H2   = (1-QJ H2 , (15) rms yb' 

in which 

11= 1 - F(H) = Pr(H > H, ) = exp(~H2/H2) (16) 
b b b bo 

is the fraction of the waves that break at the point with breakerheight 
H . From a comparison of Eq. 11 and Eq. 15 it follows that clipping 
the upper fraction ft of the fictituous wave height distribution 
gives a relative reduction of mean square value equal to Q, . Only the 
Rayleigh distribution has this property.      . 

It can happen that in very shallow water H./H  << 1. In that case 
Eq. 14, upon substitution of Eq. 10, reduces approximately to 

H2   = H2 (17) rms   b 
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It may be seen that H   in this limiting case equals the value which 
it would have for regular waves with height H . This is to be expec- 
ted because the approximation involved in effect consists of consider- 
ing almost all the wave heights to be equal to H , while neglecting 
the contributions to E {H2} from wave heights less than H . Note 
that the condition H2/H2 << 1 may not be fulfilled anywhere if gradual 
energy dissipation by processes other than breaking is important, as 
can happen on very gentle slopes. 

The condition H2/H2 « 1 usually implies d/L << 1, in which case 
Eq. 9 is a valid approximation of Eq. 8. With this substitution Eq. 17 
becomes 

H2   = YV , (18) 
rms 

so that the energy variation in irregular breaking waves according 
to this model approaches that which is usually assumed for regular 
waves (Eq. 4) as the relative water depth decreases. 

Regarding the validity of the approximations given above, it 
should be remembered that only the final result (H  ) is used in rms 
the subsequent calculations of the radiation stresses and their ef- 
fects on the mean motion. The actual wave height distribution in the 
surf zone is undoubtedly smoother than the clipped distribution given 
by Eq. 12, which at h=H increases discontinuously from l~Qb to !• 
However, with a suitable choice of y the actual cumulative probability 
of the wave heights may be overestimated for h < H, and underestimated for 
h > H , which should result in relatively smaller errors in the 
calculated mean square wave height than in the probability function. 

4.   CALCULATED SET-UP AND LONGSHORE CURRENT VELOCITIES 

The expressions for H   obtained in the preceding paragraph have 
been used in calculations or set-down and set-up and of longshore cur- 
rent velocities. Some results will be geven here, with omission of 
computational details. 

The radiation stresses were calculated from Eqs. ls 2 ,and 3, 
where E was taken equal to pgH2  /8, and n was determined from the 
mean wave period and the localraepth. Energy dissipation by bottom 
friction was neglected. Thus, only shoaling and, where applicable, 
refraction have been taken into account in the determination of the 
fictituous rms wave height H . The waves were assumed to have a rather 
narrow distribution of energy with respect to frequency and direction. 
Set-up. Eq. 5 for the set-up of waves with perpendicular incidence was 
integrated numerically for y - 0-7 and an incident wave steepness 
H^/L^ = 0.04, where H is the rms wave height in deep water, and L^ the 
deep water wavelength calculated from the mean wave period. The resulting 
set-down and set-up given in Fig. 3. The vertical scale is exaggerated. 
Longshore current velocity. The formulation given by Thornton (1969) 
and Longuet-Higgins (1970) was used as a basis for the calculation 
of the longshore current velocity profile. The same linearization of the 
longshore bottom shear component was employed. However, no shallow- 
water approximations were used. Lateral momentum exchange due to turbulence 
was neglected. Some results are given in Fig. 4, in which the normalized 
local mean longshore current velocity is plotted against the relative 
depth, with the mean angle of incidence at deep water as a parameter. 
The normalizing factor is proportional to the ratio.between the mean depth 
gradient and the bottom friction factor c (=  ifi/pu^), and to the rms 
orbital velocity in deep water. The calculated normalized velocity reaches 
its greatest value for an angle of incidende near 60 . The current is 
confined to a rather narrow zone for very oblique incidence, due  to the 
pronounced effects of refraction which then occur. 
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H«/L» = 0.03 

Y  = 0.7 

< >- d/H 

Figure 4 - Calculated longshore current velocities due to irregular waves. 
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Figure 5 - Measured and calculated set-up. 
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It should be noted that in the figures 3 and H the independent 
wave parameters are characteristics of the incident waves in deep 
water.  This is in contrast with known formulas for the longshore current 
velocity due to regular waves, most of which are expressed in terms 
of wave characteristics at breaking. 

It has already been mentioned that the effects of variability 
of wave period- and direction were not taken into account in the pre- 
ceding calculations. It has been shown elsewhere (Battjes, 1972) that 
in particular the angular distribution, if not narrow, can strongly 
affect the radiation shear stress, which provides the driving force 
for the longshore current. Treating deep-water wind-driven waves (as 
opposed to swell) as if they were long-crested would result in over- 
estimating the total longshore thrust by more than 100%. This effect 
should therefore be accounted for if longshore currents are to be calculated 
from, deep-water waves with a rather broad angular spreading of the energy. 

5.    LABORATORY MEASUREMENTS 

A few measurements were carried out in a wave flume of the Delft 
Hydraulics Laboratory in order to check the validity of the approach 
outlined in the paragraphs 3 and 4. The results are briefly described 
in this paragraph. They will be more fully reported in a forthcoming 
publication, after the completion of additional tests. 

5.1. Experimental arrangement 

The wave flume is 100 m long and 2 m wide; the water in the constant 
depth portion of the flume was about 0.55 m deep. A hydraulically driven 
wave board capable of generating irregular waves is located at one end of 
the flume. At the other end a 1:20 staight plywood slope was installed. For 
measurements of the change in mean water level, particularly the set-up, 
7 pressure taps (I.D. 4 mm) were provided, flush with the slope. The 
taps were connected by plastic tubes to a 15 cm I.D. vertical cylindrical 
well, where a vibrating-point gauge sensed the water surface elevation to 
an accuracy of approximately 0.1 mm. The amplified signals were recorded 
on paper. The water level was adjusted in such a manner that the pressure 
taps, including the uppermost one, would be submerged all the time during 
a run, or very nearly so, so that a valid reading of the mean water level 
could be obtained. 

Four resistance type wave gauges were installed. The gauges in a 
mean depth less than 20 cm were inserted through the plywood slope in 
order to maintain the minimum submergence necessary for a linear gauge 
response. As a consequence of this arrangement these gauges could not 
easily be moved. The signal from each gauge was fed into analog equipment 
for the on-line determination of wave height histograms (based on 1000 
wave heights between zero-crossings) and power spectra. The signals could 
also be recorded. 

A rms incident wave height of 7 cm to 8 cm was used in all runs. It 
was kept more or less constant so that the pressure taps and the shallow- 
water wave gauges would be in the zone of breaking without being moved 
between runs. The mean wave period was approximately 1.2s and 2.0s. 
The width of the energy spectrum of the waves was varied as much as possible 
with the available equipment. 
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5.2. Experimental results 

It appeared from the measurements that the applied variation of 
the width of the energy spectrum hardly affected the wave energy decay 
and the set-up. Its influence will not be further discussed. 
Wave height. A comparison of measured and calculated mean square wave 
heights is given in-table 1. The values of y °n which the calculations 
were based are also given in the table; they were chosen so as to optimize 
the overall agreement between measured and computed values. It may be seen 
that y f°r the longer (less steep) waves is greater than that for the 
shorter (steeper) waves. 

wave mean T= 1.25s; Y = 0.77 T'=2 OSj   Y = 0.88 
gauge depth 
no. d 

(cm) H 
2 i     2s (cm ) H: i     2s (cm ; 

meas calc meas calc meas calc meas calc 

1 55 52.6 •* 52.6 56.1 •+  56.1 52.7 -+ 52.7 63.7 •+ 63.7 

2 36 - 51.0 46.5 55.0 - 58.2 58.8 69.4 

3 16 47.t 50.2 47.8 51.9 70.8 71.3 77.9 80.7 

4 8.8 32.6 29.5 36.3 31.2 42.6 45.0 48.8 45.4 

5 5.1 12.5 11.5 - 11.6 20.3 18.7 - 19.0 

Table 1 

This is in agreement with what is known for regular waves. Inspection of 

table 1 shows that the variation of H2 with distance offshore is satis- 
fatorily described by Eqs. 15 and 16. 

Set-up. An example of measured and computed set-up is given in Fig. 5. 

(The set-up curves which are not shown are essentially the same as those 
in fig. 5, and will not be presented individually). The set-up was cal- 
culated on the basis of Eq. 5 and the assumptions outlined in the para- 
graphs 3 and 4. Its value was taken to be zero at the toe of the slope. 
The set-up (set-down) appears to be fairly well predicted by the theory 
at x A3 m (h as 15 cm), which is the most seaward measuring point, where 
only a small fraction of the waves is breaking. However, shoreward of 
this point, from x^= 3 m to x «1.5 m, the computed and measured values 
diverge, the computed values showing a rise towards the shore which is 
almost absent in the measurements. The maximum difference is about 2.5 mm. 

Shoreward of x s; 1 ni (h *; 5 cm) both sets of points follow very nearly the 

same trend. 
The discussion of the results described above naturally centers on 

the area of strongest disagreement between theory and measurements. If the 
disagreement were used as an argument to reject the theory then the question 

arises: which parts of the theory? It was found to describe the rms wave 
height variation fairly well. In order to eliminate any uncertainties 
which nevertheless might be present in the theoretically calculated wave 
heights, the set-up between three wave gauges was computed using measured 

rather than calculated wave heights. The result is given in Fig. 5. As 
expected, the disagreement has hardly diminished. The conclusion is that 
the measurements are in error, and/or that the theory used in relating 
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wave characteristics and set-up is in error, particularly Eq. 5. The latter 
possibility is regarded as very unlikely because Eq. 5 has been confirmed 
in previous tests with regular waves (Bowen et al, 1968). The wave height 
measurements in the present tests are considered reliable, due to frequent 
calibrations, which moreover showed good linearity and no measurable drift. 
Another possibility might be that the set-up measurements are in error. 
The recording system of the water level variation inside the stilling 
wells was frequently calibrated and is not suspect. Air bubbles were some- 
times present in the tubes connecting the wells to the pressure taps; this 
was concluded from the recorded signals which in those cases did not go 
back to the original still water value after a run. All such measurements 
were discarded and the air bubbles removed. Thus it is believed that the 
recordings of the vibrating-point gauges give a good measure of the change 
in the mean static head at the location of the pressure taps due to the 
waves. It has been shown by Dorr-estein (1961) for water of constant density 
that this change is equal to the change in mean depth if the waves are 
statistically stationary in time- and in the horizontal coordinates. The 
latter condition is not exactly met in the present tests but an analysis 
such as given by Dorrestein shows that errors arising from horizontal 
inhomogeneities cannot account for the observed discrepancy. Lacking further 
information, it is believed that the inconsistencies may have originated in 
the neglect of air entrapment during breaking. Air content with concentration 
C would cause a systematic underestimation of the true mean water level 
by an amount approximately given by 

fd   
A =   C(z)dz 

0 

The concentration C varies with the intensity and the frequency of 
breaking. The difference A should be almost zero in relatively deep 
water where breaking  occurs very infrequently, and increase in the 
shoreward direction as more and more waves are breaking. In very 
shallow water it may diminish again with the decreasing depth d. The 
air concentration which would be necessary to account for the observed 
discrepancies is of the order of a few percent, averaged over the 
depth and the time. This does not appear to be impossible. However, 
without additional supporting data the explanation given above 
should be considered as purely conjectural. It is planned to carry out 
additional tests from which perhaps more definitive conclusions can be 
drawn. 
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APPENDIX 2 - LIST OF SYMBOLS 

cf    bottom shear stress coefficient 
C     volume concentration of air in water 
d     mean depth (= h t X) 
E     mean wave energy per unit area 
E {.}  expectation of quantity in brackets 
F     cumulative probability of H 
¥ cumulative probability of H 
g     gravitational acceleration 
h     still-water depth 
h     realization of H or H (in Eqs. 10 through 13 only) 
H     wave height (total range in water surface elevation between two 

successive downcrossings of mean level) 
H     fictituous wave height in absence of breaking 
H0    rms value of H 
HQQ   rms value of incident wave height in deep water 
k 2  TT/L 
L wavelength _ 
L deep-water value of L calculated from T of incident waves 
n coefficient (eq. 3) 
Q probability of exceedance 
S largest principal radiation stress 
S smallest principal radiation stress 
T wave period (between successive downcrossings of mean level) 
u orbital velocity near the bottom ace. to potential theory 
V longshore current velocity, averaged over depth and time 
W normalized value of V (see fig. 4) 
x horizontal coordinate, positive seawards 
z vertical coordinate, positive upwards 
Y coefficient in breaker criterion 
A error in set-up measurements 
C    elevation of water surface above still-water level 
8    angle between direction of wave propagation in deep water and normal to 

the depth contours 
T    bottom shear stress 
D 

subscript "b" refers to "breaker" 
an overbar denotes time average or arithmetic average 
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EXCITATION OF WAVES INSIDE A BOTTOMLESS HARBOR 

by 

1 ..2 3 
Noboru Sakuma , Johannes Bu'hler  and R. L. Wiegel 

INTRODUCTION 

In planning enclosed areas in the ocean, such as offshore harbors for 
fishing or recreational boats, one has to consider very carefully the 
problem of forced seiches due to surface water waves.  A number of 
papers have been written on this problem> but to the authors' knowledge, 
only one of them has treated the case of an artificial bottomless circu- 
lar harbor in the open ocean, for which the walls extend only part way 
to the sea floor.  A bottom to such a harbor, which would be expensive, 
can only be omitted if the effect of its absence on the sea surface 
inside the harbor is not overly detrimental. 

C.J.R. Garrett (1970) made a theoretical study of the excitation 
of waves inside such a harbor for the 'no-entrance' case.  The object 
of this caper is to evaluate experimentally the behavior of the sea sur- 
face inside such a harbor, to compare the results with the theoretical 
values obtained by Garrett, and to extend the observations to the case 
for which there is an entrance to the harbor. 

2.  THEORY 

A theory of the excitation of waves inside a partially immersed 
bottomless vertical circular cylinder was developed by C.J.R. Garrett. 
In this theory, the free surface displacement may be described by real 
partof Qo  ~lcrtJ where the incident wave is given by 

C = C elkX (2.1) 

= C  /   e im J  (kr) cos m0 (2.2) 
o L-        m    m 

m^Kj 

where e = 1, and e - 2 for m £ 1; £ is the amplitude of the inci- 
dent wave. Disturbances within a circular cylinder can be expressed 
approximately by 
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C   (r,6)   =   £0 2.    em  1     %n   (r)   cos me <2-3> 

The  corresponding displacement  potential   (the  product  of —— and   the 
velocity  potential)   is 1CT 

£(r,0,z)   =   J      V     e     i     \ji   (r,z)   cos me (2.4) C      V     e    i     4   (r, •o     )       m 'm 

where 

Vr) =ar   U <2-5> 
In  order to  satisfy  the  kinematic  free  surface  condition,   ep must   also 
satisfy 

2 
7    cp  = 0 (2.6) 

O     tp  -   g —^  = 0     on   z   =  d (2.7) 

-|-^  = 0 on   z   = 0 (2.8) 
o z 

-5-2 = 0       on   r   = a   for h   £ z   < d (2.9) 
3 r 

Garrett found that the appropriate expansion of ty could be 
expressed as follows.  In r ^ a 

J'(ka) Zfc(z) 
t|i   (r,z)   = J   (kr)   -      ,' H   (kr)     •z-rjs Tm m H   (ka)     m Z   (z) 

(2.10) 

K   (or) 
m 

mo oK' (oa)      ff 5_ F— :.,.., z..oo 

J , Y ;  ordinary Bessel functions 
m  m 

I , K ;  modified Bessel functions 
m  m 

H = J + iY ;  the Hankel function of the first kind 
mm    m 

-1 
Z, (z) = N 8 cosh kz (2.11) 
k       k 

_l 
Z   (z) = N " cos <^ (2.12) 
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N,    = i   [1   +   (sinh 2kd/2kd)] (2.13) 
k 

N     = \  [1   +   (sin  2od/2ffd )] (2.14) 
a 

h 

F       = -  f f   (z)   Z   (z)   dz (2.15) 
ma     <i t>    m a 

In  r  £ 

r i_(ar) 
ill   (r,z)   =     )     F      TT7—r Z   (z) Ym Z_      mcv I   (aa)     a 

(2.16) 

Using Eqs.    (2.5)   and   (2.16),   the  free  surface  elevation of  Eq. 

(2.3)   is,   for r   < a 

' I   («r) 
V   (r)   = A  J   (kr)   +   )     F -pr?—r  z'(d) ,„   n   . 
Si mm Z.      mo    al   (aa)     « (2.17) 

F Z^(d> 

mk kj' (ka) 

The solution for r s a may be written 

(2.18) 

v_(r) = J (kr) + B H (kr) +    S F      \^     z'(d) (2.19) 
Ti      m       mm       /_. mff T, , „.,  <y 

Q,    oK (aa) u      m 

where 
j'(ka) 

B = (A - 1) T^-TT-T (2.20) m    m     H (ka) 
m 

The first term on the right hand side of Eq. (2.17) is the most 
important contribution to the wave motion inside the cylinder; the 
other terms describe waves which are generally confined near r -  a. 

Garrett made numerical calculations of A for several conditions. 
These have been reproduced in Figs. 1 and 2, m order that they can be 
compared with experimental results. 

3.  EXPERIMENTAL ARRANGEMENTS AND PROCEDURE 

The experimental study reported herein was made in the hydraulic 
model basin (150 ft. by 63 ft. by 2j ft.) at the Richmond Field Station 
of the University of California. 

3.1  Conditions Tested 

The conditions that were tested in the experiment are as follows 
(for definition of the symbols, see Fig. 3): 
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CASE 
NO. 

d 
a 

h 
a 

NOTES 

1 
2 

0.6 
0.6 

0.2 
0.4 

Without entrance. 

3 

4 

0.6 

0.6 

0.2 

0.4 
With an entrance in the rear. 

5 

6 

0.6 

0.6 

0.2 

0.4 
With an entrance on the side. 

7 

8 

0.6 

0.6 

0.2 

0.4 
With an entrance at the front. 

with d 0.9 ft.; 1.5 f t. ; h =0.3 f t. , and ka = 2 m/L = 0. 5 8.0. 

Two different experimental arrangements were used.  The first series 
of experiments were conducted in a section of the model basin for cases 
1 and 2.  This arrangement is shown in Fig. 4 (small basin).  The experi- 
ments were then repeated with an arrangement as shown in Fig. 5 (large 
basin) and the results compared.  Because of the reduced reflection 
effects, the remaining cases were then studied in the large basin. 

3.2  Experimental Arrangements and Procedures 

Wave heights and wave periods inside and outside the cylinder were 
measured by means of parallel wire resistance type wave gages and a 
multichannel rectilinear writing oscillograph (Wiegel, 1953). 

Four wave gages were used to measure the waves; one was used to 
measure the incident waves, and three were used to measure the waves 
inside the cylinder.  The wave gage that was used for measuring incident 
waves was installed as far away from the cylinder as possible in the 
model basin in order to minimize the effect of wave reflection from the 
cylinder (see Figs. 4 and 5).  The other three wave gages were installed 
inside the cylinder to enable measurement of the maximum wave height 
for each mode of harbor water surface oscillation. 

In measuring the forced surface oscillations inside the cylinder 
and in interpreting the results, it is useful to consider the modes of 
oscillation to be the same as the modes of free oscillation inside a 
vertical circular harbor which extends to the bottom.  This case has 
been studied theoretically and experimentally by J. S. McNown (1951; 
1952) and by Goda (1963).  The water surface elevations inside a vertical 
circular cylinder are expressed as 

C = C  J (kr) cos B   mm (3.1) 
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where Cm is a coefficient related to the wave amplitude, k is the wave 
number (2TT/L) > L is the incident wave length, r is the radial coordinate, 
6 is the angular coordinate, m is an integer and Jm  is the Bessel's func- 
tion of order m.  Some of the possible modes expressed by the above 
expression are shown in Fig. 6, 

In the experiment, however, it appeared that the mode or modes 
occurring within the cylinder were mostly of the lowest order of m; 
in other words, 0-» 1 , 2 , 3 (Fig. 10) were observed, even though 
theoretically the number of modes possible for a given value of ka is 
infinite. 

The places where the maximum wave elevation were observed in the 
cylinder were either at the center of the cylinder or near the wall of the 
cylinder.  The orientation of the nodal lines of mode 1 , for instance, 
would be normal to the direction of advance of incident waves.  Therefore, 
for almost all of the experimental runs the three gages inside the cylinder 
were installed as shown in Fig. 7. 

The cylinder which was used as a model of a circular harbor was made 
of steel and had three legs to hold it at the desired elevation above 
the bottom.  After a number of measurements were made, an entrance to the 
harbor was made by cutting out a section of the cylinder, as shown in 
Fig. 8.  For additional measurements without an entrance, the section was 
put back in place and the gaps closed with a plastic sealant. 

An example of an incident wave record is shown in Fig. 9.  It was 
difficult to define a "height of the incident wave," especially at higher 
wave numbers ka.  When the generator was started, the waves gradually 
increased in height.  The effects of reflection became evident before a 
uniform height was reached.  The incident wave height was defined as the 
equilibrium wave height after a long time.  This includes reflections 
from the walls of the basin and the cylinder itself.  The final tests 
were made in the large basin in order to minimize the effect of these 
reflections.  Reproductions of the records of representative samples of 
nearly all conditions have been reproduced in a laboratory report 
(Sakuma, Buhler and Wiegel, 1971). 

From this incident wave height £ , the corresponding values of 
AjJ can be calculated as follows.  From Eq. 2.17, except near the wall, 
Xm(r) can be approximated by 

X (r) = A  J (kr) (4.1) 
m      mm 

as the first term on the right hand side of Eq. 2.17, A  J (kr), is 
a much more important contribution to the wave motion inside the 
cylinder than is the second term.  Substituting Eq. 4.1 into Eq. 2.3 
results in 

CO 

^      m 
£(r,6) £ £  )   e i A  J (kr) • cos m6 (4.2) 8        o L.        m    m m 
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C(r.e) 
(4.3) 

C   ) e i J (kr) 'cos m8 vo    L*   m        m 
m^ 

where g = 1, and e = 2 for m s 1.  Defining A' as 
o m s m 

o Z_.  m     m    max 
m=^> 

(4.4) 

with  [cos m6] - 1,   and   t       (r, 0)   is  the maximum wave  height   in   the 
cylinder. 

When  m  = o,   Eq.   4.4 will  be 

C       (r,6) /   _  TII ax  

*o     o max 

Tnax 

(4.5) 

(4.6) 

since   [J   (kr)   max  = 1 
o 

When m  = 1: 

4   = 2   £ [^(kr)   ] 

C       (r, 9) 
A'=__^L__  (4.7) 

C       (r,6) _     Tnax  
~ 2(0.58)   Q (4.8) 

o 
C        (r, 6) 

= 0.86 *  (4.9) 

when m  = 2: 
C       (r,9) Tnax 

*2       2   C    CJ„(kr)   ] *b       2 max 

C       (r,9) Tnax 
2   £ [J„(kr) 

o     3 max 

(4.10) 

(4.11) 

£       (r,8) 
1.04 -225  (4.12) 
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when m = 3 ^ (rB) 
A3=2 C"[l(kr) <4-13> Bo  3   max 

C"  (r,6) 
<4.14) 

2(0.44) C 

1.14  -52i  (4.15) 

and so on. 

As stated previously, the modes of oscillation which were observed 
in the cylinder were mostly of the J , J.. , J , J_ types, or a combination 
of two or more of these modes.  The fact that higher modes of oscillation 
were not observed, combined with the likely accuracy of the experimental 
measurements, A^ can be approximated by: 

%; (r,9) 
aX  — (4.16) 

for most practical purposes.  This approximation was used to calculate 
A^ as shown in Figs. 12 - 18. 

4.  RESULTS AND DISCUSSION 

4.1  Small Basin 

The results obtained for the small basin are shown in Figs. 12 and 13. 

Each observed mode of oscillation is assigned a symbol.  The symbols 
are defined in Fig. 10,  The modes were recognized by a combination of 
visual observation and a study of the recordings of the outputs of the 
three wave gages within the cylinder.  Generally, it was very difficult 
to tell which mode or modes of oscillation were occurring in the cylinder; 
sometimes two or more were observed at the same time, especially for the 
case of the cylinder with an entrance.  As stated before, the modes 
recognized in the cylinder were either one of the lowest order possible 
or a combination of two or more such modes.  Modes of higher orders 
might have existed in the cylinder in the experiment but they were not 
clear enough to be recognized.  The orientation of the observed nodal 
lines were as shown in Fig. 10. 

One has to be careful about ^ax .  For mode IQ , for example, one 
would expect that the wave height at the location where wave gage #2 
was installed would be the same as the wave height at wave gage #4 for 
the  no entrance" case.  However, it was found that the wave height at 
wave gage #4 was larger than the height at wave gage #2 except for 
ka >4.5 with h/a = 0.2 (Fig. 11, Small Basin).  It is important to note 
in this regard that McNown (1951; 1952) found such a non-symmetry for 
the case of waves with a period close to two resonant conditions having 
nearly equal periods. 
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In calculating values of A^ , the maximum value of Ef observed at 
any one of the 3 gages was used. 

Consider the theoretical and experimental results for case 1 
with h/a ~  0.2 as shown in Figs. 1 and 12.  The resonance patterns are 
alike; the values of ka for which peaks for different modes of oscil- 
lation appear in Fig. 12 are very similar to those in Fig. 1.  The 
calculated response curves show very sharp peaks for the larger values 
of ka, while a substantial damping effect is apparent in the experiment 
data. 

In regard to the results for case 2 with h/a =0.4 (see Figs. 2 
and 13), the damping effect is smaller than for the case of h/a = 0.2. 
In addition, the ratio of the wave height at wave gage #4 to the wave 
height at wave gage #2 is larger compared with the case of h/a =0.2 
(Fig. 11).  The maximum value of Am is about the same for both cases. 
A^ = 2.5 ~ 2 . 8 . 

4.2  Large Basin 

The results for cases 1 and 2 are shown in Figures 12 and 13. 
The modes of oscillation agreed well with the ones observed in the 
small basin for corresponding wave numbers. The peak values of A' 
appear at the same values of ka as for the small basin. 

The values of A' for ka > 3 are smaller for the large basin.  This 
is mainly due to reflections from the back wall of the small basin. 

As third and fourth case, a bottomless, vertical circular cylinder 
with an entrance in the rear was studied (see McNown, 1951 and 1952, for 
a theoretical and laboratory study of a circular cylindrical harbor ex- 
tending to the bottom).  The authors are not aware of any theoretical 
studies of this case.  Figs. 14 and 15 show the experimental results, 
with no designation for different modes of oscillation as the modes 
observed in the cylinder were not clear.  The surface oscillations within 
the cylinder appeared to be a combination of two or more modes, and, in 
addition, were affected by the disturbances due to the flow through the 
entrance. 

It is interesting to note that a nodal line did not form at the 
entrance; instead, quite a large amplitude of oscillation was observed. 
Wave diffraction was observed at the entrance.  The wave heights are 
generally smaller than for the harbor without entrance except at high 
wave numbers for h/a = 0.2 (Fig. 14).  The peak value at ha =4 in 
Fig. 14 is not well defined, amplitude of the incident wave was fluc- 
tuating. 

Figures 16 and 17 show the behavior of the harbor with the entrance 
in different locations. For the entrance in the rear, the oscillations 
inside the harbor decrease rapidly with increasing wave number. For the 
entrance at the front, the oscillations are larger at high wave numbers. 
The high peaks near ka = 4 and ka = 7 are not well defined. The maximum 
and minimum values of 5 runs are connected by vertical bars to give an 
estimate of the width of the fluctuations.  The recordings of both incident 
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wave height and harbor oscillations showed large amplitude fluctuations 
at these values of ka.  It was evident from observations made during the 
tests that reflections were the cause of this behavior. 

Fig. 18 shows the maximum values of Am for 3 different gage 
arrangements for the harbor with the entrance on the side.  The largest 
oscillations of the water level occur in the center of the harbor for 
low wave numbers and at the remote end of the harbor for high ones. 
It is thus concluded that even for the case of an entrance on the side, 
the arrangement of the gages parallel to the direction of wave incident 
gives the maximum wave heights. 

5.  CONCLUSIONS 

5.1 Harbor Without Entrance 

1) Waves having the values of ka for which the resonance peaks of 
the J » J-. j J , and J  modes occurred, were generated in the 
laboratory, as well as waves of a series of other values of ka. 
Resonant peaks were observed in the laboratory study for the 
same values of ka at which the theoretical resonant peaks occur. 

2) Damping of the wave amplitudes within the cylinder was found 
to be relatively large in the laboratory experiments for the 
larger values of ka. 

3) The results of the experiments made with the cylinder without 
an entrance show the maximum values of A' to be from 2.0 to 2.5 
(large basin).  The maximum values occur at wave numbers ka 
smaller than 4. 

5.2 Harbor With an Entrance 

1) The modes of oscillation were usually complex and could not be 
classified according to Fig. 10. 

2) The measurements showed that the oscillations were smaller for 
an entrance in the rear than for all entrance at the front, 
especially for wave numbers ka larger than 2.0. 

3) With an entrance in the rear, the maximum values of A  were 1.1 
for h/a - 0.4 and 1.6 for h/a ~ 0.2.  The maximum values were 
observed at wave numbers ka smaller than 4.0. 

4) With an entrance on the side, a maximum value of Am was ob- 
served at a wave number ka between 2.0 and 3.0.  This maximum 
value of a'm was 2.0 for h/a =  0.4 and 3.2 for h/a = 0.2. 

5) With an entrance at the front, large amplitude fluctuations were 
observed near ka =4.0 and ka = 7.0.  As an example, the values 
of a'm ranged from 2.4 to 5.3 at ka = 6.8 for h/a = 0.4.  The 
fluctuations were due to the reflection of waves from the boundaries 
of the basin. 
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7. SYMBOLS 

a   = radius of circular cylinder 

A   = defined by Eq. (2.18) 
m 

B  = defined by Eq. (2.20) 
m 

C  = a coefficient related to the wave amplitude in Eq. (3.1) 
m 

d   = water depth 

g  - acceleration of gravity 

h   = vertical distance from sea floor to bottom of cylinder 

H  = Hankel function of the first kind 
m 

I   = modified Bessel function 
m 

J  = ordinary Bessel function 
m 

k = wave number,   2TT/L 

L ~ wave, length 

m = an   integer,   0,1,2... 

r - radial  coordinate 

T = wave  period 

x - horizontal coordinate in the direction of incident wave advance 

z       -  vertical coordinate, z = 0 at undisturbed water surface 

a2 

0/  -a real positive solution of o>  tan od + —~ 0 
g 

e  = a number: g =1. and e  -2 for m > 1 
m o m 

£   = water surface elevation 

£  = amplitude of incident waves 

0  = angular coordinate 
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)     = summation over a  including <y + -ik 

<y 

t 
v 
;  = summation over only the real roots, i.e., # - -ik is excluded 

a. 

a   = wave frequency, 2TT/T 

tp(r,0,z) = displacement potential 

X(r) - defined by Eqs. (2.17) and (2.19) 

f (r,z) -  defined by Eq. (2.10) 
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CHAPTER 115 

REMOTE SENSING IN THE STUDY OF COASTAL PROCESSES 
by 

Orville T. Magoon1 , M. ASCE 
Douglas M. Pirie2 

ABSTRACT 

The quantifiable determination of important coastal parameters 
remotely rather than by in situ measurements combined with automatic 
data reduction and analysis will result in a greatly increased under- 
standing of the parameters being studied. This paper gives a progress 
report on joint Corps of Engineers-National Aeronautics and Space 
Administration (NASA) efforts to apply remote sensing in coastal 
studies. The devices used were multiband photography, the infrared 
scanner, the Side Looking Airborne Radar and various image enhance- 
ment and processing devices. 

INTRODUCTION 

The quantifiable determination of movement of sedimentary material 
along a coastline (or longshore transport) represents a major challenge 
facing coastal planners, coastal engineers and property owners. 

Although littoral processes are conceptually understood, it is as 
yet not possible to adequately describe or quantify long or short term 
forecasts of the effects of improvements or modifications to the shore- 
line.  In some instances, past shoreline changes have resulted in costly 
damage worth millions of dollars.  Research in coastal processes at 
CERC is currently directed toward efforts to improve the state of the 
art on quantitative and qualitative approaches to this problem.  These 
efforts are directed toward understanding of coastal phenomena based 
on extremely complex and relatively short lived in situ sediment 
transport measurements or experiments (such as radioisotope or fluo- 
rescent tagging of sand grains). 

In addition to the examination of in situ sediment movement, it 
is also necessary to describe and quantify the major coastal processes 
which occur on a larger spatial basis. 

The purpose of this study was to obtain imagery of a variety of 
coastal phenomena using available state-of-the-art devices, and to use 
appropriate enhancement and viewing equipment to evaluate the use of 

1Special Assistant to the Director, U. S. Army Coastal Engineering 
Research Center, Washington, D.C., U.S.A. 

20cean Engineer, Navigation and Shoreline Planning Branch, U. S. Army 
Engineer District, San Francisco, California, U.S.A. 
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this imagery and techniques in the study of various coastal processes. 
On 4 October 1971 the National Aeronautics and Space Administration (NASA), 
Manned Spacecraft Center, Houston, Texas furnished the NASA 927 NP3A 
Earth Observation Aircraft Program research aircraft for a flight of 
the central and southern California coast.  Seven flight lines were 
flown along the California coast using an RS-14 infrared scanner and 
photographic data runs with altitudes from 500 to 10,000 feet. A similar 
number of flight lines using Side Looking Airborne Radar (SLAR) offset 
roughly two nautical miles from the coast match the photographic flight 
lines and are flown at an altitude of 5,000 feet. The NASA 927 aircraft 
is an experimental platform in which may be installed a number of optical 
electronic or other experimental sensing packages. Photographic equip- 
ment consisted of four KA-62 cameras and two RC-8 metric cameras.  Various 
filter/film combinations were employed to optimize imagery. 

The RS-14 scanner is a radiometer that optically/mechanically scans 
successive contiguous lines across the flight path and records simul- 
taneously in two spectral intervals the energy reflected or emitted by 
earth features. This device includes internal calibration sources and 
a number of thermal infrared detectors which may be used as desired. 
For this particular flight, wave lengths from 8 to 14 urn were recorded 
on film and wave lengths from 3 to 5.5 urn were stored on analog tape. 

The 16.5 GHz (SLAR) is a radar mapping device which transmits a 
series of pulses of 16.5 GHz radiation in a narrow fan shaped beam from 
an antenna mounted on the aircraft.  The transmitted pulses alternate 
between horizontal and vertical polarization and back scatter energy is 
received in both polarizations. The device produces a photograph-like 
image and was operated to optimize and enhance water and wave action 
return. Of particular interest to coastal investigators is the onboard 
navigation system which automatically controls aircraft flight on selected 
latitude and longitude points. 

The multiband and infrared imagery was processed on an I2S multiband 
camera film viewer (MCFV) in Houston at the NASA Manned Spacecraft Center. 
This device is a high resolution 1,000 line system scanning three channels 
of multiband imagery. The MCFV provides a calibrated output from each 
of the three channels for viewing in composite true color analog, false 
color and digitized enhanced false color.  By use of this device imagery 
from the three channels of coastal data were synergistically combined 
to produce the desired enhancements. Examples will be shown of various 
enhancement combinations.* 

Ground/sea truth measurements were also taken. These measurements 
include observations at Project LEO sites and special measurements at 
selected points within the flight areas.  Experiments are limited to the 

*Color flight imagery shown in Vancouver Conference.  Presentation 
could not be included in this presentation. 
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coastline of the State of California. Work was sponsored jointly by 
the NASA and the Corps of Engineers, Coastal Engineering Research Center. 

NASA FLIGHT 

On 4 October 1971 the National Aeronautics and Space Administration 
(NASA) Manned Spacecraft Center (MSC) , Houston, Texas, furnished the 
NASA 927 NP3A aircraft for a flight over the central and southern 
California coast.  Ten flight lines along the California coast had the 
RS-14 infrared scanner and photographic data runs with altitudes flown 
from 500 to 1,000 feet.  Seven flight lines of SLAR data offset roughly 
two nautical miles from the coast matched the photographic flight line 
and were flown at an altitude of 5,000 feet. 

FLIGHT OPERATIONS 

In flying this mission, the NASA 927 aircraft was staged out of 
Moffett Field, California.  The predawn flight containing 14 flight 
lines extended from approximately Ano Nuevo, San Mateo County, to just 
north of San Clemente, Orange County, California.  The flights were 
generally flown with an equal balance of land and water or to be fairly 
biased, toward a larger percentage of water than land, but generally 
strict tangent flight lines. A summary map is shown in Figures 2A and 
2B. A listing of the precise location of imagery was generated from 
the onboard data processing system (ADIAZ) obtained from the automatic 
inertial guidance system on NASA 927. This system simultaneously 
logged physical parameters relating to the flight for subsequent printing. 

REMOTE SENSING SYSTEMS 

Remote Sensing Devices 

For this particular flight, and to be described in the next sections, 
the following devices were installed: 

a. Camera System: 

Forward 
overlap, 

Camera Position Type Film Filter Lens percent 

RC-8 1 Color S0-397 Haze 6 in. 60 
RC-8 2 Color IR 2443 12 6 in. 60 
KA-62 la Color S0-397 12 3 in. 60 
KA-62 2 B&W 2402 25A 3 in. 60 
KA-62 3 B&W 2402 58 3 in. 60 
KA-62 4 B&W IR SO-246 89B 3 in. 60 
SLAR boresight Color 2448 

1/ KA-62 camera #1 with color film was overexposed one f-stop over a 
normal land return exposure in order to achieve water penetration. 
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FLIGHT SUMMARY MAP 

SCALE 1 : 1,000.000 

FIGURE 2A 
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TKST SITE  288 

FLIGHT SUMMARY MAP 

SCALE      !     1.000.000 

FIGURE   2B 



2032 COASTAL ENGINEERING 



REMOTE SENSING 2033 

b. RS-14 Scanner: 

(1) Channel 1 - 3 to 5.5 um 
(2) Channel 2 - 8 to 14 vim 

c. 16.5 GHz SLAR: 

(1) Optimized settings to enhance water and wave action return. 
(2) Full polarization matrix. 

d. PRT-5: Recorded on onboard strip chart and magnetic tape. 

e. Atmospheric sensors:  Temperature, dew point, and liquid water content, 

f. LTN-51 

Cameras: 

RC-8 Metric Camera. The Wild-Heerbrugg RC-8 metric, general mapping 
cameras employ a 6-inch focal-length, Universal Aviogon lens capable 
of color, color infrared, or conventional black and white on 9-inch 
format photo film. The camera is primarily employed as a high resolution 
terrain correlation and indexing device as described in the NASA MSC 
publication, "Earth Observation Aircraft Facility of the Manned Spacecraft 
Center, Vol. I." 

The camera incorporates two separate data systems:  an electromechanical 
events counter and a data recording cathode ray tube (CRT).  The CRT dis- 
plays encoded auxiliary data (ADAS) pertinent to camera operation and 
aircraft flight. The events counter registers the frame number and fixed 
data consisting of lens serial number and focal length. The events 
counter and fixed data is displayed on the edge of the film and CRT data 
is displayed on a corner of each frame. 

The RC-8 cameras were mounted in T-28A-6 stabilized camera platform 
which increase camera steadiness and vertical accuracy under all conditions 
of flight within the range of the platform's freedom of movement. The 
platform is electronically controlled and gyroscopically stabilized to: 

Provide a stabilized platform to support the RC-8 aerial 
camera in the aircraft 

Maintain the optical axis of the camera fized with respect 
to vertical 

Increase image resolution by reducing the effects of aircraft 
vibration and roll and pitch motion 

Provide remote positioning of the camera azimuth to correct 
for the "crab" of the aircraft. 
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The maximum limits of correction for the T-28A-6 stabilized platform are 
as follows: 

Azimuth ±15° 
Roll ± 8° 
Pitch  ± 8° 

KA-62 Camera System.  The KA-62 is a serial frame camera employing 
spectral bandpass filters, a 3-inch focal length lens, and a 4.5-inch square 
image format.  Depending on the filters installed, the camera may be used 
for broadband photography or for photographs sensitized to a selected 
portion of the spectrum. 

A multiband camera system is formed by boresighting the cameras in 
the aircraft and using a different spectral bandpass filter with each 
camera.  In the multiband application, the cameras are operated synchro- 
nously; photographs obtained show differences in tone density because of 
differential reflectance, thus accurately representing characteristics 
of the terrain. 

The KA-62 camera incorporates two separate data systems:  a 4-dlgit, 
cumulative, resettable, electromechanical events counter, and a data 
recording cathode ray tube (CRT) with their respective optical projection 
systems. The CRT displays encoded auxiliary data on camera operation 
and aircraft flight.  The events counter registers the frame number and 
fixed data consisting of lens serial number and focal length.  The 
events counter display is recorded on the edge of the film and the CRT 
data is recorded on a corner of each frame. 

Image motion compensation (IMC) capability is provided to allow 
operation within a wide range of aircraft altitude and ground speeds. 
The KA-62 camera may be operated using either modified pulse mode or 
modified IMC pulse mode, controlled by remote switching in the Aircraft 
Camera Control System (ACCS). 

An 89B filter is used with infrared aerographic film when operating 
only one camera with IR film; if two cameras are used with IR film, a 
25A filter is used with the second camera. 

Infrared 

RS-14 Dual Channel Infrared Imaging Scanner. The Texas Instruments 
RS-14 Scanner detects infrared or ultraviolet radiation and processes 
the detected signals as video, displays the video as an intensity- 
modulated CRT trace, and projects the CRT trace on traveling photographic 
film.  Infrared energy received is reflected through the scanner optical 
system and is focused upon a detector enclosed in the vacuum chamber of 
a closed-cycle refrigerator or cooler. Either two or four infrared 
detectors are available, depending upon preflight selection and 
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installation of detectors for the particular mission. A fifth sensor, 
a photomultiplier tube that may be installed before flight in place 
of two of the four 1R detectors, detects ultraviolet and visual 
radiation. 

While recording during flight, the selected detector converts 
received infrared or ultraviolet visual energy variations into 
electrical signals.  The sensor output is processed into video and 
displayed as an intensity-modulated trace on a 5-inch CRT in the 
recorder unit.  The CRT trace image is optically coupled to the film 
magaEine unit, exposing the film to produce a rectilinear map. 

Figure 4 is a simplified operating diagram of an IR scanner.  In 
addition to the video calibration sources, a 10-step calibration scale 
and auxiliary data are displayed on the film. The system compensates 
for aircraft roll by use of inputs from a vertical gyro in the scanner. 

Principles of Operation. The RS-14 IR Scanner is a passive, air- 
borne, infrared and ultraviolet imaging system.  The instrument scans 
the ground surface along the aircraft flight path and produces a 
rectilinear photographic image of the terrain.  The system is passive 
in that it detects and records variations in the radiant energy 
emanating from earth terrain.  Information received by the scanner 
is converted to video intelligence and processed through the scanner. 
The video intelligence is converted to visible energy via a CRT for 
recording on photographic film within a film magazine. A heat 
exchanger, part of the cryogenic cooling system, maintains the low 
temperature necessary to operate the infrared detectors located within 
the scanner.  A power supply provides system operating voltages. 

Precision Radiation Thermometer.  In order to determine precise 
temperatures directly below the aircraft and to appropriately adjust the 
RS-14 radiometer, a Barnes Precision Radiation Thermometer (PRT-5) 
was operated during the times that the RS-14 was in operation. 

The Barnes PRT-4 has a 2° field of view. The detector is an immersed 
thermistor bolometer. The absolute system accuracy of ±0.5°C (claimed) 
is achieved by controlling the temperature of a heated in-line reference 
cavity within the optical head of the PRT-5.  Incoming target radiation 
(8 to 14 microns) is compared continuously with the known radiation of 
the internal reference. The difference is converted into a proportional 
electrical signal that is equivalent to the target radiation temperature. 
The output of the PRT-5 is proportional to the fourth power of the absolute 
radiation temperature; thus, a correction should be made to any linear 
interpolation between the high and low range marks. 

SIDE LOOKING AIRBORNE RADAR (SLAR) 

In an attempt to determine the applicability of side looking airborne 
radar (SLAR), a 16.5 GHz SLAR was operated on 14 flight lines of the 
4 October 1971 NASA flight. 
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The SLAR Is an unfocused, synthetic aperature, airborne, radar 
mapping device which scans the terrain on the starboard side of the 
aircraft's ground track. The AN/DPD-2 radar was modified by Philco- 
Ford to provide a dual polarization capability, with the radar data 
formatted into four separate polarization information channels for 
film recording. 

The microwave energy scattering characteristics of physical objects 
provide a wide range of identifiable radar backscatter, or return. The 
differences between these returns enables use of radar to map a given 
area.  The results may be interpreted through an understanding of the 
characteristic returns as more data is obtained on these characteristic 
returns. The 16.5 GHz SLAR provides high resolution ground mapping by 
utilizing a short pulse-width for range resolution (across-track) and 
a long, synthetically obtained antenna aperture for azimuth resolution 
(along-track). 

The SLAR generates four 10-nautical mile-wide strip map images of 
the area on the right side of the aircraft. The strip map images (one 
parallel and one cross polarization for both horizontally and vertically 
polarized transmissions) are recorded on film during flight.  All radar 
data processing needed to produce a map image is completed before 
recording on film. 

The radar operator may select one of five slant-range swath positions 
(0 to 10 n.mi., 1.4 to 11.4 n.mi., 2.7 to 12.7 n.mi., 4.0 to 14.0 n.mi., 
or 5.4 to 15.4 n.mi.) to map the desired area. 

As the aircraft flies over the selected terrain, a pulse generator 
circuit produces a continuous train of pulses. The pulses are used to 
drive the transmitter and to initiate the sweep on the CRTs which expose 
the film. The transmitter converts each pulse received into a burst of 
radio frequency (RF) energy.  The duplexer, a switching device used to 
connect or disconnect the antenna to or from the transmitter or the 
receiver, connects the antenna to the transmitter during the brief 
pulse period when RF energy is generated.  The antenna radiates the 
energy toward the terrain below in a narrow, shaped beam.  Because of 
the depression angle (the angle below horizontal at which the energy is 
directed), the wave front contacts the ground at a point Q (see Figure 9 
on the following page) and continues to sweep outward to point T.  The 
antenna receives the backscatter, and because it is connected by the 
duplexer to the superheterodyne receiver, feeds the microwave energy 
into the electronic network. The backscattered energy is converted into 
voltage variations which in turn modulate the intensity of two CRTs. 
The recording film is transported across the face of the CRTs at a rate 
proportional to the aircraft's ground speed. The CRTs expose the film 
in "sweeps" or lines in synchronism with the RF energy wave front "sweep" 
over the terrain (see Figure 10). The transmitter utilizes a ferrite 
switch to control polarization of transmissions. 
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16.5 GHz SlfiR ANTENNA PATTERN DIAGRAM 

FIGURE 9 
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ENHANCEMENT AND IMAGE PROCESSORS 

In the process of obtaining coastal information from imagery generated 
during this flight, a number of optical and electronic devices were used 
in an attempt to obtain maximum information from the available imagery. 
In cooperation with the NASA Manned Spacecraft Center, the Corps of 
Engineers personnel processed imagery on various devices at the MSC Earth 
Resources Systems in the Agena Building, Clear Lake City, Texas.  The 
basic equipment used in this effort consisted of three systems, as follows: 

The Multiband Camera Film Viewer (MCFV) 
The Additive Color Viewer Printer 
The Datacolor System 

Multiband Camera Film Viewer (MCFV). The Multiband Camera Film 
Viewer, developed by I^S, is a three-channel electronic system, capable 
of converting image data, stored on 70 mm or 5 x 5-inch format film, 
into electronic form, and digitally processing these data, in a high 
speed real time mode, into a special form for presentation on a high 
resolution 1,000-line color display. The three key elements of the MCFV 
system are the scanner, control, and display subsystems. 

The scanner subsystem is housed in a console which provides an 
isolated, stabilized structure to support the various components.  These 
components include a high resolution (1,000-line) CRT, beam splitters, 
lens, film transports, film holders, film gate drives, condenser lenses, 
the photomultiplier assembly and the associated drive electronics. The 
support provided for these components consists of a rigid optical bench 
assembly, supported and stabilized by three automatically leveled 
pneumatic struts. 

The video signals generated by the scanner are processed by the 
components of the control subsystem housed in the display console.  The 
two major components of the control subsystem are the Analog Signal 
Processor (ASP), and the Digital Image Processor (DIP), 

The display subsystem consists of a triniscope, housed in the display 
console. The components of the system include three CRTs, one for each 
primary color, and an optical assembly.  Associated with the CRTs are 
their electronic chassis, and adjustable CRT/Monitor mounts. The optical 
assembly is also supported by an adjustable mount.  Inputs to the display 
subsystem are the analog outputs of the Digital Image Processor. These 
video signals are converted by the triniscope into monochrome or color 
displays for viewing or photo recording.  This device is described in 
"An Electronic Viewer for Multiband Imagery" by Howard M. Roberts, 
American Society of Photogrammetry, Washington, D.C. meeting, March 12-17 
1972. 
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SUMMARY OF RESULTS 

Color views and enhancements presented during the Vancouver con- 
ference cannot be presented in this paper, however, summaries of the 
resulting image analysis are given below: 

a. RC-8 position 1 (color) produced excellent presentation of land 
features, and limited information from sea and subsurface features. 

b. RC-8 position 2 (color IR) produced presentation of the size 
and quality of marine kelp beds, but provided no way of determining 
whether the kelp is on the surface. 

c. KA-62 position la (color).  The yellow wratten 12 filter on over- 
exposed color film was found to give the most useful information for the 
analysis of current and sediment patterns. Material from sewer outfalls 
is clearly seen on this imagery.  It also provided good water penetration. 

d. KA-62 position 2 (red). With normal exposure, this camera 
produces primarily water surface information and is thus useful in 
enhancement combinations.  If this combination is overexposed 1 "f" 
stop, considerable additional sedimentary information is obtained. 

e. KA-62 position 3 (green).  Provides good information for the 
analysis of current and sediment patterns, but with normal exposure, does 
not produce as good results as KA-62 position la.  Better results would 
probably be produced with overexposure. 

f. KA-62 position 4 (B&W IR). The infrared (IR) energy can only 
penetrate a short distance into seawater and is highly reflected by vegeta- 
tion including algae. Therefore, only the surface canopy of nearshore 
kelp is seen in this photograph. The near IR film is excellent for use 
in the analysis of waves breaking upon a beach.  Since the IR film is not 
sensitive to a response by sediments and bottom colors, a good photograph 
can be obtained of coastal waves, beach cusps, and refraction patterns. 
It was unfortunate that at the time of this flight, there were only small 
waves in the central California area; however, other imagery seen by the 
authors has shown that the use of near IR black and white or false color 
IR techniques are invaluable in the analysis of ocean wave phenomena. 

g. SLAR Boresight Camera.  Of little value due to inability to 
depress at same coverage angle as SLAR on this mission. 

h. RS-14 IR Scanner. This device provided detailed information from 
which current and/or sediment movement may be implied. Man-made discharges 
produced good sources for tracing current movements. 
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i.  16.5 GHz SLAR. Due to low wave heights and frequency, only limited 
information is obtained and that is in the zone of breaking waves.  In 
order to obtain information on sea and swell waves lower frequencies would 
probably be required. 

j. Enhancements.  Image enhancements produced by the various devices 
tested yielded impressive results. Of the devices tested, the MCFV 
produces the best opportunity to synergistically combine various images 
to display a typical desired parameter (such as offshore kelp beds) with 
the ultimate view of producing automatic processing of imagery. 

CONCLUSION 

Based on the summary of the results of the coastal remote sensing 
flight described in this paper, it is concluded that remote sensing 
provides valuable tools in the study of coastal processes.  It is further 
concluded that remote sensing combined with appropriate enhancement and 
automatic data processing will lead toward the development of remote 
sensing/analysis systems that will not only record the phenomena under 
study but will also produce the desired numerical values of the appropriate 
parameters describing the phenomena. 
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CHAPTER 116 

COASTAL ENGINEERING APPLICATIONS OF AERIAL REMOTE SENSING 

Donald B. Stafford, A. M. ASCE1 

ABSTRACT 

This paper reviews the important coastal engineering applications 
of aerial remote sensing techniques and provides a current state of the 
art summary of the utilization of aerial remote sensors in coastal 
engineering studies.  The sensors' discussed include conventional black 
and white aerial photographs, black and white infrared aerial photo- 
graphs, color and color infrared aerial photographs, multispectral aerial 
photographs, satellite photographs, infrared imagery, multispectral 
imagery, and radar imagery. 

The field of coastal engineering is considered in a broad context 
to include all important applications of aerial remote sensing that re- 
late to coastal engineering problems.  The use of remote sensors to 
monitor coastal changes, study coastal landforms, examine storm effects, 
map coastal areas, determine nearshore hydrography, and monitor the 
environmental effects of coastal engineering projects, a topic of con- 
siderable current concern, is described. 

The important characteristics of the various aerial remote sensors 
are described briefly.  The advantages and limitations of the aerial re- 
mote sensing techniques for different coastal engineering studies are 
noted.  The review and state of the art summary of the applications of 
the aerial remote sensors can be used by coastal engineers as guidelines 
in employing the sensors in future coastal engineering investigations. 

INTRODUCTION 

A considerable amount of literature exists which describes various 
applications of aerial remote sensing techniques in the field of coastal 
engineering.  The increased interest in aerial remote sensors as a tool 
in coastal engineering investigations is indicated by the increasing 
number of papers describing the use of these techniques that have been 
presented at the Coastal Engineering Conferences in recent years.  It is 
quite probable that the uses of aerial remote sensors in coastal engi- 
neering will continue to expand in the future as coastal engineers be- 
come more familiar with the techniques and improvements in aerial remote 
sensing techniques are developed. 

Associate Professor, Department of Civil Engineering, Clemson University, 
Clemson, South Carolina 29631 
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Aerial   remote sensing  techniques  have several   important advantages 
over other possible approaches  to many coasta.1  engineering studies.     In 
many  instances,  a savings  in  the cost of data collection  can be achieved. 
In other coastal  engineering studies,   the use of aerial   remote sensing 
techniques  makes   it possible  to collect   data that  could not be obtained 
by any other method or only at a cost  that would be prohibitive.     The 
use of aerial   remote sensors  also makes   it possible and economically 
feasible to obtain more complete data on  certain  coastal   conditions and 
processes than  can be obtained by alternative data collection  techniques. 
The continuous  coverage of the  terrain available with aerial   remote sen- 
sors  also permits  very  limited field observations  to be  used to character- 
ize  conditions  over very  large areas. 

Certainly one of the most  important advantages of aerial   remote 
sensing  techniques   is  a  direct   result  of the aerial   vantage point  that 
is   inherent  in all  of these techniques.     The  use of the aerial   vantage 
point provides  an overall  view of terram  features  that  can be very 
useful   in analyzing coastal   landforms and processes.     The aerial   remote 
sensors  provide synoptic coverage of the terrain  that permits  the coastal 
engineer to examine the  relationship between  various  coastal   features 
and processes.     The continuous  coverage and the aerial   vantage point 
that are provided by  the aerial   remote sensors are particularly  important 
in analyzing  rhythmic coastal   features  such as  sand waves  that  cannot 
be observed easily on  the ground. 

A variety of aerial   remote sensors  are available  for use  in  coastal 
engineering applications.    The most common  sensors   include black and 
white,   black and white   infrared,   color,   and color   infrared aerial   photo- 
graphs,  multispectral  aerial  photographs,  satellite photographs,   infra- 
red  imagery,  multispectral   imagery,  and  radar  imagery.     Each of these 
sensors  has  characteristics and capabilities  that make  it  particularly 
suitable  for certain  types of coastal  engineering  investigations.     It   is 
imperative that coastal  engineers  be sufficiently  familiar with  the 
primary characteristics of the various  sensors   if the optimum sensor for 
a particular coastal  engineering application   is  to be selected.     Conse- 
quently,   the  following paragraphs  describe the  important  characteristics 
and coastal  engineering applications  of the various  sensors  and summarize 
the advantages  and  limitations of the sensors. 

APPLICATIONS  OF  AERIAL   REMOTE  SENSORS 

Black and White Aerial   Photographs 

Conventional  black and white or panchromatic aerial   photographs 
have been  used for many years   in various  coastal  engineering applications. 
At the present time,  black and white aerial  photographs  are the most 
widely  used aerial   remote sensor,  primarily because these photographs 
are  readily available  for coastal  areas.     Black and white aerial  photo- 
graphs have been  used both as  graphic display tools or maps  to  illustrate 
coastal   features and as  a source to extract quantitative  data concerning 
various  coastal   features  and processes.     Because of the aerial  vantage 
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point,  aerial  photographs have a  unique capability to depict many 
coastal   features  and processes.     In many  instances,   the  relationship 
between  various  coastal   features  and processes  can be examined more 
thoroughly  from aerial  photographs  than  from ground observations. 

One of the most useful   coastal  engineering applications of black 
and white aerial   photographs   is  to detect and measure changes   in dynamic 
coastal   landforms by comparing photographs  taken with some  time  lapse. 
Aerial   photographs  are made by  various  governmental  agencies and private 
firms   for many  different purposes,   and  consequently  several   coverages 
of aerial   photographs   taken over the  past  30-'(0 years exist   for most 
coastal   areas   in  the United States  and many other areas of the world. 
Therefore,  several   increments of change  in  coastal   features  can  be 
determined by  making measurements  on  each  set of available photographs. 
Aerial   photographs   can be  used to determine  changes   that   result  from 
long-term coastal  processes  and  from short-term effects such as  storms 
and hurricanes.     If an effort   is  made to minimize the detrimental  effects 
of the  inherent errors   in  aerial  photographs  caused by scale variation, 
tilt,  and  relief distortion,  accurate measurements of coastal  changes 
can be made.     An   important  recent  development  in the use of aerial  photo- 
graphs  for coastal  engineering studies   is  that the  Coastal   Engineering 
Research   Center has   initiated a program to  compile a   list of all   existing 
aerial   photographs  of coastal   areas   in  the United States. 

Athearn and  Ronne   (1963),   Cameron   (1965),  El-Ashry   (1963 and  1966), 
El-Ashry and Wanless   (1965,   1967,  and  1968),  Moffitt   (1969),  and others 
have  described  the   results  of studies which  used panchromatic aerial 
photographs  to  determine  changes   in  coastal   landforms.     Stafford   (1968 
and  1971)   presented a detailed description of a procedure for conducting 
beach erosion  surveys  by making measurements on  comparative aerial   photo- 
graphs.     The  results obtained  in  conducting an erosion survey along  the 
entire 330-mile  length of the North  Carolina  Coast were presented by 
Langfelder,   Stafford,   and Amein   (1968 and   1970). 

Many other coastal  engineering applications of panchromatic aerial 
photographs have been  described by various   investigators.     Examples of 
these applications   include  studies  of wave   refraction  patterns,   rip 
currents,   coastal   mapping,   land  use mapping,   storm effects  on  coastal 
landforms,  water current  direction  and velocity,   coastal   landform and 
geomorphology  research,  and wave patterns.     Sonu  (1964)   reviewed the 
use of black and white aerial   photographs   in  studies  of coastal   processes. 

Black and White   Infrared Aerial   Photographs 

Black and white  infrared aerial  photographs  have been  used  in cer- 
tain  coastal   engineering applications   for many years.     For coastal 
applications,   the primary characteristic of  infrared photographs  is 
that  they produce a sharp  contrast between water bodies  and the beach. 
This   feature   is   the   result  of the marked  difference   in   reflectance 
characteristics of water and earth materials   in  the near  infrared wave- 
lengths.     Water bodies  photograph   in a  dark gray or black  tone which 
contrasts  distinctly with  the white to  light gray  tone of the materials 
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composing the beach and other land features.  Consequently, black and 
white infrared aerial photographs are very useful in shoreline delinea- 
tion studies and particularly in locating the shoreline or waterline at 
different stages of the tide.  By taking aerial photographs at specific 
levels of the tide, the location of the water line corresponding to any 
desired tidal stage can be determined.  Black and white infrared aerial 
photographs have been used extensively by the National Ocean Survey and 
its predecessor, the U. S. Coast and Geodetic Survey, for various coastal 
mapping applications.  Consequently, there are several coverages of black 
and white infrared aerial photographs available for many areas along the 
coast of the United States.  It should be noted that black and white 
infrared aerial photographs can be used very effectively in conjunction 
with panchromatic aerial photographs in examining changes in coastal 
landforms. 

Another characteristic of black and white infrared aerial photo- 
graphs that can be useful for certain applications in the coastal envi- 
ronment is that these photographs have better haze penetration capability 
than panchromatic photographs. This capability results from the fact 
that the near infrared radiation used to expose black and white infrared 
film has a significantly longer wavelength than the visible spectrum 
radiation used to expose panchromatic film.  The longer wavelength 
radiation is less susceptible to atmospheric scattering by thin clouds, 
fog, haze, dust, or air pollution than the shorter wavelength visible 
spectrum radiation in accordance with Rayleigh's Law.  The increased 
haze penetration can be useful in a variety of coastal engineering 
applications in urbanized areas where air pollution is common or in 
areas where meteorological conditions frequently produce fog or haze. 

Color and Color Infrared Aerial Photographs 

Color and color infrared aerial photographs have been used in 
several coastal engineering applications. The addition of color to the 
aerial photograph provides a supplementary detection and discrimination 
capability that can be very useful in investigating many coastal fea- 
tures and processes.  The additional cost of color or color infrared 
aerial photographs as compared to black and white photographs can be 
justified by the additional information content of color photographs in 
many coastal engineering applications.  Several studies have shown that 
color photographs are  most appropriate for some coastal engineering 
applications and color infrared photographs are the optimum type of 
aerial photograph for other coastal engineering applications.  Thomas 
(1971) compared the coastal engineering applications of color and color 
infrared aerial photographs using the southern coast of Long Island, 
New York, as a study site.  He found that color photographs were best 
for investigating underwater phenomena such as sediment patterns, water 
depths, and mapping shoal areas.  Color infrared aerial photographs were 
found to be best for examining coastal features on land and for coastal 
vegetation studies. Consequently, obtaining both color and color 
infrared aerial photographs should be considered for comprehensive 
coastal engineering studies if the added expense can be justified. 
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Color aerial photographs have been used extensively by the National 
Ocean Survey in preparing and revising coastal charts because of their 
ability to provide water penetration and show submerged features.  Color 
aerial photographs have been found to be useful in planning hydrographic 
surveys, in conducting storm damage surveys in coastal areas, and in 
revising nautical charts made obsolete by storm induced changes in 
coastal landforms. 

Several studies of water penetration and water depth determination 
using color aerial photographs have been conducted in recent years. 
Much of the work in investigating the water penetration characteristics 
of color aerial photographs has been a preliminary step toward develop- 
ing a technique for depth determination.  Geary (1968) and others have 
described successful tests of water depth determination from color aer- 
ial photographs.  Many studies have documented the superior water 
penetration capability of color aerial photographs as compared to color 
infrared photographs (Thomas, 1971). A special color film in which the 
blue sensitive emulsion layer was eliminated has also been used in depth 
penetration studies, apparently with considerable success.  However, 
Ross (1969) and others have cast considerable doubt on the utility of a 
non-blue sensitive color aerial film for depth penetration applications. 
Several investigators have discussed important considerations in selec- 
ting the proper photographic techniques to achieve maximum depth 
penetration and to record subsurface details with color aerial photo- 
graphs.  Several studies have shown that a higher than ordinary exposure 
of the aerial film is necessary to produce maximum depth penetration, 
and this usually results in overexposure of the film for surface 
features.  It is also important to have an understanding of the light 
transmission characteristics of water in planning depth determination 
projects using color aerial photographs.  Continued development of 
techniques for determining water depths from aerial photographs can be 
expected. 

Color aerial photographs have been used successfully in determining 
water current direction and velocity by photogrammetric techniques. 
Color aerial photographs have also been used in examining the flow 
patterns of water discolored by suspended sediment, pollutants, or dye. 
James and Burgess (1970) described a very sophisticated technique for 
investigating ocean outfall dispersion based on an analysis of color 
aerial photographs of a dye tracer. Waste concentrations, dispersion 
coefficients, and water current direction and velocity were determined 
by this technique. 

Color infrared aerial photographs have some of the same character- 
istics commonly associated with black and white infrared aerial photo- 
graphs.  Color infrared photographs have better haze penetration than 
color photographs and they also give a sharper line of demarcation be- 
tween water bodies and land features.  These properties can be useful 
in several coastal engineering applications.  The sensitivity of color 
infrared aerial film in the near infrared portion of the spectrum and 
the high reflectance of vegetation in the near infrared band cause vege- 
tation to appear in a deep red or magenta color on color infrared aerial 
photographs.  The variation in infrared reflectance characteristics of 
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different vegetation species is sufficient to permit the differentiation 
of vegetation species by examining the intensity of the reddish color 
of vegetation on color infrared aerial photographs.  Color infrared 
aerial photographs have been used extensively for mapping marshland 
vegetation species in the coastal zone (Pestrong, 1969)-  Color infra- 
red aerial photographs may also be useful in monitoring the environ- 
mental effects of various activities in marshlands, estuaries, and other 
coastal areas. 

Multispectral Aerial Photographs 

Multispectral or multiband aerial photographs have only recently 
begun to be utilized for coastal engineering applications. Multispectral 
aerial photographs consist of two or more photographs of the same area 
that have been exposed by using different portions of the electromagnetic 
spectrum. Multispectral aerial photographs produced by multiple lens 
cameras with different film and/or filter combinations have an increased 
capability for the detection and analysis of various coastal features 
and processes.  This increased detection capability results from the 
fact that multispectral photographs provide additional information on 
the interaction of terrain features and the electromagnetic energy em- 
ployed in making the photographs. The selection of the different film 
and filter combinations can be made in such a manner that the maximum 
amount of information for a particular coastal engineering application 
can be obtained from the multispectral aerial photographs.  In coastal 
areas, one wavelength band could be chosen to give maximum water pene- 
tration, another wavelangth band chosen to provide the maximum capability 
to delineate the land-water boundary, another wavelength band could be 
chosen to provide the maximum capability to discriminate between coastal 
vegetation species, and the other wavelength band or bands selected to 
optimize the capability to detect some other coastal feature or process 
of interest to the investigator.  Research has shown that four multi- 
spectral photographs consisting of the blue, green, red, and near infra- 
red bands are adequate for many applications. 

Pestrong (1969) examined the utility of multispectral aerial photo- 
graphs in investigating several aspects of the coastal environment, in- 
cluding water depth penetration, land-water boundary delineation, drain- 
age feature mapping, and vegetation mapping.  He found that four photo- 
graphs consisting of color, color infrared, black and white infrared, 
and a photograph in the 550~630 millimicron wavelength band would consti- 
tute an optimum multispectral system.  Ross (1969), Wenderoth (1969), 
and Yost and Wenderoth (1968 and 197') have used multispectral aerial 
photographs extensively to investigate the water depth penetration capa- 
bility of aerial photographs.  Several important aspects of the depth 
penetration problem such as photographic techniques for achieving maxi- 
mum penetration, the effects of suspended particulate matter on pene- 
tration, and the attenuation characteristics of light in various wave- 
length bands in different types of coastal water have been examined 
and the results have been reported.  It has been shown that the light 
transmission characteristics of water are an important factor that must 
be considered in planning multispectral aerial photography missions for 
coastal engineering applications that involve water penetration. 
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Recently considerable progress has been made in the analysis 
techniques for multispectral aerial photographs. The development of 
various image enhancement techniques and particularly the additive color 
viewing approach has greatly increased the capability to extract data 
on different features depicted in the multispectral aerial photographs. 
Available techniques and equipment can be used to combine the multi- 
spectral photographs in combinations that simulate regular color, color 
infrared, and other false color images. Therefore, the multispectral 
aerial photographs and the additive color viewing technique can be used 
to obtain the maximum amount of information about the coastal zone 
terrain and thus provide essential data for coastal engineering investi- 
gations. Multispectral aerial photographs and additive color viewing 
appear to have considerable potential in coastal zone vegetation studies 
and this approach may be useful in examining the environmental effects 
of some coastal engineering projects. 

Satellite Photographs 

Satellite photographs have been used in examining certain coastal 
and oceanographic phenomena that can be observed from satellite alti- 
tudes.  Fortunately, a number of important coastal and oceanographic 
features are visible on satellite photographs. The primary advantage 
of satellite photographs is the large area of coverage provided by each 
photograph. The large area of coverage permits features and processes 
that occur on a large scale to be observed in their entirety rather 
than in small segments as is commonly the case with ground observations 
or even other aerial remote sensors. Therefore, the photographs are 
suited ideally to the analysis of large coastal phenomena such as lit- 
toral currents, suspended sediment patterns, river effluent dispersion, 
and regional coastal landform studies. Satellite photographs can pro- 
vide synoptic coverage of large scale coastal features and processes 
that can be used to evaluate the relationship between various landforms 
and features observed in the photographs.  Satellite photographs may be 
particularly useful for providing more complete information on small 
scale problems that are created by large scale processes whose role is 
not completely understood or which cannot be observed using low altitude 
aerial remote sensors or ground observations. 

The combination of the high altitude and the small scale that is 
used in producing satellite photographs results in a relatively low 
resolution as compared to other photographic aerial remote sensors. 
Satellite photographs commonly have a resolution in which the smallest 
features that can be observed are in the 200-300 feet range. Although 
the low resolution limits the type of coastal features that can be 
examined on satellite photographs, the resolution is not a severe handi- 
cap when large scale features are being investigated. 

The applications of satellite photographs to coastal engineering 
studies have been severely restricted by the fact that the photographs 
have been available for only limited areas. However, the Earth Resources 
Technology Satellite (ERTS) program to obtain repeat coverage with 
multispectral satellite photographs on an 18-day cycle for most coastal 
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areas promises to open a new era in the coastal engineering applications 
of satellite photographs. The repeat coverage will be particularly 
useful in investigating large time-varying coastal zone phenomena. The 
amount of satellite photography that will be available for study will 
increase dramatically as the ERTS and Skylab missions are conducted. 
Also, the combination of multispectral satellite photographs and analysis 
techniques such as additive color viewing offers considerable potential 
for coastal engineering applications. 

One of the most important investigations of coastal processes by 
the use of satellite photographs was conducted by Mairs (1970). This 
study was based on an analysis of Apollo 9 photographs and it involved 
a detailed analysis of the origin, movement, and dissipation of turbid 
water plumes near Cape Hatteras, North Carolina. The observed plumes 
were concluded to be the ebb tide discharge of highly turbid water 
containing sediment derived from the bottom of Pamlico Sound.  Mairs 
(1970) concluded that satellite photographs were a useful tool in 
studying coastal water circulation, flushing, and mixing patterns. 

Nichols (1970) described several coastal processes that can be 
examined on satellite photographs, including turbid water plumes being 
transported by currents and circulation patterns.  He noted the need 
for and the difficulties encountered in collecting adequate ground truth 
data to use in calibrating data extracted from satellite photographs. 

Lepley (1968) investigated coastal water clarity by examining Gemini 
mission satellite photographs.  The primary objectives of this study were 
to estimate the portion of the world's coastline that had sufficiently 
clear water to permit mapping of nearshore topography by using aerial 
remote sensing techniques and to investigate the feasibility of using 
satellite photographs to obtain data on water clarity.  Lepley (1968) 
concluded that 35 percent of the world's coastal waters were sufficiently 
clear to allow mapping of sea floor topography to depths of 20 meters by 
aerial photographic techniques. 

The satellite remote sensing data that will be generated in the near 
future appears to have considerable potential for coastal engineering 
applications.  The availability of almost complete coverage of coastal 
areas at 18-day intervals will provide a capability for monitoring large 
scale coastal processes that has not previously existed.  Hopefully, the 
apparent potential of this sensor will be realized in the near future so 
that this new tool can provide essential data needed in conducting 
comprehensive coastal engineering investigations. 

Infrared Imagery 

Infrared imagery is a non-photographic sensor that is produced by 
an optical-mechanical scanning device.  The scanner is equipped with a 
detector which senses radiation in the infrared band.  The infrared 
detector changes the incoming radiation into an electrical signal which 
can be recorded on magnetic tape or amplified and converted into an image 
on photographic film.  The scanner is designed to scan a narrow band of 
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terrain perpendicular to the flight line of the aircraft.  As the 
aircraft travels along the flight line, successive scan lines provide 
continuous coverage of a band of terrain beneath and on each side of 
the aircraft. The infrared detector can be selected to provide sensi- 
tivity in the portion of the infrared spectrum where the maximum amount 
of information on a particular application can be obtained. The size 
of the infrared detector can also be selected to provide the proper 
balance between spatial resolution and thermal sensitivity.  Taylor and 
Stingelin (1969) have presented an excellent description of the 
operating characteristics of infrared scanners. 

An important characteristic. of infrared energy is that bodies emit 
radiation in proportion to their temperature. Therefore, the intensity 
of the infrared energy emitted by an object can be used as an indication 
of the temperature of the body.  The gray tone or film density of the 
infrared imagery represents the intensity of the infrared emission and 
the temperature of terrain objects depicted in the imagery.  On positive 
prints of infrared imagery, white or light gray tones represent high 
temperatures and dark tones represent low temperatures.  Consequently, 
infrared imagery is often referred to as thermal imagery or thermal 
infrared imagery. The fact that infrared imagery can be used to obtain 
data on temperature makes this sensor an ideal tool for a variety of 
applications in which temperature is an important variable.  Some infra- 
red scanners have provisions for the scanner to observe the infrared 
emission of a body having a known temperature incorporated into the 
device.  This provides a technique to calibrate the gray tone of infra- 
red imagery.  The ability to quantify the gray tones on infrared imagery 
greatly increases the utility of the imagery. Taylor and Stingelin 
(1969) have reported that temperature differences as small as one degree 
centigrade can be detected on infrared imagery. 

An important characteristic of infrared imagery is that it has day 
and night capability.  Infrared imagery does not require sunlight for 
illumination because the infrared energy emitted from the terrain is a 
function of the terrain temperature.  Generally, infrared imagery is 
made at a time when the feature of primary interest has maximum temper- 
ature contrast with the surrounding terrain.  By having day and night 
capability, infrared imagery is less restricted than aerial photography 
if coverage during a particular tidal stage or other specific time 
period is des i red. 

Infrared imagery has been used only to a limited degree for coastal 
engineering applications. Because of the relation between the gray tone 
of infrared imagery and temperature, infrared imagery is particularly 
applicable to studies in which temperature is an important variable.  In 
the coastal environment an important terrain feature that is particularly 
temperature sensitive is water.  Thus, most coastal applications of 
infrared imagery have involved investigations of various characteristics 
of water bodies that can be indicated by temperature differences.  Studies 
of water pollution, thermal pollution, and tidal flushing of coastal 
water bodies are investigations in which infrared imagery can be used 
successfully. 
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Several studies of water currents in the coastal environment have 
utilized infrared imagery. Some of these studies have monitored the 
movement of cool groundwater being discharged by springs into warmer 
ocean water to evaluate current patterns.  Other studies have examined 
current patterns by relying on the existence of natural water tempera- 
ture differentials or heated industrial effluent and noting the movement 
of these water masses. 

Taylor and Stingelin (1969) investigated current patterns in the 
Merrimack River estuary of Massachusetts by using infrared imagery taken 
at night.  In particular, the effect of tidal stage on current patterns 
was of interest and infrared imagery taken at different tidal stages 
was examined.  The movement of polluted water and the boundary between 
river water and sea water under the influence of tidal action was also 
evident on the infrared imagery. 

Taylor and Stingelin (1969) and others have demonstrated the tre- 
mendous potential of infrared imagery for thermal pollution studies in 
the coastal environment. The dispersion patterns of thermal effluents 
can be easily traced on the infrared imagery. The influence of tidal 
currents on thermal effluent dispersion can be investigated by using 
infrared imagery taken at different tidal stages.  As more nuclear and 
fossil-fueled power plants are constructed in coastal areas and possibly 
offshore, infrared imagery will provide a powerful tool to monitor the 
effects of the thermal discharges of these plants in the coastal envi- 
ronment.  Infrared imagery can also be used effectively in a variety of 
environmental studies such as monitoring industrial effluents, deter- 
mining oil pollution sources and dispersion patterns, and examining 
certain aspects of tidal marsh ecology. 

Multispectral Imagery 

Multispectral imagery is a relatively new remote sensing tool that 
has not been used to a significant degree in coastal engineering appli- 
cations. The basic concepts and the equipment used in obtaining multi- 
spectral imagery are similar to those used in obtaining infrared imagery. 
However, multispectral imagery is a more comprehensive sensor because 
data is collected in several bands of the spectrum.  The spectral range 
that can be covered in obtaining multispectral imagery ranges from the 
ultraviolet through the visible region to the infrared band.  The multi- 
spectral scanner collects data in a number of spectral bands over this 
range. 

The mode of operation of a multispectral scanner is quite similar 
to that of an infrared scanner. The optical-mechanical scanner scans an 
area beneath and on each side of the flight path.  Each scan line covers 
a narrow band perpendicular to the flight line. As the aircraft moves 
forward successive scan lines combine to provide continuous coverage of 
the area. The incoming radiation is separated into several discrete 
wavelength bands and transmitted to detectors sensitive to the proper 
wavelength band. The intensity of the radiation in each band is trans- 
lated into an electrical signal by the detector and the electrical 
signal for each spectral band is stored on magnetic tape.  Multispectral 
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scanners having the capability to obtain data in as many as Ik discrete 
bands have been developed. Multispectral imagery in approximately five 
to seven bands is adequate for most applications. 

When the multispectral data that is stored on tape is returned to 
the laboratory, the data in any of the spectral bands can be transformed 
into a photographic image.  The gray tone or film density of the image 
corresponds to the intensity of the energy reflected or emitted in each 
particular band.  It should be recognized that the energy emanating from 
the terrain represents primarily reflected energy in the ultraviolet, 
visible, and near infrared bands and emitted energy in the infrared 
spectral regions. Multispectral imagery commonly includes the infrared 
portion of the spectrum, and the infrared region is frequently separated 
into two or more bands corresponding to the infrared windows in the 
atmosphere. 

The availability of data in several spectral bands provides a unique 
capability for discriminating between objects and for detecting the pres- 
ence of specific features. The individual multispectral images reflect 
the spectral reflectance and emission characteristics of the terrain in 
each spectral band. Thus, the multispectral images can be used for 
detailed studies of terrain properties. Since many terrain features 
have unique spectral signatures or spectral signatures that are somewhat 
different from the signatures of the surrounding terrain, the multispec- 
tral images which reflect the spectral response of the terrain can be 
used to identify specific features. 

One of the most advantageous aspects of multispectral imagery is 
the analysis techniques that are available. The multispectral data 
stored on tape can be processed and used as input to computer programs 
to analyze the data.  By comparing the characteristics of the spectral 
response of the terrain with known spectral response data obtained from 
field measurements, the computer can identify certain terrain features. 
For instance, the ratio of the spectral response at different wave- 
lengths may be used to identify certain features.  Also, the computer 
output consisting of the predicted occurrence of selected features can 
be printed in a map showing the distribution of the features. This 
approach provides a degree of automation in the interpretation and 
analysis of aerial remote sensing data that is not available with other 
remote sensors. This technique is a powerful tool for analyzing multi- 
spectral imagery.  However, it should be recognized that information on 
the spectral response of the features of interest must be known so that 
the computer analysis system can be calibrated. 

One important and potentially very useful coastal engineering 
application of multispectral imagery that has been reported is water 
depth determination.  Polcyn and Sattinger (1969) have described a tech- 
nique for using multispectral imagery to map shallow water depths.  The 
technique consists of the computer analysis of the energy reflected 
from the bottom at two different wavelengths.  The depth determinations 
produced by the computer analysis are used to print a map of water depths. 
Thus, the computer performs the data analysis and also produces a 



2056 COASTAL ENGINEERING 

convenient presentation of the water depth data.  Even though the water 
depth data may not be sufficiently accurate for some detailed coastal 
engineering investigations, the technique appears to have considerable 
potential for applications where data on water depths are required.  It 
should be noted that this technique is in an early stage of development 
and considerable improvement in the method may be forthcoming in the 
near future.  Combining a laser device for measuring water depths with 
the multispectral technique provides a method of calibrating the water 
depth data and improving the accuracy of the depth determinations. 

Techniques for using multispectral imagery and computer processing 
to classify vegetation have been described by several investigators. 
The successful use of multispectral imagery and computer processing has 
been reported for a number of other applications.  These techniques have 
been used to classify soils, investigate hydrologic features, and many 
other similar applications.  It appears that these techniques may also 
be useful in investigating various aspects of the coastal environment 
other than water depths and vegetation.  All that is required is that 
the features to be investigated have a sufficiently unique spectral 
signature that the presence of the feature can be predicted from an anal- 
ysis of the multispectral imagery.  Another requirement is that infor- 
mation on the spectral response of the feature of interest must be known 
and this information can be obtained from field measurements. 

When the existing and potential uses of multispectral imagery and 
computer processing techniques are considered, this approach appears to 
have considerable potential for coastal engineering applications.  Also, 
it is quite likely that the quality of multispectral imagery and avail- 
able analysis techniques for multispectral imagery will realize signifi- 
cant improvement in future years.  Consequently, multispectral imagery 
will probably be used more widely for coastal engineering applications 
in the future. 

Radar Imagery 

mu 
In contrast to all photographic sensors, infrared imagery, and 

 tispectral imagery which are passive sensors, radar imaging systems 
are active sensors.  This means that the radar sensor provides its own 
source of illumination rather than relying on reflected energy from the 
sun or emitted energy from the terrain.  This property provides radar 
imaging systems with a day or night capability.  The radar system 
transmits a pulse of energy in a narrow beam perpendicular to the flight 
path of the aircraft and monitors the returning or reflected signal. 
The returning signal is processed and used as input to a cathode ray 
tube device which produces a photographic image.  Successive impulses of 
radar energy are transmitted from an antenna and the reflected signals 
are monitored to provide continuous coverage of a band of terrain on one 
side of the aircraft.  Because the radar imaging system is an active 
sensor which illuminates the terrain with radio waves and monitors the 
reflected signal, it measures the reflective characteristics of the 
terrain. 
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The radar imaging system is a side-looking device which scans a 
band of terrain on one side of the aircraft.  Radar imagery is frequently 
referred to as SLAR or SLR imagery which are acronyms for side-looking 
airborne radar or side-looking radar.  Although the view of the terrain 
taken by the radar system is similar to the view in an oblique aerial 
photograph, the radar imagery is produced in a format that has a uniform 
scale.  Mosaics of radar imagery can be compiled to provide continuous 
coverage of large areas. 

Another important characteristic of radar sensors is that the long 
wavelengths that are commonly used are not significantly attenuated 
by the atmosphere even when clouds, fog, haze, or air pollution are 
present.  This provides radar imaging systems with an all weather capa- 
bility.  Only heavy precipitation has the effect of degrading radar 
imagery. When the all weather and day and night capability are con- 
sidered in combination, radar imaging systems have considerable versa- 
tility.  The all weather capability can be a particularly advantageous 
characteristic in tropical areas where cloud cover is almost constant. 
The successful use of a radar imaging system in a tropical environment 
has been demonstrated in the Darien Province of Panama where good quality 
radar imagery was obtained in an area where it has never been possible 
to obtain complete aerial photographic coverage. 

Some of the radar imaging systems have provisions to control the 
polarization of the signal that is transmitted and received by the 
sensor.  For instance, a signal polarized in a horizontal plane can be 
transmitted, and a signal polarized in a horizontal plane can be received. 
Alternatively, a horizontally polarized signal can be transmitted and 
only vertically polarized signals received.  The radar images produced 
by these two polarization combinations are defined as like and cross 
polarized images, respectively.  It has been shown that having both a 
like and a cross polarized image can increase the ability to detect 
linear features associated with natural terrain and cultural development. 
One typical radar system provides adjacent like and cross polarized 
radar images for analysis and interpretation. 

The synthetic aperture radar system operates in a slightly different 
manner and provides radar imagery with higher resolution than other radar 
systems.  The primary characteristic of the synthetic aperture system is 
that the electronic equipment used for radar energy transmission and re- 
ceiving is designed to produce a synthetic or fictitious antenna in 
space so that the flight path of the aircraft acts as an antenna in trans- 
mitting and receiving the radar pulses.  The longer synthetic antenna 
improves the resolution of the imagery and provides for uniform resolu- 
tion throughout the entire band of coverage.  In the synthetic aperture 
radar system, the energy reflected from the terrain is received, changed 
into an electrical signal, and stored on film.  The filmed data is 
processed optically in the laboratory to produce the radar imagery. 

Radar imagery is usually produced at a relatively small scale.  Also, 
the resolution of the best radar imagery available on the civilian 
market is approximately 50 feet.  Thus, radar imagery is rather limited 
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when detailed analyses of terrain features are contemplated. On the 
other hand, the small scale radar imagery is particularly advantageous 
for conducting reconnaissance surveys of large areas. The side-looking 
radar imagery provides a wide band of coverage for each flight line 
which can be a useful feature. 

Imagery produced by side-looking airborne radar systems has been 
employed by geoscientists for numerous applications related to geologic 
studies, geologic mapping, and terrain evaluation. However, the coastal 
engineering applications of radar imagery have been limited.  However, 
it has been shown that many coastal landforms and features can be iden- 
tified on radar imagery.  Radar imagery can be used as as a map of 
coastal areas and the imagery can be interpreted to obtain data on the 
geology and other characteristics of coastal terrain. 

One of the most extensive applications of radar imagery in coastal 
studies has been described by MacDonald, et al. (1971).  This study in- 
volved an investigation of the use of radar imagery in coastal mapping 
and coastal geomorphology studies in Panama. The advantages and dis- 
advantages of radar imagery in coastal studies were discussed and the 
types of coastal landforms visible on radar imagery were described. 
The importance of the all weather capability of radar sensors in ob- 
taining satisfactory coverage of perennially cloud covered tropical 
areas was emphasized.  The coastal landforms and features identified 
and examined on the radar imagery included tidal mud flats, estuarine 
features, surf, beach ridges, and a variety of other beach features. The 
low spatial resolution and lack of data on water depths, nearshore 
processes, and submerged features were noted as limitations of radar 
imagery in detailed coastal studies. 

Lewis and MacDonald (1970) investigated the characteristics of 
estuarine drainage patterns by using radar imagery. The primary fea- 
tures examined were estuarine meanders consisting of oblong channels 
separated by depositional spurs. These landforms provide information on 
the balance between marine and fluvial processes and on other charac- 
teristics of the coastal environment. Other investigators have noted 
that radar imagery is very useful in delineating drainage patterns. 

Orr and Quick (1971) investigated the use of radar imagery and 
other aerial remote sensors in coastal terrain studies.  Radar imagery 
was found to be the optimum sensor for conducting a regional analysis of 
coastal terrain. A number of coastal landforms and features could be 
identified on the radar imagery. A ranking of the capability of radar 
imagery and several other aerial remote sensors in investigating 
various aspects of the coastal environment was presented. 

Radar imagery with its day ornight and all weather capability has 
the potential to be a useful sensor in selected coastal engineering 
investigations.  Radar imagery can be particularly useful for coastal 
mapping in cloud prone tropical areas and in extreme northern or south- 
ern latitudes which have long periods of darkness.  Radar imagery can 
also be advantageous in conducting reconnaissance surveys of long 
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sections of coastline.  For Gertain types of coastal studies, radar 
imagery may be useful as a supplement to other aerial remote sensors. 
Improvements in radar imaging systems to increase the resolution may be 
available in the future. 

Other Aerial Remote Sensors 

Several other aerial remote sensors have been developed and used 
for certain coastal and oceanographic applications. Some of these sen- 
sors may prove to be useful for selected coastal engineering investiga- 
tions. The sensors that appear to have the greatest potential for coast- 
al engineering applications are described briefly in the paragraphs below. 

Laser devices for determining water depths from aircraft have been 
developed recently. These devices are in a state of testing and devel- 
opment and information on the characteristics and accuracy of the devices 
is rather limited. The laser depth ranging devices may be particularly 
useful for calibrating water depth data obtained from other aerial re- 
mote sensors such as multispectral imagery or multispectral aerial photo- 
graphs.  Practical laser devices to differentiate between suspended 
sediment and true bottom may also be developed in the near future.  Laser 
devices for measuring water depths appear to have considerable potential 
for coastal engineering applications, particularly if further develop- 
ment of the technique can improve the accuracy of the depth data obtained. 
It should be noted that laser devices for obtaining ground surface pro- 
files or cross-sections of land features are available. 

Meteorological satellites have had a tremendous impact in the field 
of meteorology and these satellites have also produced a considerable 
amount of data that is useful in oceanographic applications.  Data on 
weather conditions obtained from meteorological satellites may be useful 
to coastal engineers in developing synoptic weather charts for use in 
wave propogation studies.   Meteorological satellites can also be useful 
in examining severe storms such as hurricanes and relating the storm 
location to wave conditions and storm damage along coastlines. 

Scientists at the U. S. Geological Survey have developed and tested 
a prototype model of an airborne fluorometer (Stoertz, et al., 1969). 
The device has the capability to measure fluorescence from dyes in aque- 
ous solution in daylight from an airborne platform. The device can be 
very useful in monitoring dye tracers in water current and dispersion 
studies in bays and estuaries.  The device can be used with clear or 
turbid water and very low concentrations of dye tracer can be detected. 
The airborne fluorometer appears to have considerable potential for 
coastal engineering applications such as hydrodynamic investigations and 
water pollution studies.  Further improvements to overcome some of the 
problems with this new aerial remote sensor may be forthcoming. 

Several other aerial remote sensors may have potential in certain 
coastal engineering studies.  These include infrared radiometers, radar 
scatterometers, active microwave sensors, passive microwave sensors, and 
microwave scatterometers. Although not an aerial remote sensing 
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technique, terrestrial photogrammetry which is closely related to aerial 
photogrammetry also has potential in coastal engineering investigations 
both in the laboratory and the field. 

CONCLUSIONS 

Each of the aerial remote sensors has characteristics which make it 
particularly suitable for certain coastal engineering applications. 
Therefore, it is important to have an adequate knowledge of the capabil- 
ities of the aerial remote sensing techniques so that the optimum sensor 
can be selected for a particular application.  By employing the type of 
aerial remote sensor that is most appropriate for a given task, coastal 
engineers can take maximum advantage of aerial remote sensing as an anal- 
ysis tool, and considerable economic savings or improvements in data 
collection capability can frequently be realized in conducting coastal 
engineering investigations.  Hopefully, the information presented herein 
can be used by coastal engineers as guidelines in employing aerial remote 
sensing techniques in future coastal engineering investigations. 

Several of the aerial remote sensors appear to be particularly 
notable from the standpoint of future potential.  Satellite remote sens- 
ing data that will be collected by the ERTS program in a multispectral 
format and with repeat coverage provided on an 18-day basis appears to 
be a particularly useful tool for monitoring large scale coastal proc- 
esses of interest to coastal engineers.  Image enhancement techniques 
such as additive color viewing should provide an improved capability to 
extract coastal engineering data from multispectral aerial and satellite 
photographs.  The potential coastal engineering applications of multi- 
spectral imagery and computer processing techniques also appears to be 
substantial. 

The field of aerial remote sensing has experienced rapid development 
in the past ten years, and this trend will probably continue in future 
years, although possibly at a slower pace.  Consequently, significant 
improvements in the aerial remote sensors that currently exist can be 
expected to occur in the future. Also, new aerial remote sensors that 
are not available presently will probably be developed. The improvements 
that occur in the future may produce higher quality aerial remote sens- 
ing data, or they may consist of better techniques for analyzing aerial 
remote sensor data. The improved and new aerial remote sensors may 
improve the capability of these sensors for coastal engineering applica- 
tions. The future developments in aerial remote sensors should be 
monitored closely to detect new techniques that are applicable to coastal 
engineering investigations. 

One important factor that must be considered in coastal engineering 
investigations which employ aerial remote sensors is the provision for 
obtaining adequate ground truth data to calibrate the information 
obtained from the aerial remote sensors.  For best results, ground truth 
data should be collected simultaneously with the aerial remote sensing 
mission, although this is not always possible.  Obtaining current ground 
truth data is particularly important when coastal processes that are 
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heavily time dependent are under investigation. There is little doubt 
that many aerial remote sensing missions have been less than completely 
successful because of inadequate ground truth data.  The expense of 
obtaining aerial remote sensing data has been essentially wasted on some 
projects because of the lack of satisfactory ground truth data that 
could have been obtained at minimal additional cost.  It is important to 
make detailed plans for the ground truth data collection program so that 
unanticipated problems will not prevent satisfactory data from being 
collected.  In some instances, the type of ground truth data that can be 
collected at reasonable cost may be a significant factor in selecting 
the type of aerial remote sensor that should be employed.  It should be 
noted that one of the primary advantages of aerial remote sensing tech- 
niques is that they permit limited field observations to be extended 
throughout the area of coverage, and it is the ground truth data that 
form the basis for this process. 

NOTE CONCERNING ILLUSTRATIONS 

The oral presentation of this paper was accompanied by illustrations 
consisting of black and white and color 35mm slides.  These slides 
illustrated several aerial remote sensor displays of coastal features. 
Because of the loss in quality that would result from the printing of 
the color illustrations in a black and white format, the decision was 
made to delete the illustrations in printing the paper. The interested 
reader is referred to the publications listed in the bibliography and 
other aerial remote sensing publications for illustrations of the aerial 
remote sensor displays of coastal zone landforms, features, and processes 
of interest to coastal engineers. 
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CHAPTER 117 

COASTAL APPLICATIONS OF THE ERTS-A SATELLITE 
by 

Orvllle T. Magoon1, M. ASCE 
Douglas M. Pirie2 

John W. Jarman3 

ABSTRACT 

This paper describes the Earth Resources Technology Satellite (ERTS) 
placed in orbit in July 1972 and the ERTS simulation high altitude air- 
craft flights which have been flown for approximately one year.  The ERTS 
satellite and simulation programs conducted by the National Aeronautics 
and Space Administration (NASA) have been developed to demonstrate the 
techniques for efficient management of the earth's resources. To achieve 
this objective the ERTS-A satellite provides for the repetitive acquisition 
of high resolution multispectral data of the earth's surface on a global 
basis. Two sensor systems have been selected for this purpose:  a four- 
channel multispectral scanner (MSS) subsystem for ERTS-A and a three- 
camera return beam vidicon (RBV) system.  Systematic repeating earth 
coverage under nearly constant observation conditions is provided for 
maximum utility of the multispectral images collected by the ERTS satellite, 
which operates in a circular sun synchronous nearly polar orbit at an 
altitude of 494 nautical miles.  It circles the earth every 103 minutes 
completing 14 orbits per day and views the entire earth in 18 days.  The 
orbit has been selected so that the satellite ground trace repeats its 
earth coverage at the same local time every 18-day period within 20 
nautical miles.  A number of data output products are available from 
this satellite which include 70 mm products for precise location of 
topographic features, 9.5 inch positive or paper prints and also computer 
compatible tapes or punched cards. 

Also described are the results of the ERTS-A simulation flights 
flown at an altitude of 65,000 feet as related to coastal studies. 
Simulations of both the RBV and MSS in coastal areas are presented. 

OBSERVATORY 

The ERTS Observatory (Figure 1) satellite weighs approximately 2,100 
pounds (953 kg) with a height of about 10 feet (3 meters), a diameter 
of 5 feet (1.5 meters) and with solar paddle assemblies extending out to 
about 13 feet (4 meters). A detailed description of this satellite is 
available in Data Users Handbook, NASA Earth Resources Technology 

ISpecial Assistant to the Director, U. S. Army Coastal Engineering 
Research Center, Washington, D.C., U.S.A. 

20cean Engineer, Navigation and Shoreline Planning Branch, U. S. Army 
Engineer District, San Francisco, California, U.S.A. 

3Civil Engineer, Office Chief of Engineers, Corps of Engineers, 
U. S. Army, Washington, D.C., U.S.A. 
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Satellite, Goddard Space Flight Center, Greenbelt, Maryland 20771, U.S.A., 
Attention: Mr. Thomas M. Ragland, Code 430. The basic remote sensing 
subsystems of interest to the coastal engineer are the Return Beam 
Vidicon Camera and Multispectral Scanner to be described below. This 
was also described by Magoon, et al^'1971. 

The Return Beam Vidicon (RBV) consists of three independent cameras 
sensing the following bands:  RBV No. 1 0.48 - 0.575 (blue-green); 
RBV No. 2 0.58 - 0.68 (yellow-orange); RBV No. 3 0.69 - 0.83 (red) 
microns. As these bands are in the visible spectrum, this subsystem 
is operated only during daylight hours.  The viewed ground scene which 
is roughly 100 (185 km) by 100 (185 km) nautical miles produces over- 
lapping images every 25 seconds. The RBV camera orientation is shown 
on Figure 2. 

The Multispectral Scanner (MSS) continuously scans a ground swath 
perpendicular to the spacecraft velocity as shown on Figure 3. Optical 
energy is sensed from four spectral bands as follows: 

Band 1 0.5 to 0.6 micrometers 
Band 2 0.6 to 0.7 micrometers 
Band 3 0.7 to 0.8 micrometers 
Band 4 0.8 to 1.1 micrometers 

The ERTS provides repeating earth coverage under nearly constant observa- 
tion conditions. The satellite's ground trace repeats its ground 
coverage every 18-day period within 20 nautical miles. A typical ERTS 
daily ground trace (daytime passages only) is shown in Figure 4. 

SIMULATION FLIGHTS 

In order to provide the ERTS user community with examples of imagery, 
NASA is operating two high altitude aircraft as a part of the airborne 
research program Earth Resources Aircraft Project (ERAP).  These planes, 
Lockheed U-2's, are providing repetitive flights at 65,000 feet (20,014 
meters) over 5 test sites.  The time interval between flights, timed 
to simulate satellite coverage is approximately 18 days. The data 
collection system carried in the aircraft used for direct ERTS simulation 
consists of three cameras coupled to make three simultaneous images 
over 196 square nautical miles in the test site. The cameras have a 
focal length of 45 mm and use 70 mm roll film. A system of filters 
permits only selected portion of the spectrum which correspond to ERTS 
measurement to be recorded on the film. The spectral regions viewed 
by the cameras are in the 475-575 nanometer band width (green) the 
580-680 nm band width (red), and the 690-760 nm band width (near IR 
or very red).  The fourth camera identical to and coupled with the 

Magoon, et al, Use of Satellites in Coastal Engineering, Port and Ocean 
Engineering Under Arctic Conditions, Trondheim, Norway, 1971. 
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three primary cameras uses color infrared film to produce general 
purpose earth resources information in the 590-850 nm band width. 
The cameras automatically record images every 105 seconds over the 
test site. The number of frames exposed over the sites varies from 79 
for the California Feather River and Lake Tahoe to 163 for the 
Chesapeake Bay. Data flights over all of the test sites are originated 
from NASA/Ames with exception of the Chesapeake Bay site which is 
staged from NASA's Wallops Island Station in Virginia. 

Upon examination of the imagery supplied in conjunction with the 
NASA U-2 flights a number of coastal applications for this imagery and 
presumably the ERTS satellite imagery were noted for the purposes of 
this discussion, three general areas of interest are noted as follows: 

a. Studies of the nearshore and coastal water movement by 
observing photographed sediment plumes or patterns, 

b. Observing changes in inlet configurations and barrier beach 
or spit configurations, and 

c. Studies relating to determination of wave direction 

These general areas are discussed separately below. 

NEARSHORE SEDIMENT MOVEMENT 

A coastal area-inlet problem of considerable interest has been the 
area in the vicinity of the entrance to San Francisco Bay (Golden Gate). 
In this general area particular interest in the technical literature 
has been paid to Bolinas Bay and the entrance to Bollnas Lagoon.  Recent 
literature describing Bolinas Bay are given by Johnson^) and Wilde 
and Yancey*'-'''. Of particular interest are the hypothesized circulation 
in Bolinas Bay taken from Wilde and Yancey.  Additional study of this 
site is currently underway by RitterW . Wilde and Yancey and Ritter 
give somewhat conflicting views of sedimentation movement and inferred 
water circulation. Of particular interest in the Bolinas site is 
that the coast from the entrance to Bolinas Lagoon to Ducksbury Reef 
contains an eroding bluff which contains a sufficiently large amount 

(2) 
Johnson, J. W., "Seasonal Bottom Changes - Bolinas Bay, California", 
1970 12th International Coastal Engineering Conference, pp. 138-139. 

(3) Wilde, P. and Yancey, T., "Sediment Distribution and Its Relation to 
Circulation Patterns in Bolinas Bay, California", 1970 12th Inter- 
national Conference on Coastal Engineering, pp. 1397-1415. 

Ritter, J., "Sedimentation and Hydrology of Bolinas Lagoon, Marin 
County, California, open file report", U. S. Dept. of Interior, 
Geol. Survey, Water R.es. Div., Menlo Park, Calif. 
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of fine material to produce a natural pollution source which is readily 
visible to the unaided eye. 

Inasmuch as the ERTS simulation photography of the San Francisco 
Bay test site overflies the Bolinas Bay/Bolinas Lagoon area ERTS 
simulation imagery was examined with an attempt to infer the water 
circulation at the time the photography was taken. 

Repeated views taken by the ERTS simulation flights of the sediment 
plume from this source were seen extending out away from the bluff. 
False color enhancements of this imagery were made by use of the 
NASA/Houston Multiple Camera Film Viewer (MCFV) described in "Remote 
Sensing in the Study of Coastal Processes" by Magoon and Pirie printed 
elsewhere in these Proceedings.  This device takes the three images 
and assigns colors to grey scales and then recomblnes the three separate 
color images to a single image. 

Based on this imagery, it is concluded that the ERTS RBV will 
produce a viable product for coastal sediment studies. 

In the analysis of the U-2 imagery major coastal sediment plumes 
were noted along many sections of the California coast. A particularly 
noticeable plume was seen off of Point Reys, California. 

INLET CONFIGURATIONS 

A second coastal inlet problem of major interest is the understanding 
and quantification of changes to inlets in barrier beaches and coastal 
bars and spits. These highly variable geomorphological features are 
extremely difficult and costly to study by conventional means, such as 
surveying, due to the extremely high cost associated with conventional 
ground surveys. Additionally, conventional low level photography, i.e., 
10,000-foot range, normally results in the generation of large amounts 
of film and imagery and by and large results in greater detail than is 
necessary for general conformal studies. Of particular interest were 
ERTS simulation flights of the Delmarva Peninsula in Accomac County, 
Virginia, where major changes in coastal areas are readily detected 
from the ERAP images.  In a sequence of views of these islands taken 
from the CARETS test site imagery, gross changes in inlet configuration 
can be readily detected.  It is also important to note that the imagery 
for the entire 32,600 square mile area of the Chesapeake site can be 
contained in a very small space, i.e., a roll of film 70 mm wide and 
one inch in diameter. The Vinten cameras resolve scenes down to 
about 50 feet while the 24-inch cameras will resolve scenes down to 
about 3 feet. 
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WAVE DIRECTION 

It is technically accepted that ocean waves produce one of the 
major forces that are associated with the configuration and establishment 
of coastal inlets. The technical literature contains vast numbers of 
references relating to correlation between coastal movements and ocean 
wave conditions. One of the important parameters that investigators 
have looked for is a viable system for measurement of wave direction. 
Unfortunately the theoretical analyses of the available wave direction 
models are subject to question due to the fact that there is little 
factual data on the configuration of deep water waves.  This is in 
part due to the lack of a suitable platform to observe the major wave 
phenomena.  Based on the work of Dr. D. Lee Harris at the Coastal 
Engineering Research Center it appears that the U-2 aircraft operating 
at an altitude of approximately 65,000 feet provides a unique platform 
for obtaining imagery related to wave direction. 

CONCLUSIONS 

Based on the imagery supplied by the NASA ERTS simulation efforts, 
it is concluded that ERTS imagery will be of use to coastal investigators 
in two principal areas:  study of coastal sediment and related water mass 
movement through the repeated monitoring of coastal sediment plumes, 
and for the stxidy of changes in highly variable sections of coasts such 
as offshore barrier islands and erodible shoals.  Use of ERTS imagery 
in studies relating to deep water wave direction is problematical 
depending on the resolution of water surface waves in the final data 
products received from NASA. 
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CHAPTER 118 

THERMAL POWER PLANT ENVIRONMENTAL STUDIES 

by 

M. J. Doyle, Jr.,1  and R. F. Cayot 

ABSTRACT 

Once-through cooling water systems for thermal power plants 
offer an economical means of dissipating the differential energy 
of modern-day turbines. 

Before the decision to proceed with the design of a once- 
through cooling water system is made, a considerable study effort 
must be undertaken in order to determine that no harmful effects 
will  accrue to the environment from the plant's operation. 

These studies must include: 

1. A comprehensive literature search 
2. Field investigations of the air and water 
3. Analytical evaluation of the field data 

ng The Pacific Gas and Electric Company has been conducti 
environmental studies at its operating thermal power plants 
and at proposed sites since 1958. 

This paper describes the approach used by the Company in 
conducting environmental  studies.    Meteorological  data were 
obtained from on-site sensors, stored on magnetic tape, and 
subsequently computer-processed.    Oceanographic data in the form 
of water temperatures, salinity, and dissolved oxygen profiles, 
as well  as current speed and direction, were obtained from sur- 
face vessels.    Remote sensing systems were used to obtain dis- 
persion and dilution information, sea-surface temperature data, 
and aerial photographs of flora indigenous to the study area. 
All  remote-sensed data, except for the aerial photographs, were 
stored on magnetic tape, in flight, and later processed in the 
computer with graphic off-line printout. 

Engineer, Department of Engineering Research, Pacific Gas and Electric 
Company, Emeryville, California 

2 
Chief, Department of Engineering Research, Pacific Gas and Electric 
Company, Emeryville, California 

2075 



2076 COASTAL ENGINEERING 

Introduction 

The National Environmental Policy Act, enacted in 1970, the State of 
California through its local Regional Water Quality Control Boards, the 
Atomic Energy Commission, and many other regulatory agencies require 
environmental studies at all operating and proposed power plant sites. 
Pacific Gas and Electric Company (P G and E) has conducted environmental 
studies at its operating plants and proposed sites in the marine environ- 
ment since 1958 (1, 2, 3, 4, 5,  11).    The basic philosophy of these studies 
has remained unchanged from 1958 to the present; however, the methods and 
techniques have undergone substantial  development (6).    The primary objective 
of each study has been to (1) develop an understanding of the physical  and 
biological  characteristics of the marine environment, and (2) determine 
the effects of the plant or potential  plant on the marine environment. 

Many disciplines are represented in a comprehensive environmental 
study.    In coastal areas, these include oceanography, engineering, biology, 
meteorology, photogrammetry, and others.    Proper interfacing of each is 
required in order to obtain meaningful  results.    Each is complementary 
to the other. 

The normal  process of most studies in on a "begin-end" basis. 
Environmental studies for new plant sites seemingly do not fit this 
pattern at this time.    There is a start-point, but, because of the magnitude 
and variability of the factors involved, there is no end-point.    They can 
be described as "preoperational" and postoperational." 

In the preoperational  period, the site environs are studied qualita- 
tively and to some extent quantitatively, so that it can be evaluated with 
respect to physical  and biological processes.    It is important to study 
these processes during the different oceanographic seasons.    Temperature 
and salinity distributions, for example, vary seasonally in coastal waters. 
The basic study program is designed to interface synoptic with on-going 
studies so that their seasonal  changes can be documented for comparison 
of long-term data.    Modeling studies are made, based in part, on field 
study data. 

The postoperational study period differs in length from the pre- 
operational  period.    Studies at many P G and E plants are continuing to 
date, even though in some cases the plants have been operational  for more 
than 20 years. 

Literature Search 

A logical  starting point for an environmental  study is in the reference 
library.    Marine investigations have been made and reported along the 
California coastline for over a hundred years.    A large compendium of 
information can be found in the archives of the National Oceanographic 
Data Center (NODC), Washington, D.C.    Information available includes 
climatology, sea-state conditions, surface and subsurface water temperature, 
salinity and dissolved oxygen data, and wave height, direction, and period 
information.    Data can be retrieved from the archives in many formats. 
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The basic selection is made by isolating the smallest geographical  area 
of interest available  (Marsden sub-square) and recalling the data. 

In addition to NODC, many other data sources are available to the 
investigator.    These include publications of state and federal  agencies, 
privately endowed research organizations, and universities and colleges. 
The literature search, up to this point, has been confined to descriptions 
of the environment in or near the power plant site. 

The next area of search deals with methodology.    The literature is 
constantly being expanded to include work done in many areas of the world. 
Although most environmental studies share a common goal, all studies are 
not conducted in exactly the same manner.    For this reason, methodology is 
constantly being expanded; and one basis for this expansion is motivated 
by the literature search. 

Field Investigations of the Air and Water 

The second step in the environmental study is to develop a program 
which details the organization of the study.    At a minimum, this program 
will  include the following main points: 

1. On-site recording systems 
- Water temperature 
- Tide stage 
- Meteorological 

Wind speed and direction 
Barometric pressure 
Solar radiation 
Relative humidity 
Precipitation 

2. Synoptic studies 
- Shipboard 

Surface and subsurface 
Salinity 
Temperature 
Dissolved oxygen 
Turbidity 
Current speed and direction 

- Airborne 
Sea-surface temperature 
Dispersion and dilution  (dye)  studies 
Photography (i.e., kelp beds) 

Figure 1  shows a flow diagram of data acquisition to analysis of an 
environmental  study. 

The methodology shown in Figure 1  is the result of many years of 
effort by the Pacific Gas and Electric Company to improve the quality of 
each environmental study.    Noteworthy of these are the use of magnetic-tape 
recording systems  (computer-compatible) for meteorological  data and airborne 
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remote-sensing systems  (see Figures 2 and 3).    There are many advantages 
in the use of tape systems.    Obvious among these are the amount of data 
that can be obtained, stored, and processed; and the low cost.    In addition, 
with the information in a computer-compatible format, the routining possibil- 
ities are expanded. 

Instrumentation.    Instrumentation used by the company ranges from 
rather simple water temperature recorders to sophisticated infrared line 
scanners.    Some of these instruments and related support equipment are 
shown in Figure 4.    These items are utilized from a chartered 65-foot steel- 
hulled commercial  fishing vessel, which serves not only as a platform but 
also provides the quarters for test personnel.    Typical  field synoptic 
study periods last from seven to ten days and are conducted on a 24-hour 
per day basis.    Airborne systems, including an infrared scanner and a high 
altitude reconnaissance camera, are shown in Figures 5 and 6. 

Methodology.    The shore-based systems are operated for the duration of 
the study.    The airborne systems are operated at selected intervals of 
current and tidal  stage periods.    One of the advantages of infrared line 
scanners is their ability to operate during any portion of the lunar day 
(for sea-surface temperature data-gathering).    On board the primary research 
vessel, temperature, salinity, and dissolved oxygen data are obtained from 
surface to near bottom at each oceanographic station.    These data are 
reduced on board and organized for subsequent onshore computer processing. 
Temperature and salinity data are processed for density and stability 
determinations. 

Current speed and direction are determined by three methods: 

1. Current meter (flow) 
2. Radar-tracked drogue (path) 
3. Dye-path drift 

Remote-sensing systems, excluding aerial  photography, combine the 
operation of the instruments in the aircraft with related or supporting 
systems aboard the research vessel.    These surface vessel systems are 
commonly referred to as  "ground truth systems."    For sea-surface temper- 
ature, the airborne infrared scanner is determining the water temperature 
(+ 1°F)  to a depth of approximately 20 microns  (7).    A precise inflight 
calibration of the scanner can only be made by comparing the scanner 
values  (voltage/temperature) with surface temperature values obtained by 
a system operating in the same bandwidth  (8-14 microns) as the scanner. 
This is accomplished by the use of an infrared radiometer on board the 
surface vessel.    Ground-truth data are obtained for the scanner, when it 
is operating in the tracer dye mode, by the use of water sample data 
obtained through the use of a fluorometer operating on board the surface 
vessel.    Dye concentrations can be determined by the scanner to 0.1 PPB (8). 

Analysis 

Most environmental  studies are designed to cover annual  cycles.    In 
some coastal  areas, such as California, the annual  cycle consists of three 
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Figure 4 - Equipment Used in Environmental 
Field Studies 
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Figure 5 - Airborne Infrared Scanner-Control 
Systems, Reference Units and 
Magnetic Tape Recorder Located 
Inside Aircraft 
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Figure 6 - High Altitude Recon Camera - 
Infrared Type 2443 Aero Neg 
Film used for Kelp Mapping 
Flights 



THERMAL POWER PLANT 2085 

seasons, while in inland or estuarine areas there are four seasons. 
Summary data analysis is therefore made of the full year's cycle. 

From the literature search, it has been determined what data exists 
for the area under study.    An example of this is shown in Figure 7.    Data 
from two shore stations and from NODC (Marsden Sub-square 83) are compared. 
In this case, sea-surface water temperature data (mean, maximum, and minimum - 
monthly), covering a time period 1847-1970, have been plotted.    Data obtained 
during our studies are then compared against the long-term data to deter- 
mine if significant variations existed during our study period. 

Similar comparisons can also be made with meteorological, wave height, 
wave period, salinity, and temperature with depth data. 

With these data in this format, it is then possible to analyze both 
the old and the new data with respect to the following: 

1. Basic ranges - minimums and maximums 
2. Short-term vs.  long-term mean variations 
3. Seasonal  variations 

Sea-surface temperature and dispersion and dilution data obtained by 
the airborne remote-sensing system are graphically displayed for analytical 
purposes. 

Figure 8 shows examples of both black-and-white imagery and computer 
output (5).    Both show a view of the thermal effluent from a power plant 
operating at a load of 1500 MWe, a flow of 1350 CFS, and a temperature 
difference  (intake-discharge) of 22°F.    The difference in the two figures 
is that the black-and-white imagery is qualitative, while the computer 
output shows the actual areas in square feet contained within each isotherm. 
The task of analyzing the plant thermal output has thus been quantified. 

The data obtained during environmental  studies, whether it be physical, 
biological, or related disciplines, are complementary.    For example, physical 
data are directly related to model studies.    The suitability of a physical 
or analytical model can be verified by studies at operating power plants  (10). 
This paper has covered the physical studies needed as input to biological 
assessment which must be pursued in a parallel mode of investigation. 

Summary 

Thermal  power plant environmental studies are designed to document 
the characteristics of the impact area of the plant.    They should include 
a thorough literature search of previous studies in the area.    A compre- 
hensive study plan must be developed.    It should be designed to include 
all  seasons of the year.    Whenever possible, acquired data should be stored 
in a computer-compatible format.    The analysis should include the inter- 
facing of all  disciplines within the study. 
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CHAPTER 119 

LAND USE AS A FACTOR IN COASTAL WATER QUALITY 

by 

P. H. McGauhey 
Professor Emeritus 

University of California 
Berkeley 

Public Concern for the Coastal Zone 

Recognition of coastal and estuarine waters as a part of the overall 
water resources of a nation is a development that became evident only in 
quite recent years in the United States. To a significant degree it is 
associated with an aroused public concern for the quality of something 
currently described loosely as "the environemnt" — a concern which 
initially reached a critical mass in about the year 1969.  To be sure, 
the oceans have always fascinated men of all sorts from adventurers to 
scientists, but the emergence of a broad public interest in the quality 
of ocean water, particularly in the coastal zone, is the result of several 
factors, not all of which are scientifically defensible.  One such factor 
is the notion that the oceans are teeming with life which may well become 
man's final source of food when he has overwhelmed by sheer numbers the 
physical and biological carrying capacity of the land.  Such an estimate 
of the potential of the sea seems to have been obtained by multiplying 
the volume of the oceans by the biomass concentration typical of the 
continental shelves. That it is a vast exaggeration in no way detracts 
from its potential to energize public reaction.  However, the truth that 
aquatic life is most abundant in the coastal zones, and the prospect that 
man must manage this zone in a better manner if that life is to continue 
to contribute to his well being, only makes it the more important that the 
quality of coastal waters be a matter of concern and of purposeful manage- 
ment.  To this end a considerable degree of public overestimation of the 
role of the sea in sustaining human life is a force that can be harnessed 
to productive programs of intelligent action.  In fact, an appreciable 
amount of purely emotional concern for such catchwords as "ecosystems," 
"endangered species," "habitat,1,1 etc. can be tolerated and often used 
productively without any debating of its validity as long as it does not 
impose a serious constraint upon society without generating any corres- 
ponding benefit to either man or his fellow creatures. 

But concern for coastal waters and the problems of their quality cannot 
be confined to food for man nor to habitat for marine biota.  It is an 
inescapable spinoff of urbanization and an aspect of the need of urban man 
for recreational facilities.  Nor is this situation likely to get any 
better, because the tendency for human beings to become urban dwellers is 
a worldwide phenomenon.  In the U.S.A. the 1970 census revealed that 75 to 
80 percent of its citizens were living on less than 10 percent of the land. 
Various estimates anticipate that by the year 2000, 90 percent of some 
300 million people in the United States will live on 3 to 5 percent of the 
land.  More significant, however, is the census finding that 73 percent of 
the U.S. population live within 50 miles of the sea coast or the Great Lakes. 
Thus it must be presumed that the coast is a factor in the life of more than 

2091 
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three-quarters of our people at some time during each year.  Similar 
statistics for other nations are not at hand at this writing but one may 
readily presume that the percentage of Canadians, for instance, who are 
similarly influenced by the ocean is no less than that of the United 
States. 

What does urban man demand of coastal waters?  First he wants access 
to them, generally to a degree far in excess of that readily available in 
the vicinity of any large concentration of population.  He wants beaches 
for his bathing and basking.  He wants marinas for his boat; open water 
for water skiing; room to sail or to speed under power.  He wants an 
aesthetically pleasing water.  He wants fish and wildfowl; and he wants 
clean water free from health hazards, nuisance conditions, and whatever 
other aspects he may associate with another of his catchwords —"pollution.1 

The Coastal Zone as a Factor in Water Quality 

The quality of coastal waters is inescapably a function of what 
happens on the land, especially within the coastal zone.  Man not only 
wants the physical and psychological benefits of an unpolluted nearshore 
water, but also he wants to occupy on a continuous and permanent basis both 
the shoreline and the landward coastal zone; and he prefers for this purpose 
the estuaries and embayments that mark the terminus of coastal and inland 
valleys. Here he seeks both economic gain and the accommodation of large 
numbers of people, on which such gain depends, by erecting high-rise water- 
front apartments with a superior, and often a preemptive, view of the water. 
He wants to, and does, reserve to individuals the beach and marina areas, 
thus limiting public access to the shoreline or concentrating recreationists 
in a few inadequate beach parks. He wants and needs harbor facilities 
for commercial shipping.  In fact, urban settlements to a large degree 
began along the seacoasts and other major waterways where transportation 
by boat and barge might serve the human needs and the search for wealth 
that goes with commerce.  In terms of coastal water quality this phenomenon 
had several major effects. 

One such effect is the result of the natural untidiness of man.  It 
involves the desire of people to be rid of unwanted wastes in the least 
expensive and troublesome manner. Because essentially all coastal cities 
have been long in their development, waste discharge practices began when 
man's tolerance level for the unaesthetic was somewhat higher than it is 
today.  Consequently, the method of dealing with domestic and industrial 
wastewaters was to pipe them in a raw state directly to an estuary or 
embayment by the shortest route from the area of origin. This compounded 
the number of points of discharge of sewage as the city grew.  In many 
cities, both storm water and sewage flowed through the same conduit. 
Initially such a waste disposal practice may have had little effect on the 
life of coastal waters.  Later, as the extent of the population concentration 
increased, the oxygen demanding potential of decomposing organic matter 
came to endanger the oxygen resources required by aquatic organisms. 
Moreover, the presence of bacteria of intestinal origin became a hazard to 
the health of people using beaches and coastal waters, or eating shellfish 
taken from them. 
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The development of industry, which made large cities possible, increased 
the range of "pollutants" in sewage to include toxic metals and exotic 
chemicals, leading to a new spectrum of dangers to the users of coastal 
waters — be they men or creatures less able to control their own destiny. 

Concerning domestic and industrial sewage discharges it may be said 
that both man's aesthetic sense and his ability to increase the volume and 
variety of waterborne wastes have grown faster than his willingness to 
depart from ancient practices, faster than his knowledge of the effects 
of wastes on marine life, and faster than his economic and technological 
progress in collecting together the discharges from dozens of outfalls and 
upgrading them to levels which he is still trying to establish as appropriate. 
Therefore it may be said that sewerage of man's homes and factories in the 
coastal zone can contribute to coastal waters such things as unsightly 
floating debris and grease, toxic ions and chemicals, oxygen consuming 
organic matter, nutrients, and bacteria and viruses. The effects of these 
may include loss of clarity of water, aesthetic nujsance, health hazards 
to man, and observable direct, or little understood indirect, effects on 
aquatic biota. Not all effects of waste discharges, however, are necessarily 
detrimental. The amount and the state of nutrients in human wastes may 
be suited to the support of a thriving marine community. The point, in the 
context of the present discussion, is that wastewater discharge from 
urbanized land is a major factor in the quality of coastal waters bordering 
such land. 

A second factor in land-water quality relationships in urban development 
derives from the physical use of the land itself. Coastal valleys in nature 
intercept some of the sediment brought down by natural floods. Typically 
such valleys also contain low lying marshy land which intercepts surface 
runoff and serves as habitat for plants and wildfowl, as well as for 
mosquitoes and other insects which man in his own interest dare not tolerate. 
As the city grows, these valley and marsh lands come under development. 
Swamps are drained of water and of stored organic nutrients.  Natural 
stream beds are straightened and lined with concrete or replaced with 
conduits. These measures hasten both flood and less severe surface runoff 
to the sea.  Roofs, streets, and paved parking lots, which characterize 
urban development, likewise hasten rain water to the sea. One effect on 
coastal water quality is to increase the drop in salinity resulting from 
fresh water inputs, and to discharge to the coastal water a variety of 
debris generated by men living in large concentrations, carrying on his 
industry, and wearing down countless automobile tires in the streets. 

There are also other aspects of urbanization that affect the quality of 
waters moving from the land to the sea.  Both the search for a view and 
the limited availability of valley land encourages urban development of hills 
and mountain sides. On steep land, as on flat land, the most economic use 
of costly equipment during land development is to prepare the entire site 
quickly. Thus, stripping of vegetation and reshaping of land surface 
generates a source of sediments which may in time of heavy rainfall be 
disastrous to aquatic biota or habitat.  Conversely, protecting a city 
from floods by control reservoirs may so reduce the sediment budget of a 
coastal area that long existing beaches disappear. 
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Associated with the drainage of urbanized land may be water quality 
factors resulting from the commercial and household use of pesticides; and 
from fertilizing of gardens, lawns, and parks. Although the alarmist 
may fear that toxic materials from such sources may harm marine life, or that 
nutrients may stimulate excessive growth of aquatic plants, little is known 
of the effects in either a general or a specific case of human occupancy 
of land. The same holds true for surface runoff from agriculturally or 
industrially developed land. What is known then is the kind of water 
quality factors that urban land development generates and, more important, 
that if one does not like the presence of such factors in coastal waters 
he shall have to look to land use management practices to determine what 
he can do about i t. 

Controlling the Quality of Coastal Waters 

The foregoing conclusion is deliberately drawn before it is thoroughly 
documented in order to facilitate an examination of our traditional control 
measures and an evaluation of our areas of ignorance of appropriate 
objectives for coastal water quality control. 

Most anyone familiar with North America will agree that the freedom 
to own and to use and abuse land is a heritage of Americans much harder 
to invade than that of their freedom similarly to abuse water.  Moreover, 
what is today considered an improper use of a land resource may at some 
earlier date have been its highest beneficial use.  Specifically, in pioneer 
times when agriculture was the strongest base of local economy and land 
ownership the symbol of affluence, a man's livelihood depended upon subduing 
wilderness, not upon creating one by legislation. Furthermore, society is 
yet far from ready to consider its vast system of scientific agriculture as 
a pollution of the land which must summarily be ended.  In fact, the continuance 
and the success of agriculture is perhaps the most institutionalized aspect 
of our civi1ization. 

With water the story is different. Concern for the quality of water 
developed slowly.  Knowledge of the role of water quality in health is 
scarcely a century old. Nevertheless in the case of drinking water it is 
a comparatively well resolved problem. The concept of other beneficial 
uses for which quality should be considered, however, has been institutionalized 
less than 25 years. To control water quality the abuser of water becomes 
known as a "polluter," the abuse itself as "pollution," and "pollution 
control" as the appropriate regulatory response.  But most of this charade 
began with fresh water and with flowing water, which differs from land in 
a special way — it is a transport system rather than a sink; and its capacity 
to suffer pollution is one of concentration or degree. This led men naturally 
in the direction of "pollution control" aimed at the local discharge and at 
the control of its concentration at the source.  Once such a concept was 
institutionalized it took a considerable period of years to come around to 
the viewpoint that water is a resource like air and land and so should be 
protected as a resource. The extension of this concept to that of protecting 
water quality for environmental reasons is little more than three years old. 



LAND USE 2095 

Consequently, slowly developing water quality standards and objectives have 
been concerned with water per se and have had but limited secondary effects 
on restraining the use of land. 

Coastal waters, with the exception of health and nuisance oriented 
factors, were not given particularly wide attention from a quality of 
resource viewpoint until "environmental quality" became a catchword. Prior 
to that time the ocean was considered as the earth's ultimate sink and all but 
hopeless in quality; quality, of course, being measured in terms of physical 
condition and chemical and microbiological constituents rather than in terms 
of its suitability for marine ecosystems. 

Popular concern for "environemnt" and "ecology" aroused interest in 
protecting the quality of coastal waters for environmental objectives. 
Understandably, the effort is taking the "pollution control" route long applied 
to fresh waters. Thus, unwittingly the initial attempt is to overcome the 
results of poor or nonexistent land use planning and management by imposing 
increasingly severe restrictions on the quality of water discharged by 
land-based industries, cities, and agriculture. That this will have any 
important feedback effect in controlling land use in such a manner as to 
attain coastal water quality must be considered a forlorn hope. 

Consideration is, of course, being given at many governmental levels of 
how land use management for protecting the air, water, and land environments 
as a single unit might be initiated. Generally proposals in this context 
take the form of greater governmental control by new agencies so broad in 
concept that simply organizing the agency and institutionalizing its power 
should allow the ocean to get a great deal saltier before its quality is 
related to the land in any specific way. Nevertheless, efforts to protect 
the quality of coastal waters are in evidence.  In 1971 federal and state 
regulatory agencies began demanding that storm water runoff from coastal 
cities be collected and treated to some degree before permitting it to enter 
coastal waters. Just how this is to be accomplished in a city such as 
San Francisco with hills draining in three directions into the ocean and the 
Bay is less clear than is the evidence that authority will demand it. 
However, in evaluating such factors as those herein presented one thing 
does become quite clear. That is, that land as well as water will have 
to be managed simultaneously if national objectives related to coastal waters 
are to be reali zed. 

The Search for Criteria 

It is, of course, one thing to demonstrate rationally that the quality 
of coastal waters can be managed only by controlling how man husbands the 
land, but quite another to identify the appropriate land-water relationship, 
and to establish criteria suited to protecting both the quality of coastal 
waters and the quality of life within such water.  It is at this point that 
we must recognize that our environmental goals are in danger of outrunning 
the limits of either understanding or good sense. Two boundary conditions 
can be set, neither of which makes sense of any kind.  One is to do nothing 
to protect the quality of coastal waters; the other is to do nothing that 
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could conceivably pollute them.  Few men can be found to advocate the first, 
whereas a loud and organized group of "true believers" have persuaded them- 
selves that the latter must prevail —presumably without terminating 
mankind.  Unfortunately, man simply does not have the knowledge necessary 
to establish realistic objectives, to evaluate the tradeoffs necessary to 
achieve such objectives, nor even to judge how much of the violence done 
an ecosystem in a given coastal area is attributable to nature and how much 
to man — or by what chain of circumstances it occurred. We may as well 
confess that despite our current zeal to save the oceans we really do not 
know what to save them from nor precisely for what purpose they are to be 
saved.  But that does not mean that we should not try to find out. 

Numerous studies to shed light upon the darkness I have indicated are 
in progress. To undertake a catalog of all ongoing work having land-water- 
ecosystems relationships in coastal zones is beyond the scope of this paper. 
Right here in Vancouver studies are aimed at evaluating the land-water 
relationships east of Vancouver Island and in the Frazier River.  All I know 
of the early results of this study is that the chap who built Vancouver 
Island is going to have a hard time justifying it to the Sierra Club. 

Work with which I am personally familiar is in progress in Hawaii under 
a Sea Grant to the University of Hawaii for studies which include the quality 
of coastal waters. There are several reasons why this particular study has 
a unique potential for developing criteria to relate coastal water quality 
to land management practices and for evaluating the resources of the coastal 
zone both landward and seaward of the shoreline. 

To begin with, essentially all of inhabited Hawaii is shoreline or 
coastal zone, thus coastal waters are little influenced by what man does 
on inland rivers.  Moreover, there are still situations in which the discharge 
from land to water, and consequently the coastal water environment is 
little affected by the presence of humans.  This affords an opportunity to 
establish some baseline against which to evaluate human activity on land — 
a need which cannot be overemphasized.  Next there are situations as at 
Kaneohe Bay where intense urbanization of a coastal valley has occurred and 
changes in water quality and biota have been observed in the presence of 
treated sewage.  Moreover, plans to discharge sewage elsewhere are in progress 
and the opportunity is developing to observe changes in the environment 
and in the biota of Kaneohe Bay when only urban runoff afflicts its waters. 

"Before" and "after" studies with raw sewage are in prospect and in 
progress in relation to Honolulu's sewage discharge at Sand Island.  The 
sugar cane industry has likewise been isolated for evaluation of "before" 
and "after" effects of sugarcane culture and milling operations. Thus, 
Hawaii, by reason of its coastal zone and shoreline development and the 
relative ease of segregating the effects on water quality and biota of 
urban, agricultural, and industrial development of land, affords a parti- 
cularly good place for land use versus coastal water quality evaluations 
which lead on to needed criteria.  The state has certain other characteristics 
of significance. Water temperatures and weather permit almost uninterupted 
year round work in the ocean.  Having no continental shelf, deep water 
exploration and resource studies are especially convenient.  This same 
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phenomenon, however, accentuates Hawaii's need for information on dozens of 
the subjects which appear on the program of this Conference. 

Of course a very great percentage of the coastline of the North American 
continent is influenced by what man does on inland rivers and tributary land. 
Here again we need some baseline data to differentiate between what man and 
what nature does to coastal water quality.  Perhaps here in western Canada, 
where great upriver cities have not yet overwhelmed nature is the best 
place to seek such baseline criteria. 

Cone 1 us ion 

Nature has long used the ocean as a sink.  If the quality of coastal 
waters which, as I noted earlier is the critical zone, is to be maintained 
as near as possible in some optimum condition, then it will never be enough 
merely to take up a sample of the water, frown over it in the laboratory, 
and lower the values in an increasing spectrum of "standards." We shall 
have to know more of how land use, land development, and land management 
practices, especially in the coastal zone, affects the quality of coastal 
waters, and what that quality means to life in that water. Then we shall 
have to know enough about natural shifts in ecosystems and what kind of 
ecosystems we want to maintain, or can possibly maintain, to make intelligent 
tradeoffs between land and water quality decisions.  Finally, we shall have 
to reexamine the degree of freedom that goes with our land in order to 
adapt it to a population load which now brings these waters to a condition 
with which man must become concerned. 
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ABSTRACT 

Coastal and estuarine waters are only now being fully recognized as 
a major sector of America's overall water resource. Protection of the 
quality of such waters for environmental objectives has understandably 
followed the same "pollution control" route long applied to fresh waters. 
This leads to attempts to overcome the results of poor or nonexistent 
land management regulations by imposing increasingly severe restrictions 
on the quality of water discharged by land-based cities and industries. 
Human occupancy of the coastal zone leads inevitably to the straightening 
and lining of drainage channels, the paving of streets and parking lots, 
the stripping of vegetation from land during subdividing, the overloading 
of land area with housing, the commercial and industrial use of pesticides 
and fertilizers, and various other phenomena which contribute to the 
degradation of the quality of coastal waters and water environments. 
Although freedom to own and abuse land is a heritage of Americans somewhat 
more difficult to invade than is their freedom similarly to abuse water, 
it is becoming clear that land as well as water will have to be managed 
if national objectives related to coastal waters are to be realized. 
Upriver activities lead to degradation of coastal waters in some situations. 
In others occupancy of the coastal zone is the major factor. 
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ABSTRACT 

The ocean provides enormous capacity for dispersion and assimilation of 
human and natural wastes. Indeed marine ecosystems depend on such terrestrial 
sources for their nutrient supplies. It is incumbent cm man to cause minimal 
disruption and, if possible, beneficial effects from dispersing his wastes in 
the sea. The Southern California Bight receives the most intense exposure to 
discharged sewage of any exposed region along the Pacific coast of North 
America. Evidences of significantly altered chemical and biological condi- 
tions in southern California hare been demonstrated. Elevated concentrations 
of certain metals occur in sediments near some large sewage outfalls. Pesti- 
cide residues were extremely high in sand crabs from southern California. 
Beds of giant kelp decreased near some, but not all,sewage outfalls. Cor- 
rectional measures are disoussed. Ecological surveys are currently used to 
provide early warning of potential biological problems near some southern 
California outfalls. A survey near an outfall removed from service indicated 
most changes in fish and macroinvertebrate populations occurred within a few 
months after the discharge oeased. 

IBTBOB0CTION 

Ecological consequences of discharging liquid wastes to the marine en- 
vironment form a complex subject, involving an extensive literature. To 
restrict this discussion to reasonable space limits, I shall consider only 
waste disposal to the open sea. I will rely primarily on data gathered in 
the southern California region, the area with which I am most familiar. 

iTom the outset I would like to eliminate certain emotions many of us 
carry with reference to liquid waste. In the nursery we are all taught that 
human wastes are repulsive and should be strongly avoided. What is valid in 
the nursery may not be true for the remainder of the world. Oceanic biota 
utilize and depend on many wastes of terrestrial origin. Without nutrient 
input from streams and rivers, life in the sea would be greatly reduced. Pre- 
cise sources of these nutrients are of little overall importance. That is, 
it is immaterial to a marine plant whether phosphate ions come to it from 
rock erosion, decay processes in soils, or release as wastes from the bodies 
of man or other animals. We must, however, be careful to inject our nutrient 
substances into the marine world in ways that do not disrupt ecosystems (i.e. 
avoid eutrophication problems). We must also be certain that the disposal 
operation does not significantly alter the physical and chemical environment. 

The ocean is viewed as an attractive receptacle by engineers charged with 
managing large volumes of liquid wastes generated by large metropolises. The 
great expanse of the sea provides enormous capacity for assimilation and 
dispersion. Sooner or later most of our liquid wastes end up in the sea 
whether they are first discharged to rivers and streams or more directly 
placed in bays and estuaries, or actually discharged in the ocean. 

2099 
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POPULATION DISTRIBUTION ALONG THE U.S. PACIFIC COAST 

As a rough guide to intensity of waste generation, let us consider the 
distribution of human population along the Pacific United States. The com- 
bined populations of Washington, Oregon and California are about 25.5 million 
humans. (Statistical Abstract, 197°). About 11.3 million, or 44 percent of 
the three-state total, reside within "discharge distance" of the sea in the 
region between Ventura and San Diego (about 150 miles of coastline). More 
than a billion gallons of liquid wastes are discharged daily into the Southern 
California Bight . (1) No other region of our Pacific Coast is exposed to such 
an intensity of waste disposal. If marine waste disposal does affect marine 
biota, the Southern California Bight is a logical region for detecting and 
analyzing such effects. 

The Southern California Bight is a major indentation in the coast Just 
south of Point Conception (Figure 1). The seaward boundary exhibits a chain of 
islands lying some 25 to 50 miles offshore. The main current systems (Calif- 
ornia and Davidson Currents) usually do not affect coastal waters in southern 
California. Coastal currents in the regions receiving discharged wastes are 
sluggish and oscillatory, typically ranging up to 0.3 knots. Action from long 
period swell is reduced along those portions of the mainland that lie in the 
lee of offshore islands. 

Pour major outfalls account for approximately 90 percent of the sewage ef- 
fluent discharged to the Southern California Bight. These facilities are 
operated by the City of San Diego (CSD, approximately 80 MJD), Orange County 
Sanitation Districts (OCSD, 135 M3D), Los Angeles County Sanitation Districts, 
(LACSD, 360 MBD) and the City of Los Angeles (CLA, 330 MOD) (Table l). A 
number of minor municipal and industrial outfalls are scattered irregularly 
along the coast. Some of the minor outfalls have been studied intensively. 
Few, if any, ecological affects have been reported. About 90 percent of the 
discharged sewage effluent receives only primary treatment. 

ENTIHONHENTAL IMPACT OF MARINE WASTE DISPOSAL 

For sewage outfalls discharging in water of adequate depth and using 
diffusers, changes in oceanic temperature, salinity, pH and dissolved oxygen, 
are nearly always negligible. Although extensive plankton blooms occur in 
California's waters, all evidence indicates that these are natural phenomena 
and nutrients from discharged wastes are a negligible stimulus (3). Poten- 
tial problem areas may exist with regard to toxicants, disease, sedimentation, 
and induced changes in species composition. These are fields where further 
research is clearly indicated. 

Concentrations of toxic substances in receiving waters of well-designed 
outfalls are low, typically below threshold levels for overt distress symptoms 
during short term exposures for test organisms. In recent years, however, 
there have been indications that subtle mechanisms in the environment are able 
to concentrate toxicants to levels that may be biologically damaging. Con- 
sequently any evidence that such mechanisms may be operating near a sewage 
outfall, is cause for concern. Wastewaters are probably not the only sources 
of toxic inputs. Freshwater and airborne sources must also be considered and 
still require considerable investigation. 
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Figure 1. Chart of southern California and northern Baja California showing 
general current systems and their relations to the Southern California Bight, 
modified from Jones (2). The offshore California Current moves sluggishly 
most of the year but a reversal, the Davidson Current, can occur from August 
to November, 
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Table 1 

Effluent volumes in millions of gallons per day versus time for four major 
southern California discharges. Data supplied by City of San Diego, Orange 
County Sanitation Districts, Los Angeles County Sanitation Districts, and 
City of Los Angeles. 

Tear San Orange L. A. L. A. 
Diego County County City 

1972 360* 329* 
1971 83 135 370 336 
1970 81 130 371 330 
1969 84 125 373 344 
1968 80 120 348 323 
1967 73 114 336 317 
1966 71 107 318 316 
1965 63 95 302 293 
1964 61 89 293 287 
1963 48 82 288 283 
1962 49 75 280 278 
1961 48 66 274 261 
I960 48 54 264 259 
1959 45 52 248 262 
1958 44 44 220 267 
1957 43 37 195 256 
1956 40 31 I83 249 
1955 39 24 180 244 
1954 39 176 239 
1953 38 154 230 
1952 37 147 219 
1951 32 125 193 
1950 28 114 194 
1949 25 104 199 
1948 23 82 I84 
1947 21 59 178 
1946 23 53 161 
1945 22 52 160 
1944 9-7 52 162 
1943 5-2 47 148 
1942 35 143 
1941 34 144 
1940 29 133 
1939 25 130 
1938 23 131 
1937 20 131 
1936 19 114 
1935 18 113 
1934 '* / 17 107 

1887 
1894 

•Estimate based on portion of year 
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KLein and Goldberg (4) have demonstrated increases in sedimentary Mercury 
in the vicinity of the LACSD discharge. Young (l) recently summarized all in- 
formation concerning Mercury distribution in the Southern California Bight. 
Galloway (5) demonstrated increased levels of Zinc, Copper, Lead, Cadmium, and 
Chromium in sediments near the LACSD and CLA outfalls, vs. background values 
from distant samples. Burnett (6) examined DDT levels in sand crabs, Emerita 
analoga, as a function of distance from the Los Angeles region. Crabs from 
the Los Angeles area yielded DDT concentrations two orders of magnitude great- 
er than collections from remote areas in central California.* 

There is thus clear evidence that potential toxicants are being concen- 
trated at certain locations in the Southern California Bight. Ecological con- 
sequences of these phenomena await analysis. If significant adverse effects 
exist, source control of toxicants may be necessary. It should be mentioned 
that Clendenning (7) found that short term exposures (up to 96 hours) of giant 
kelp tissues (Maerocystis) to 100:1 dilutions of sewage in seawater (composite 
sewage samples provided by LACSD and CSD), stimulated photosynthesis as much 
as 50 percent, presumably an effect from nutrients in the sewage. 

Investigations of disease among organisms near sewer outfalls are pres- 
ently only in preliminary phases. Collections have indicated some association 
of abnormal conditions among certain fish species captured near outfalls. Ab- 
normalities may also be found, albeit with reduced frequencies, in the same 
species from areas well removed from outfalls. Thus Russell and Kotin (8) 
noted an 0.3 incidence of papillomas in white croaker (Genyonemus lineatus) 
from Santa Monica Bay vs. none among specimens from a control area. Halstead 
and Young (9) described a variety of afflictions in various fish species, 
which they believe were related to discharged wastes. The Southern California 
Coastal Water Research Project (10) is collecting and analyzing incidence vs. 
distribution data. Etiology of these diseases remains unknown. North (11) 
observed tumorlike growths on stipes and bladders of kelps near the San Diego 
outfall. 

Grigg and Kiwala (12) believed that light sedimentation upon normally 
rocky surfaces was responsible for reduction in numbers of species that they 
recorded near the LACSD sewer outfall. These authors reasoned that even a 
thin film of sediaented material might prevent settling by microscopic plank- 
tonic larvae seeking solid rock substrate. The LACSD discharge in recent 
years has discharged about 500 tons daily of suspended solids (13). Although 
muoh of the suspended solids would not settle unless floculation occurred, 
the quantities liberated are very large and comparable to the natural coastal 
transport of sediments in some areas. There is not evidence that sedimenta- 
tion poses problems on normally sedimentary bottoms, although Carlisle (14) 
has suggested that distributions of fishes may change in such areas. 

There are indications that marine waste disposal may cause significant 
alterations in distributions of ecologically important species. One such 
species is giant kelp, Macroovstia pyrifera. Giant kelp develops a treelike 
structure underwater. Populations of plants form a forest habitat that com- 
prises the base of diverse and productive communities. The kelp bed associa- 
tion provides commercial and recreational sources of fishes and shellfish. 
Kelp canopies are harvested and processed as food additives and for alginates. 
Kelp beds near Los Angeles and San Diego began declining in the early 1940's 
and were virtually nonexistent by I960 (15). In general, the first indications 

•DDT discharge by LACSD has been essentially eliminated. 
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of permanent large-scale disappearance occurred in those portions of the beds 
closest to sewage outfalls (Figure 2). Deterioration spread from this local 
region. During the period of decline, volumes of discharged effluent increased 
continually (Table l). 

Surreys in the deteriorating kelp beds typically revealed large-scale 
destruction of kelp holdfasts (the plant's anchoring mechanism) by swarms of 
grazing sea urchins. Deterioration of the Point Loma kelp bed near San Diego 
was halted and reversed (16) after urchin populations were brought under con- 
trol (Figure 3). Pearse ert. aL. (17) showed that urchins could absorb organics 
from seawater through the dermis and utilize them. Analyses by Clark (18) in- 
dicated that dissolved organic substances near the IJCSD sewer outfall were 
significantly elevated vs. a control area. She calculated that dissolved free 
amino acids alone were present in sufficient concentration near the LACSD out- 
fall to provide significant nourishment to urchins of the region. The restored 
kelp bed off Point Looa perhaps now benefits from nutrients discharged from the 
San Diego outfall, An indication is offered by the high productivity of this 
kelp bed. The bed's present area is considerably less than 10 percent of all 
kelp beds in California, yet Point Iioma yields about 25 percent of the annual 
harvest. 

DETECTIHG EC0L00ICAL CHAHCE 

It is clear that effects of sewer outfalls on marine ecosystems can be 
subtle, complex, and at times unpredictable. To protect biota of the Southern 
California Bight, regulatory agencies have defined beneficial uses to be pro- 
tected that include preservation of fishes and other aquatic life. In addi- 
tion, the State of California sponsored an extensive survey of the southern 
California continental shelf by the Allan Hancock Foundation of the University 
of Southern California (USC). The study's purpose waa to establish background 
conditions to aid in evaluating future change. The investigation gathered data 
on water temperature, salinity, dissolved oxygen, phosphate, silicate, nitrate, 
pH, transparency, transmissivity, sedimentary characteristics, microplankton, 
sedimentary fauna, foraminifera, and intertidal algae from 1956 to 1960, occu- 
pying 752 stations (19). For several reasons, usage of the data has only been 
moderate. For example, different sampling and analytical techniques now in 
common use may not yield comparable data. Likewise data may be needed for 
specific locations not sampled during the USC study. 

The TISC and subsequent investigations (20, 21) have demonstrated the great 
complexity of the nearshore environment. Distributions of organisms are usu- 
ally patchy, posing difficult sampling and analytical problems. Even restricted 
areas may support hundreds of plant and animal species, displaying great ranges 
of densities. Sorting and identifying organisms can be an enormous and tedious 
burden. Specialists are usually needed to identify the difficult groups such 
as Polychetes, Amphipods, Isopods, and Mollusks. Initially, monitoring programs 
sought to define the entire ecosystem but costs and the hopelessness of such 
efforts have caused a shift in emphasis. A recently designed study, conducted by 
OCSD, utilizes trawling to characterize fishes and macroinvertebrates. Fishes 
are components of a wide variety of food chains. If a significant ecological 
disruption developed, changes in fish populations would probably occur at a 
fairly early stage and provide the necessary warning of an impending problem. 
Southern California fishes have been studied thoroughly, so identification and 
sorting efforts in the OCSD monitoring program are relatively small. 
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Hguxe 3. Historical series of oharts showing 
status of the Point LOBS, kelp bsd TS. tiae (kelp 
shown as black). The San Diego outfall was put 
into operation in September 1963. She 1949 series 
of aerial photo* did not extend south of Point 
LOBS, SO outline of bed fron 1911 is shown as 
dotted line for 1949 ohart. Abnormally high 
water temperatures from 1957 *° 1959. seriously dam- 
aged existing kelp. 



MARINE BIOTA 2107 

Monitoring at the San Diego outfall presently places emphasis on sedinent- 
ary fauna. The voluminous data hare been periodically analyzed by independent 
contractors (22,23,24). Ho significant adverse effects have appeared. Abun- 
dances of some groups increased substantially after discharge commenced in 
1963. 

Marine populations frequently undergo changes in response to natural en- 
vironmental events as well as to other human activities such as fishing, acci- 
dents, construction, dredging, etc. To identify such effects it is important 
that control stations be inoluded in monitoring programs. 

OTHEH BENTHIC STUDIES 

A review paper by Gunnerson in 1961 (25) summarized moat of the early 
literature. Helatively little biological work near Pacific coast outfalls 
had been published at that time. The large background survey of the Allan 
Hancock Foundation (19) and the first kelp studies (15) were still in progress. 
Since then, a number of studies (apart from routine monitoring) have sought to 
evaluate conditions near sewage outfalls. 

Point Loma 

Much additional survey and collection work off Point Loma was undertaken 
in 1965 by diving biologists from the Department of Pish and Game. Their 
study indicated a diverse and abundant fauna and flora existed on the rooky 
shelf inshore from the outfall and no adverse effects attributable to the dis- 
charge were observed (20). Grab samples of sediment close to the terminus 
did not yield sludge but species composition of the infauna suggested influ- 
ence by the discharge. 

San Eli.lo Lagoon 

A 6 MGD ocean outfall near the mouth of the San Elijo Lagoon discharges 
domestic sewage through a diffuser at a depth of 60 feet. Biota was sur- 
veyed and described just before outfall construction in 1964 (26). The same 
region was resurveyed in 1969 after nearly five years of discharging had oc- 
curred (27). Of eleven species or groups observed along the sedimentary out- 
fall transect in 1964, eight were recorded again in 1969. Missing organisms 
were a red alga, Agardhiella, a gastropod, Acteon, and a sea star, Luidia, 
none of which had been highly abundant. In I969, however, the region near 
the outfall yielded an additional seven algal and 97 animal species not re- 
corded from this transect in 1964. The presence of the nearby solid outfall 
structure was probably responsible for many but not all of the increased num- 
bers of species. The outfall terminus yielded 105 species and varieties. 
Numbers of fishes were greater at the terminus than along the shallower sec- 
tion of the pipe that supported a lush growth of kelp (kelp is usually highly 
attractive to fishes). 

Density of giant kelp in the area was determined by Strachan in 1969 
for three established kelp beds previously studied by North in 1963-64 (28). 
Standing crops in 1969 had increased at all three stations by factors ranging 
from about double to nearly 18 times the 1964 values. Considerable marine 
life was noted remaining throughout the region. The richest transect was 
one-half mile north of the outfall and yielded nine algal, 144 invertebrate, 
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and five fish species vs. eight algal, 118 Invertebrate, and fifteen fish 
species in 1964. It appeared, therefore, that the outfall had produced lit- 
tle, if any detrimental effect. The increased abundance of giant kelp might 
represent a nutritional stimulus sueh as reported by Clendenning (7). 

Canyon de las Encinas 

Department of Fish and Game divers oonducted background (1962) and post- 
discharge surveys near the small (2.2 USD) sewer outfall off Canyon de las 
Encinas to note any changes caused by the operation. Principal changes in- 
volved increased abundances of sea anemonies, hermit crabs, sand stars, and 
white urchins (29). Diversities and abundances of species colonizing the out- 
fall structure were considered normal for the age of the "reef". Overall, no 
adverse influences of outfall operation were noted. 

Pre- and post-discharge studies were conducted on kelp beds near Canyon 
de las Encinas (30, 31). Parameters measured were kelp abundance, plant size, 
growth rate, mortality, and reproduction as evidenced by abundance of juve- 
niles. No adverse effects were found. The beds have remained luxuriant (as 
indicated by surface canopies) up to the present. 

Central Orange County 

Three small (61-ED) outfalls discharge in nearshore waters at depths 
from JO to 80 feet at Laguna Beach, South Laguna, and Dana Point in central 
Orange County. Distances between adjacent outfalls varies from 2^ to 5 miles. 
The region was surveyed by Anderson and North (32), comparing conditions near 
the outfalls to control areas two or more miles away from discharge sites. 
Quantitative sampling indicated concentrations of a worm, Pherusa, and a sea 
star, A3tropecten, were reduced near the Laguna Beach outfall while another 
worm, Diopatra. was much more abundant (values highly significant) near the 
Laguna Beach and South Laguna outfalls. Diversity was greatly reduced near 
the Dana Point outfall and its control station compared to the other sites. 
Recent construction of a harbor in the Dana Point area may have affected biota 
at this outfall and its control station. 

Orange County Outfall 

Diving biologists from the Department of Fish and Game surveyed biota 
near the Orange County Sanitation Districts discharge off the Santa Ana River 
in early 1965. A nearby artificial reef was also inspected. Numbers and 
kinds of sedimentary fauna appeared normal as did communities encrusting most 
of the outfall structure (33). The last 100 feet of outfall pipe displayed 
reduced species diversity and there were indications of impoverishment on the 
artificial reef. The general biological impact of the discharge was nonethe- 
less considered small. This outfall has been retained on a standby basis 
since March 1971 and the new 4 mile pipe carries effluent to a much deeper 
discharge site. A decrease in sedimentary sulfide levels was observed near the 
old outfall after discharge operations oeased (10). 

PLANKTONIC STUDIES 

Gunnerson (25) stated that "evidence for greater production of marine 
plankton in the vicinity of sewage-effluent discharges is strong", citing studies 
from Florida, Oslo Fjord, and the Mediterranean as support. This conclusion 
has since been verified for southern California waters by Tibby et al. (34} 
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see also 19). These workers found an initial depression of phytoplankton pro- 
ductivity as sewage and seawater became mixed near the Orange County outfall. 
After about eight hours a substantial increase in carbon-14 uptake was noted, 
lasting about two hours. No correlations were found between productivity and 
concentrations of phosphate, silicate and ammonia. Stevenson and Grady (35) 
usually found increases in planktonic concentrations near outfall "boils". 
Occasionally the effect could be traced to a 12,000 foot distance. These au- 
thors did not believe that effluent mixtures caused plankton "blooms" (marked 
concentration increases) but they surmised that discharged nutrients might en- 
hance bloom intensities. Gunnerson (25) could find no convincing evidence that 
the subtle fertilization effects of sewage could lead to dense plankton bloom 
or eutrophioation in open coastal waters although such effects nay occur in 
semi-enclosed situations. Tibby et al. concurred (19). Comparing microplankton 
counts from 59 stations near outfalls, with counts from all 800 stations sur- 
veyed, the Allan Hancock Foundation was unable to find any differences among 
numbers of dinoflagellates recovered, but reported a significantly greater mean 
value for diatoms from the outfall stations (differences in means were 2.9 
times the standard error). Influences on individual species were not determined. 

Clendenning and Sweezey (36) believed that there may have been an associa- 
tion between sewage effluent and cryptomonads in San Diego Bay. The City of 
San Diego conducted surface to 20 foot depth plankton tows for five years near 
their Point Loma outfall (a discharge that rarely, if ever, extends to within 
20 feet of the surface). A total of 80 groups that included 35 species were 
segregated during processing. Several species may have responded to the Point 
Loma discharge (Ceratium dens. Ceratium fnrca. and Moctiluoa sp. may have in- 
creased temporarily, Skeletonema costatum and Oxytoxum sp. may have increased, 
particularly during a period of sludge discharge). Overall, however, it was 
concluded that influences on planktonic communities were negligible (22,23). 
This study was certainly the most detailed effort and the most carefully ana- 
lyzed work of its kind ever conducted on the Pacific coast. As a result, the 
Regional Water Quality Control Board was convinced that the San Diego discharge 
was not influencing planktonic communities significantly and the City was al- 
lowed to discontinue this exceedingly costly program. 

The problems associated with conducting meaningful plankton studies have 
plagued almost every survey that has examined this type of community near out- 
falls. Species identification requires highly specialized and painstaking ef- 
forts from collection to identification (37). Personnel with necessary skills 
are often unavailable. The City of San Diego studies were hampered by high 
turnover rates among technical personnel. Abundance variations even for a single 
species can be enormous, sometimes spanning five or six orders of magnitude dur- 
ing a single collection series. Vertical migrations, tendencies to form strati- 
fied distributions under certain (usually unknown) conditions, horizontal trans- 
port by currents, and other factors introduce transients leading to profound 
abundance fluctuations within hours or even minutes. 

In designing dispersal characteristics for a proposed ocean outfall for 
the City of San Francisco, bioassays were conducted on common marine animals to 
determine toxicity thresholds (38). The most sensitive species proved to be 
larvae of the bay shrimp (Crago nigrocauda) and of the market crab (Cancer 
magister). 
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STUDIES HEAR A DISCONTINUED DISCHARGE 

An interesting study has been conducted by Marine Biological Consul- 
tants, funded by the County Sanitation Districts of Orange County (39). 
Trawling was used to define any macrofaunal changes following cessation of 
discharge from the District's Ocean Outfall No. 1. The outfall had been 
operating since 1954 and dispersed about 135 MGffi of primarily treated ef- 
fluent from a diffuser at a depth of approximately 55 feet. This system 
was removed from operation in March 1971 and thereafter effluent was dis- 
persed from a newly-constructed outfall at a depth of 195 feet about three 
miles south from the former site of discharge. 

The trawling studies involved quarterly collections using a 24 foot 
otter board trawl with a l£ inch mesh body and a -J- inch mesh liner in the 
cod end. Each trawl occupied ten minutes of bottom fishing time. Col- 
lections were made at depths of about 50 feet, approximately 100 yards west 
of the outfall. Similar trawls were conducted at a control station of com- 
parable depth and substrate, about four miles easterly. Studies ran con- 
tinuously from August 1969 to the present (i.e. comprising twelve collection 
series). 

The collections yielded a total of 75 invertebrate and 65 fish species. 
The outfall site produced 42 invertebrate and 52 fish species while the con- 
trol yielded 61 invertebrates and 44 fishes. Most species appeared so spo- 
radically that no relation to cessation of the discharge could be established. 
Among those species recovered fairly frequently and/or abundantly, 20 ap- 
peared to be relatively indifferent to the presence or absence of the dis- 
charge, nine showed tendencies to be less frequent near the outfall station 
before March 1971. Three species displayed reduced frequencies and/or abun- 
dances at the outfall station after March 1971 (i.e. there may have been 
some attraction by the discharge for these species: Table 2). Total species 
recovered per trawl fluctuated widely but after March 1971, values remained 
consistently high at both stations. 

The data were thus fairly conclusive and revealing for certain species. 
When changes occurred, they usually appeared shortly after the discharge 
ceased. Obviously trawling is a highly selective operation, recovering pri- 
marily larger epibenthic invertebrates and intermediate-sized fishes. Even 
so, the data are useful in demonstrating character and rapidity of the changes 
involved. 

CORRECTIONAL MEASURES 

In-depth discussion of correctional measures is far beyond the scope of 
this paper. Needs for correction may become apparent from in situ observations 
gathered by monitoring programs or from external sources - generally research 
conducted elsewhere on problems aggravated by special circumstances. Correction, 
if needed, may take several forms including increased waste treatment effort, 
source control, or in certain cases, legislative action. Decisions are often 
costly and consequences far-reaching. Obviously both society and the environ- 
ment benefit most if decisions are not made in a hysterical atmosphere. 
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Table 2 

Summary of trawling studies comparing the Orange County Sanitation. Districts 
Ocean Outfall No. 1 with a oontrol area about 4 miles away. Sewage disposal at this 
outfall was terminated in March 1971. numbers represent individuals recovered per 
ten minute trawl. Data from Marine Biological Consultants (39). Num " numerous; 
P = present. 

Species Station Trawling Sate 

ir\ ON 
£M   H 

Poliniees draconis 

Balaans oonoavus pacificns 

Cancer anthonyi 

Cancer graoilis 

Crago nigromaculata 

Lironeca vnlgaris 

Astropecten verrilli 

Pisaster brevispinus 

Citharicthrs sordidns 

Cithariothys stlgmaeus 

Embiotoca .jacks oni 

Engranlls mordai 

Byperprosopon argenteum 

Mjcrostoaus pacifieus 

Phanerodon furoatua 

Pleuroniothys verticalis 

Sebastes semicinctus 

Serlphns politns 

Symphnrus atrlcaada 

Zaleablus rosaceus 

Outfall 
Control 

1 
IHDIFIEHEHT SPECI ES 

1 1 

0 
C 10 

Num. 
1 36 

1 
4 P 

p 
3 

0 
C 

5 
3 

2 1 
1 

1 1 
1 

0 
C 

4 3 39 8 
2 

3 
1 

9 15 
7 16 

2 8  2 

0 
C 

12 86 
2 

76 
1 

13 
5 

2 43 
14 

227 
82 

35 
4 

33 
7 

51 12 
2  5 

0 
C 

7 
1? 

2 
3 

4 
28 

1 73 
118 

24 
46 

75 
29 

2 
p 

4 
3 54 

0 
C 

7 7 
4? 

38 
6 

22 
12 

6 24 
64 

7 
3 

41 
24 

34 
18 

20 67 
158  9 

0 
C 

2 3 5 2 
2 

8 1 
3 

9 2 
1 

5  9 

0 
C 

161 

13") 
25 19 

1352 
2 

37 19 
2 

20 56 
0 
C 

38 69 
3° 

18 45 
64 

543 449 300 287 
796 979 310 

99 
405 448 

0 
C 

2 1 14 15 9 11  2 

0 
C 

1034 4 18 77 36 2 

0 
c 

2 2 2 2 6 4 

0 
C 

14 
9 

1 
1 

12 
1 28 10 

0 
C 

14 15 8 

7 
17 
2 

11 17 
1 

28 
7 

33 
6 

4 5  1 
3 

0 
C 

1 
1 4 1 

1 4 
3 2 

4 
2 

1 
7 

4 
5 

9 
11  7 

0 
C 2 

156 4 
8 1 1 

0 
c 

577 36 75 34 8 1 
1 

248 

0 
c 

9 4 12 
5 

5 
3 

4 3 
7 

12 
10 

6 
10 

13 
27 

14 
26 

5 
16 16 

0 
c 

1 5 
1 

16 
22 

15 
1 J4 
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Species 

Table 2 (continued) 

Station Trawling Bate 

CA 
ON NO 

i? "> ^-^ ON 
ON CM •-* >• 
\ <-l 
CCf r-l 

cy 
r-l 

SPECIES THAT IBCHEASED 

Flabellinopsis iodinea 

Petalaster foliata 

Hippoglossina stomata 

Hypsopsetta guttulata 

Paralicthya califomica 

Parophrys vetolus 

Pleuroniothrs coenosus 

Pleoronicthya decurrens 

Soorpaena guttata 

Outfall                                                                 .1                      2        1 
Control                            1                              2,3                      18 
0                                                                       |    6                    1       3 
C                                5    11                                   .                   2      3       1 
0                                                                            ,                    2                2 
C                               1              11           3      5,2562      10 
0                                                                       2,6111 
C                                                                            ,21 
0                       1                       1            22,            53    15       1 
C                                                               3,2333 
0                                       14             j   8          1    4      7 
C                                1                3131,           96   12      32 
0                                                               I   4     1           2      3 
C                               4     2                2                 |    5                               4 
0                                                               2           |    7    15              7       3 
C                                                           3     5   ,157   29   17     1       7 
0                                                               2      4   j    8              4               7 
C                                        1                             2   .    1     4     2              11 

Cymatogaster aggregata 
0 
C 

26 190 16 
38 

SPECIES THAT DECBEASED 
15 142        33     36    7 

7     4               1   9 
11 

3 

Genyonemus lineatus 
0 
C 

1024 160 293 455 578 254 ICO I   6   11 
1           2 

32 
2 

Paloneta si minima 
0 
C 

55 1 1     3       ' 

Species per trawl 0 
C 

22    18 
-      16 

24 
23 

21    14    17    29 1 35    28 
26     7   15   27 1 38   36 

23 
37 

35 
32 

25 
33 
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CONCLUSION 

It is evident that marine waste disposal can and has produced significant 
changes among nearshore ecosystems in the Southern California Bight. This does 
not mean that deterioration has been complete or irreversible. The majority of 
the Southern California coastline still displays healthy, productive, and diverse 
marine communities. A major adverse effect, deterioration of the important kelp 
bed association, can be corrected, if given adequate effort. Clearly there is 
need for improvement and continued learning. I am optimistic that a time will 
come when we will know enough about ecological effects of marine sewage disposal 
to indeed be able reliably to fertilize and benefit the sea with our discarded 
nutrient materials. 
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CHAPTER 121 

MARINE MONITORING OF THE VICTORIA SEWERAGE SYSTEM 

by 

Norval Balch, Derek V. Ellis and Jack L. Littlepage* 

ABSTRACT 

The Capital Regional District of British Columbia, Canada, is 
implementing for the Greater Victoria area, a major sewerage plan based 
mainly on marine discharge by submerged outfalls. To assess effects on 
the receiving ecosystem, a thirty month monitoring program has been 
carried out at the site of a newly constructed 6000 foot marine outfall. 
Of the standard water quality parameters, several were established during 
the pre-discharge period as "gross sewage field indicators" at beach 
outfalls: nitrite, phosphate, total and fecal coliform bacteria, Secchi 
depths, Forel colour and salinity. The remaining parameters were not 
sensitive to the presence of effluent: temperature, dissolved oxygen, 
nitrate, silicate and chlorophyll. In the water surrounding the diffuser 
of the extended outfall, only total coliform values showed the presence 
of effluent once discharge was diverted from the beach outfall. Profiling 
techniques were employed for measuring chlorophyll, turbidity and Rhodamine 
dye. A method was developed for mapping coliform bacteria in the sediment 
surrounding the diffuser, as an index of the ability of the receiving water 
to assimilate effluent loads being discharged into it. It is stressed that 
monitoring programs should be included in plans for any major coastal 
operation. 

INTRODUCTION 

Long marine outfalls for discharging sewage effluent have been in 
operation at many locations and for many years along the west coast of the 
United States, and have in several cases been accompanied by extensive 
monitoring programs (eg. State Water Pollution Control Board 1956, Garber 
1960, Ludwig & Onodera 1964, Ludwig & Storrs 1970). However, the Canadian 
west coast has only recently begun to consider the use of long outfalls, as 
well as their environmental suitability and hence the need for adequate 
monitoring. 

Specifically, the Greater Victoria area is in the early phases of 
implementing a major sewerage disposal plan based mainly on marine discharge 
by extended outfalls, to replace a number of outfalls which discharge un- 
treated municipal sewage at the shoreline. The rationale behind considering 
long marine outfalls for untreated sewage, rather than the construction of 
sewage treatment plants at this time, is that the area being serviced (FIG. 1) 
is surrounded by marine waters with a great deal of tidal flushing. 

Department of Biology, University of Victoria, Victoria, B.C., Canada 
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Tidal currents of up to 2-3 knots (1.0-1.5 m/sec) result in continuous and 
large scale mixing off most of the coastline and should result in high 
dilution rates for discharged effluent. 

When in April 1969 the provincial regulating authority issued a 
permit to the Capital Regional District for the construction and operation 
of a 6000 foot long outfall at Macaulay Point on the south coast of the area 
(FIGS. 1 & 2), it was stipulated that it should "carry out a sampling and 
surveillance program ... on the beaches and in the waters adjacent to the 
outfall and Macaulay Point". The reasons for requiring such a monitoring 
program were given in the letter of transmittal which read: "although there 
is a wealth of information throughout the world in support of the proposed 
method of disposal authorized, we have decided in the public interest to use 
the proposed outfall as a research project. It is the intention of the 
Pollution Control Branch to use the information gathered   to verify the 
effectiveness of the proposed method of disposal and to document for future 
reference the suitability of long outfalls for the disposal of sewage in the 
coastal waters of British Columbia." 

Accordingly, a group within the Department of Biology of the 
University of Victoria was requested to carry out an intensive two year 
monitoring program in order to collect data on the response to the discharged 
effluent of the receiving marine ecosystem. The program was designed to 
cover one year before and one year after operation of the outfall commenced 
in the summer of 1971. A program was established combining routine monitoring 
of a number of standard chemical, physical and biological parameters along 
with several more research-oriented projects aimed at studying the possible 
effects of the discharged effluent on certain components of the surrounding 
ecosystem. Members of the same group have also carried out a number of studies 
at several other outfall locations but the most extensive study has been 
carried out at the Macaulay Point outfall. 

This outfall consists of a 36 inch (0.9 m) pipe, 6000 feet long 
(1829 m) with a multiport 500 foot (152 m) diffuser and discharging into 
approximately 200 feet (60 m) of water, initial average daily discharge rates 
have been between 5 and 28 CFS (3 - 15 MGD, 14 - 68 X 106 1/day) with average 
flows of 45 CFS (24 MGD, 109 X 106 1/day) projected for the year 2015.* Prior 
to construction of this extended outfall, discharge was directly at the low 
water mark. 

In order to obtain background data prior to initiation of discharge 
from the new outfall, sampling began in May of 1970. The University is scheduled 
to continue the initial program until the end of October 1972, thus giving 16 
months of pre-discharge data and 14 months of post-discharge data. 

In designing a monitoring program for a specific outfall, there are 
two basic aims: (1) to delimit the spatial extent of the effluent field, i.e. 
where is it? how concentrated is it? and (2) to estimate its impact on certain 

* And if a recent engineering study is put into effect, another outfall will 
be built in the same area, with projected flows in 2015 of close to 90 CFS 
(48 MGD, 218 X 106 1/day). 
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critical chemical and biological parameters. The latter of these two 
questions is the more complex and difficult, for it is impossible to 
monitor every aspect of the ecosystem in order to see what perturbations 
may be occurring. Thus we must fall back on a few selected, accurately 
measurable, indices. But even the relatively simple problem of delimiting 
the effluent field poses many problems, especially in an area such as the 
one under consideration where relatively low discharge rates couple with 
very large dilution rates to make the actual field an extremely elusive 
target. 

METHODS 

A sampling grid was established (FIG. 2) which included 10 off- 
shore stations (W) and 6 shoreline stations (S). Subsequently, in response 
to a request from public health authorities for additional coliform data 
near the shore, an additional 8 shoreline stations (K) were established, 
for coliforms only. Sampling was carried out from a 30 foot (9 m) oceano- 
graphic launch, which allowed the shoreline stations to be occupied within 
15 to 50 feet (5 - 15 m) of the actual shore. The stations have been 
sampled at approximately 3 week intervals. In addition, two control stations 
were sampled 3 or 4 times a year. They were located in the middle of the 
Juan de Fuca Strait and were intended to provide data on open water conditions 
so that data will be available which can unequivocally be considered as 
being removed from localized influence of either terrestrial runoff or sewage 
effluent. 

Two of the shore stations were located within a few feet of two 
separate outfalls (S3, S6), one of which (S3) ceased operation in August 
1971 while the other is still in operation. This means that data were 
available for indicating immediate and gross effects of relatively undiluted 
effluent, for indicating the clean-up effect of cessation of flow at an 
outfall,as well as for indexing the effects of putting a new offshore outfall 
into operation. In essence, there were two types of control data: one from 
open marine waters and one from a still-discharging shoreline outfall. 

The parameters routinely measured at the surface were the following: 
temperature, Secchi depth, salinity, nitrite, nitrate, phosphate, silicate, 
oxygen, chlorophyll, total and fecal coliforms, and Forel colour. 

On alternate sampling dates depth profiles were taken of salinity, 
temperature (BT) and total coliforms at 0, 4, 25 and 50 m. 

RESULTS 

A. Pre-Discharge Data 

The 16 months pre-discharge data supply the information necessary 
for the selection of those parameters which were reliable gross sewage field 
indicators. FIGS. 3, 4, 5 and 6 are time series plots of four such parameters 
(nitrite, phosphate, total coliforms and fecal coliforms) and show the high 
values for stations S3 and S6, with S3 values dropping to background values 
following diversion of discharge to the 6000 foot outfall. 
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Of the 12 parameters routinely measured, 7 indicated the presence of effluent 
at the two shore outfall stations: nitrites, phosphates, water coliforms 
(total and fecal), Secchi, Fore! and salinity. These can be called "gross 
sewage field indicators" since the observed changes were from water samples 
normally collected only a few feet from the two shoreline, surface, 
non-diffuser outfalls. They cannot therefore all be thought of as necessarily 
useful indicators of a well-diffused effluent field. Indeed we have found 
that in the water around the new extended outfall, these indices cannot be 
distinguished from stations farther removed, even the offshore control stations. 
The one possible exception was coliform bacteria. The remaining standard water 
quality indices appear to have little value for effective monitoring since 
they did not show any marked effluent effect even in the plumes of the two 
active shoreline outfalls. These parameters were: dissolved oxygen, nitrate 
(FIG. 7), silicate, chlorophyll (FIG. 8). 

Though it might be expected that chlorophyll levels could be 
reduced in the extremely turbid effluent plume, this cannot be substantiated 
because of the problem of filtering such water and obtaining suitable 
chlorophyll extracts. 

It might also be expected that dissolved oxygen would be severely 
reduced in the effluent plume, but this was not shown to be the case. 
Apparently, even with the relatively low dilution values in effect close to 
these outfalls, the dissolved oxygen in the receiving waters was sufficient 
to make up for any oxygen deficiency in the discharged effluent. 

Silicates and nitrates also did not show elevated values at these 
outfall stations, apparently due to their natural high levels in the receiving 
waters. 

B. Post-Discharge Data 

After 59 years of discharge of untreated sewage from the old 
shoreline Macaulay Point outfall, effluent was diverted to the new 6000 
foot outfall on August 24, 1971. On the immediate following sampling date 
(2 days later) at S3, water coliforms, nitrites, phosphates, salinity, Secchi 
and Forel had returned to normal shoreline background levels. (FIGS. 3, 4, 5 
& 6). In the 11 months of data collected since then this pattern has not 
changed, while at the offshore (W) stations surrounding the diffuser there 
have been no detectable changes, with the possible exception of coliform 
bacteria. 

Though only preliminary analysis of the data has been carried out 
to date, it suggests that from the time that discharge from the new outfall 
began, there has been a slight elevation of coliform values at some of the 
offshore stations surrounding the diffuser. The frequency of total coliform 
values greater than 1000 MPN/100 ml (the locally required water quality 
standard) was calculated and showed that stations W4 and Wl had the most 
frequent occurrence of such values. This was in contrast to the pre-discharge 
data in which stations W6 and W9 showed the highest frequency. Note that 
W6 is in fact a shoreline station and is expected to be high. Two other 
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methods of analyzing the data (so that all coliform values were used, not 
just values greater than 1000 MPN) suggested slightly different distribution 
patterns, though all methods examined showed W4 as being consistently high 
during the post-discharge months.  This distribution'agrees with the most 
frequent direction of tidal flow (between east and south-east) which should 
give a higher frequency of elevated coliforms at W4. 

One of the most probable reasons that well-marked effects have 
not been observed in the receiving waters is that the outfall was designed 
to carry much higher flows than presently in effect. The present dilution 
rates should thus be much higher than for the flow rates eventually 
anticipated. Indeed, the intermittent pumping regime presently in effect 
(5 min. on, 20 min. off) makes it doubly difficult to locate the effluent 
field with any of the standard parameters since there is not a steady state 
plume issuing from the diffuser but pulses of effluent that are rapidly 
diluted. 

Using published values (Associated Engineering Services Ltd. 
1966) for two constituents of effluent, it was possible to make a prelim- 
inary estimate of the dilutions involved in the receiving waters at Macaulay 
Point. The maximum total coliform level measured in raw sewage was 33 X 106 

MPN/100 ml. The maximum level measured at W stations since discharge was 
24 X 102 MPN/ml. Thus the most conservative estimate of a dilution rate 
(ignoring bacterial die-off) is 1.5 X 101*. A similar dilution rate would 
be necessary to reduce the measured levels of phosphate (42 mg/1) in sewage 
to those encountered at the W stations. Thus a preliminary estimate of 
the dilutions in effect by the time the field has surfaced would be in the 
order of 1.5 X 101*. 

Because of the high dilutions in effect, it has proved difficult 
to determine from water quality measurements whether the field has been 
surfacing. It has been commonly noted that an aggregation of seagulls on 
the surface near the diffuser appeared to be related to the presence of 
visible particulate sewage. In order to determine whether these gulls might 
be a reliable indicator of the surfacing field, on each sampling date that 
the gulls were present, water samples were taken at the centre of the 
aggregation, designated as station WO. However, there has been no evidence 
from the water quality data that effluent is present at that station. In 
particular, there appeared to be no trend of elevated coliforms. On two 
occations more intensive surveys have been carried out at WO, by taking a 
number of coliform samples in a line through the apparent centre of the 
aggregation of gulls. But even these intensive surveys have been inconclusive 
in showing a correlation between the presence of gulls and the presence of 
effluent, as indexed by coliform bacteria. TABLE 1 shows that on February 
15, 1972, there were no elevated coliform values, while on March 13, 1972, 
high values did occur but were well to one edge of the gulls. Subsequently 
surface samples containing apparent gross floatables have been collected 
and tested for coliforms. Both total and fecal values so obtained had high 
values, proving their sewage origin. It is these particles that are probably 
being fed on by the gulls. The fact that standard water coliform samples 
are not elevated at WO results from high sub-surface dilution of the effluent. 
The buoyant phase however will concentrate at the air-water interface close 
to the diffuser. 
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Another method employed for field delimitation has been the 
use of the fluorescent dye, Rhodamine WT, injected into the pipe at the 
pumphouse and then traced in the water column by vertical and/or horizontal 
profiling using a subsurface pumping system flowing through a continuously 
recording fluorometer. In a dye study on April 13, 1972, the diffusing dye 
was located at depth very near the diffuser. It could then be traced to the 
surface and thereafter at the surface for a distance of some two miles over 
a time period of two hours. Even with a strong onshore wind, there was no 
apparent impinging by the effluent field on the shore, due to a strong tidal 
current parallel to the shore. However, the ability of a single boat to 
give an adequate three-dimensional picture of the movement of the dye was 
severely limited, so aerial photography is being included in the dye study 
program. 

Ideally it would be advantageous to have a technique that 
allowed three-dimensional profiling of the effluent field, without introduction 
of expensive tracers such as dye or a radioactive material. One such method 
tested at the Macaulay Point outfall has involved the use of a transmissometer 
for measuring turbidity. However, with the high dilutions in effect at the 
Macaulay Point outfall, it was not found possible to detect the field with 
this instrument. At other outfall locations the instrument has proved to 
be more successful. Two sewage fields (one from a beach outfall, the other 
from a sub-tidal outfall at 50 foot depth) were detectable by means of a 
towed transmissometer (•* meter) to distances of 2000 - 2500 feet from their 
sources. Comparison of analyses of discrete samples with turbidity (°= values) 
indicated that effluent field profiles can be expressed in terms of coliform 
levels, though profile interpretation will be site-specific as well as 
season-specific, due to variations in turbidity caused by phytoplankton or 
by the particulate component of the sewage itself. This turbidity profiling 
technique also has been applied with positive results to outfalls for mining 
wastes discharges. 

Recognizing the difficulties involved in tracing an effluent 
field in the water column itself, it would seem advantageous to use the 
underlying sediments in some manner so as to obtain a cumulative chart of the 
extent of horizontal movement of the effluent field. A sensitive index that 
can be obtained from the sediments is the presence of coliform bacteria. Since 
these bacteria sediment out, and are relatively specific to sewage, their 
presence in the sediments should be an indication of the persistent presence 
of effluent in the overlying waters. Using divers in the shallow waters 
around several shoreline outfalls, the extent of the sewage fields could 
be mapped. However, there was a large degree of variability resulting both 
from field sampling and laboratory analysis, so a more reproducible sampling 
technique was sought. This was particularly imperative since diver sampling 
was not feasible around the Macaulay Point outfall at depths of around 200 
feet (60 m). A technique has been developed which employs VanVeen grab 
samples. Replicate subsamples can be obtained from the grab sample by coring 
into the sediment with a h  inch diameter, sterile glass tube. Although there 
is still a large degree of sample variability, differences between stations 
close to and distant from the diffuser can readily be discerned (TABLE 2). 
The value of this technique lies in the fact that it is a cumulative index 
of the extent of the field, as well as an indicator of the ability of the 
receiving waters to assimilate the effluent loads being introduced into it. 
A field of fixed size and concentration would suggest that the interaction 
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between effluent and the receiving waters had reached a steady state. On 
the other hand, a steady growth of the size of the field as well as in the 
numbers of organisms encountered would suggest that the overlying water 
column is not capable of "treating" the wastes being discharged to it. It 
thus should be an extremely valuable long term monitoring index. 

Discussion so far has been mainly with regard to effluent field 
delimitation. What about some of the critical biological components of the 
ecosystem? The enriching effect of injecting large quantities of nutrients 
into receiving waters is one that has become of paramount importance in many 
fresh water systems where the resulting eutrophication has severely downgraded 
the usefulness of many of our lakes and rivers. The same principles apply 
in marine ecosystems: if nutrients are added, they must go somewhere. They 
must be taken up by primary producers (phytoplankton), raise the reservoir 
of inorganic nutrients in the water, or sediment out. But the inescapable 
fact is that most of them must enter biological processes and in so doing 
change the balanced relationships that have evolved in the evolutionary time 
scales preceeding such a man-induced change. The real problem is, however, 
to quantify the impact that such enrichment has on the environment. With 
marine waters already being heavily laden with essential nutrients, it could 
well be that even massive injections of nutrients would have no measurable 
effect. On the other hand, localized effects might well be of significance; 
or a long term, low rate of eutrophication might be occurring, but virtually 
impossible to detect. We could well pose the question as to what is the long 
term, cumulative effect of all the nutrients being discharged into the Straits 
of Georgia and Juan de Fuca, a marine system that is in essence a large 
estuary and has on its boundary urban centres such as Vancouver, Seattle,and 
Victoria,as well as a number of large pulp mills discharging large amounts of 
wastes (FIG. 1). For instance, the relatively small urban area of Victoria 
will be discharging something like 2600 tons of nitrogen, 1700 tons of phosphate 
a year over the next forty years (Associated Engineering Services Ltd. 1966). 
Are we unwittingly working toward a Great Lakes situation even here? 

Routine sampling of chlorophyll (an index of phytoplankton 
biomass) should be able to detect any long term rise in primary productivity 
in a marine area, if carried out over a long enough time scale so that normal 
yearly variations can be taken into account. But this sort of approach is 
an extremely long term one, for slow eutrophication may well take decades 
before it is detectable. A small scale localized monitoring program is not 
in a position to carry out the necessary work for such a project. The sampling 
required should be over large areas since spatial variability of phytoplankton 
growth is very important. The Macaulay Point monitoring program has invest- 
igated whether a point source of nutrients such as the Macaulay Point outfall 
may be contributing to small scale, localized phytoplankton growth. The 
method employed has been continuous chlorophyll profiling using a pumping 
system in line with a continuously recording fluorometer. With this system, 
fairly detailed maps of phytoplankton concentrations can be prepared (eg. FIGS. 
9 & 10). The results show that distribution of planktonic plants in an inshore 
environment is very complex; that surface runoff of nutrients, local topo- 
graphy and weather plus inputs from various types of effluent, all contribute 
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to phytoplankton patchiness. To select out the possible enriching effect 
of a particular outfall will entail continued profiling over several years. 
However, these data are essential before it will be possible to say whether 
or not sewage disposal is effecting this critical component of the ecosystem. 

One of the sampling problems involved with monitoring primary 
productivity is the large degree of temporal variability, making results 
dependent on the particular conditions of a specific sampling day. It 
would be advantageous to be able to measure some component of the ecosystem 
that is more fixed and which might show the cumulative effects of the 
presence of effluent. Fortunately such a component does exist, since the 
bottom communities of animals are much more stable than planktonic communities. 
Sampling of these bottom dwelling animals has been carried out around several 
of the outfalls under study. In particular, pre-discharge and post-discharge 
samples have been obtained around the Macaulay Point outfall. These collections 
are still being worked on but preliminary results show a marked increase of 
scavenger-type organisms such as large hermit crabs, Paguristes turgidus. 
The samples are to be checked for species associational and biomass changes, 
with interpretation in terms of changes in trophic structure and production. 

Apart from planktonic plants and benthic animals, there are a large 
number of other crucial components of the ecosystem that can be influenced 
by the operation of marine outfalls, eg.planktonic animals, pelagic fish, 
bottom fish, seaweeds, marine mammals, protozoans and bacterial populations. 
Their numbers, species diversity and distribution can all be influenced, 
but to monitor them all would be extremely expensive as well as probably 
redundant. However, the other side of the problem is that "a priori" we 
can never be certain just which are the crucial parameters to measure, so 
judicious choices must be made when designing monitoring programs. The 
shotgun approach of many early monitoring programs can now begin to be 
replaced by much more carefully designed programs where the parameters measured, 
the number of stations and replications as well as sampling frequency can all 
be selected site-specifically on the basis of past experience with a view to 
optimizing useful results. It is no longer good enough to measure something 
just because we know how to or because everyone else is doing it. 

Another crucial component of a well-designed monitoring program 
should be that such a program be initiated prior to the construction or 
operation of any structure that is liable to disrupt the environment. Even 
with well-documented control stations, it is not always possible to interpret 
data collected after the event, if there is no background, pre-event data 
against which to compare it. Thus, in the planning stages for any major 
coastal development, parallel with engineering discussions, consideration 
should be given to an appropriate monitoring program which should be 
implemented early enough so that background data can be obtained prior to 
construction. 

It will increasingly become the responsibility of any developing 
agency to take environmental factors into consideration and at as early 
a stage as possible predict any major physical, chemical and biological 
effects that may occur. Environmental safety margins must become as 
important a criterion as engineering safety margins. However, for these to 
be realistic they must be based on predictions that arise from adequate 
oceanographic and marine ecological information obtained from well designed 
monitoring programs. 
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CHAPTER 122 

INDUSTRIAL SEWAGE IS THE WESER ESTUARY 

by Giinter Luck 

Director of the Researchstation for Island- 

and Coastprotection, Norderney, West-Germany. 

ABSTRACT 

The in former years nearly exclusively agriculturally 

structured coastal areas of Lower Saxony recently 

undergo an increasing industrialisation. This process 

was introduced by the settlement of a Titandioxyd 

factory at the Weser estuary, which releases acid 

sewage. The problems, connected with the discharge 

of this sewage are discussed, as well as the tests 

performed in order to prevent a possible overstrain 

of the Weser water. The hitherto gained results are 

described and preliminarily interpreted. The recent, 

partly surprising biological development cannot be 

traced back to a measurable ecological change in the 

Weser estuary and therefore is inducement to think 

over critically the applied procedure. 

In recent years the German coastal area was almost exclusively 

agriculturally structured. (Figure next page). Accordingly 

the coastal waters and affluxes were charged preponderantly 

with agricultural and domestic waste, and for its decomposition 

the self-purification-power of the used water was sufficient. 

Compared with this the industrial and professional sewage was 

altogether insignificant and only in the worst cases caused 

local concerns. The higher amount of waste, increasing with 
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improving sewerage, could mostly "be neutralized by sewerage 

plants. 

More imperiled were the estuaries of xilbe, Weser, Jade and 

Jims Rivers, which had to receive the not yet eliminated 

wastes of the big rivers and the harbours as well as of the 

port-towns. Though in these areas, too, expecially in the 

"ilbe River, the strain of the water locally led to not 

unobjectionable situations, the disturbance of the biological 

equilibrium altogether remained in tolerable limits. 

The desire of industries, producing a high amount of sewage, 

especially of chemio giants, for deep water, which commenced 

in Germany in about 1965, meanwhile resulted in the settle- 

ment of a number of bigger factories. Further settlements 

are in discussion or already projected. Herewith possibly a 

development is commenced, which in many estuaries of Europe 

and other continents already causes severe concerns (1). 

The process of industrialization of the lower Saxonian 

coastal area was introduced by the settlement of a Titan- 

dioxyd factory at the Weser estuary, on the Blexener Groden 

opposite of Bremerhaven, which started production in 1969- 

(Figures next page. Top: Sewage discharge area of the Til an 

factory in the Weser estuary. Bottom: View to Blexener Groden 

with Titan factory after commencement of production). In the 

permission-procedure for the discharge of preponderant acid 

sewage was stated, that the Titan factory intended to 

deposit the in the production process recoverable weak acid 

in the Horth Sea, northwestward of Helgoland Island, and to 

discharge the not recuperative rest-acids into the Weser 

River at km 65,8. In this paper it shall not be talked of 

the Helgoland release area, but only of the conditions in 

the Weser estuary. Due to the statement of the Titan manage- 

ment the rest-acids should contain the following pollutants: 
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PeS04 0,71  g/1 270 kg/h 

H?S04 

(NH4)2 so4 
0,68  g/1 

0,14  g/1 

1080 kg/h 

220 kg/h 

IiOS04 0,10 g/1 160 kg/h 

MgS04 0,013 g/1 16 kg/h 

Ti02 0,004 g/1 7 kg/h 

Total amoun t of sewage: 38 200 m3/cl. 

The planned release of thus big amounts of chemical sewage 

in an on the whole only little polluted estuary and the with 

view to the environment-protection world-wide raised demands 

for maintenance of the purity of tiur living space as well as 

the local very insufficient experiences, concerning the 

behaviour of liquid wastes in brackish water, made the treat- 

ment of the involved problems especially difficult. 

The in the thereby commenced discussion repeatedly uttered 

thought, to prevent an industrialization of our coast at all 

in order to preserve the waters, is opposed by a number of 

economic-political aspects. The objective of lower Saxony and 

its adjacent countries, concerning the industrial development 

of coastnear living spaces and economic domains, is influenced 

by the modern industrial society. In the coastal area Lower 

Saxony needs capable industries to establish safe working 

places, in order to retrench the gradient of prosperity, directed 

from north to south, and last not least to gain the growing 

taxable capacity, connected with any economical animation. These 

economic objectives however have to be confronted with very 

hard demands for the protection of our environment, especially 

of the coastal waters. Misconceptions, concerning these 

processes, could be irreparable for decades or even for ever. 

In the German legislation and in the Lower Saxonian water law, 

which has to be applied for the case in question, the conditions 

are laid down, which have to be observed or found in case of 

release and transportation of waste. According to this law the 

minimum-requirements have to be quoted, to which the water 
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quality has "to conform. The law further prescribes, that 

certain substances are not allowed to be released, which 

influences have to be warded off, by which the water consistence 

can be detrimentally influenced, and others. Further here the 

legal procedure is settled, which is authoritative at water 

usufruct. Accordingly for the water usufruct a "permission" 

or a "concession" can be imparted. The permission revocably 

authorizes to make use of a water in an appointed manner and 

can be timed. The concession however has a stronger legislative 

validity and is imparted for an appropriate time, which in 

special cases even may transgress 30 years. The permission 

allows in difficult cases and at unforeseen damages, to impose 

the water usufructuary subsequently and short-dated with 

additional conditions for "the water usufruct. For this reason 

at industrial sewage discharge usually only a "permission" is 

imparted. 

For the water legal procedure in question therefore above all 

a number of expert opinions was demanded, which should allow 

an estimation of the consequences to be expected at the 

planned sewage release and which should prove, under what 

conditions a permission can be imparted at all. Three complexes 

of questions seemed to be of special importance: 

1. In what time and on which way the pollutants will be 

mixed with the water of the Weser estuary by tide and 

current? 

The studies proved, that at mean tides and upstream water 

conditions in the \?eser water soon a dilution rate of 

1 : 1500 is obtained. As expected the waste particles - 

oscillating saw-shaped in the tide rhythm in front of the 

point of release - transpose resultingly seaward. A sewage 

release only at certain tidal phases is of no effect (2). 

2. Will the chemistry of the Weser water be in any way impaired 

by the release of 'he acid sewage respectively is even a 

change of D!J from alkaline to acid value to be expected 
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and will there be an increase of sedimentation owing to 

the floeculation of ferro-hydroxide? 

Orientated at the hydrographic results the chemical studies 

allowed the interpretation, that due to the expected 

dilution-rate a chemical change of the Weser water was not 

to be expected. 1'he acid neutralization capacity respectively 

the rate of carbonate of the water would be sufficient for 

the neutralization of the appearing sulfuric acid and the 

iron and titan, bound to sulphates, and would be bound up 

only to 3,25;?i even under the most adverse circumstances. 

The expected ferro-hydroxide floeculation would be entirely 

insignificant compared with the normal suspended load of 

the Weser fciver (3). 

3. Sill there be any influences on the local biocoenosis at 

continued release of sewage? 

The in this respect performed physiological experiments in 

a tank, supplied with additional acid, which was in keeping 

with the quality of the sewage of 1he Titan plant, had the 

preliminary result, that the lethal limit of most of the 

test animals is reached at a dilution rate of 1 : 3,3 "to 

1 : 4 and that concentrations up to 1 : 13 can be born, 

/it the actual rate of dilution therefore a disturbance of 

the biological equilibrium would not have to be feared (4-)- 

As physiological tests in tanks with simulated boundary 

conditions are contested in any case, and only adults were 

used for the tests, these results were accepted with great 

skepsis. Actually la'ler exoeriments proved, that the limits 

of compatibility for herring eggs and larvae range at a 

mucn higher rate of dilution (5). 

fhese experiments were fundamental to the lastly in 1966 

conferee permission for the release of sewage in the anplied 

quality and quantity. A number of internal and external, 

conditions were imposed to make sure, thar the sewage release 
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doesn't slip out of control and possible damage can "be 

avoided respectively recognized in time. Some of these 

conditions were: Inlet of the waste with overpressure square 

to the current direction in order to guarantee an instantaneous 

thorough mingling, fixation of the pK of the waste at the point 

of inlet to 1,8, restriction of the standard of solid matters 

to 0,5 mg/l, prohibition of additional inlet of oil and other 

floating substances, mechanic clarifying of additional domestic 

waste etc. In the Weser River in a distance of 500 m from point 

of inlet, horizontal as well as vertical, the pH of the 

polluted water is not allowed to range below 6,5. The rate of 

iron, solved in the water, must not exceed an increase of 

0,5 mg/l and the rate of colloidal ferrous an increase of 

0, S/i - related to the solid matter substance. 

The condition, prescribing, that in 500 m distance from the 

point of inlet the pH must not undercut 6,5, was violently 

contested. For one was due to the chemical examination to be 

expected, that the acid neutralization capacity of the Weser 

water was strong enough, that a pH reduction in such dimension 

is not thinkable. If on the other hand the acid neutralization 

capacity was not sufficient, a drop of pH in such dimension 

could not be tolerated, for herewith an acid bar across the 

vVeser Hiver ;:ould be built up, the influence of which to the 

biologic conditions would be immeasurable and possibly would 

commence a not predictable future development. But due to the 

fact, that the pH seemed most endangered by the release and 

in order not to neglect anything, this condition was finally 

maintained. 

The Titan factory ':as obliged to equip their plant with the 

necessary constructions and measuring devices in order to 

control the conditions. Further biologie/ecoiogic first- 

investigations were demanded to estimate possible, later 

anpearinp damages in the Weser estuary, to fix the state 

being and io make possible coraparai ive studies after the 

factory's setting to work. Herewith should be guaranteed, 
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that quality deteriorations of the Weser water can be inter- 

cepted in time by additional conditions. 

With these biological studies to a certain extent unknown 

territory was entered. In Germany comparative studies in 

brackish water and under tidal conditions hitherto were not 

performed to that extent, therefore own experiences were not 

available. The foreign and especially the very abundant 

American technical literature substantially describes - as far 

as we were able to evaluate it in the short time - damages in 

their estuaries, caused by human influences. Furthermore results, 

gained otherwhere, hardly could be transferred to our situation 

without modification, due to different hydrographic boundary 

conditions. Further a complete seizing of the Weser biocoenosis - 

apart from interesting detail-results - did not exist. 

For the first-investigations only one year was at our disposal, 

what made the whole problem still more difficult. Additional 

difficulties rose by the without that short-dated strong 

fluctuations of the pH of the Weser water from 7,1 to 7,9, 

caused by the release of potash -waste into the upland-Weser- 

river. The ecologic boundary conditions, changing with the 

tides - altering salt contents, shift of the boundaries of the 

brackish water in dependency on upland discharge etc. - had no 

simplifying effect, either. Furthermore, while still performing 

the tests, another factory - intending to release gypsum 

sewage - extended its production. 

The studies were extended to an area of 1 5 km upstream to 20 km 

downstream from the point of release and to the tidal flats 

situated within this area. (Figure next page). This district 

comes up to approximately the mean brackish water area of the 

Weser estuary. The test material was gained in 10 sections 

during 10 excursions from December 1967 to November 1968. This 

guaranteed the full valuation of the seasonable fluctuations 

3f the vegetation. Simultaneously to the collecting of the 

sic-logical test portions chemical water analysis were performed 
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ESTUARY     OF     THE      RIVER      WESER 
Stations   and    Areas    of    Biological    Investigations 

BREMERHAVEN 

•   Benthos samples collectet twice a year 

x   Plankton  samples collectet monthly and 
as above  benthos samples twice a year 

V//    Investigated   tidal flats 
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in order to safe the ecological parameter. 

In detail on each excursion bottel plancton, net plancton and 

macrobenthos was tested. The samples in question were gained 

on the water surface and near the bottom. The evaluation was 

emphasised on the quantitative, spatial and temporal distri- 

bution. A taxanomically complete study was not planned and due 

to the short time, available for the investigations, not 

possible. The evaluation of the rich material took several 

years in any case. The tidal flats were only once macrobio- 

iogically mapped, as due to the short range of time multy 

mapping was not possible (6). 

After having concluded the primary tests and having been able 

to develop clear conceptions regarding the biology of the 

test area, in the year 1971 - i.e. two years after the Titan 

factory's commencement of production - first comparative 

studies were performed. 

These studies - the detailed description of which would be too 

prolix - had a surprising result, which is also inducement to 

think over again critically the whole method of the biological/ 

ecological analysis with regard to future similar problems. 

The primary test had - at least with respect to the diatom 

flora - the unexpected result, that - in spite of an increase 

of eutrophication and an intensified strain of the oxygen- 

household of the Weser River - the conditions qualitatively 

hardly had changed since the turn of the century. The then 

performed diatomee-tests by the way represent the beginning of 

the studies of protisten-plancton in the Weser River. The 

macrobenthos was only very insignificantly developed and lacked 

completely in large areas. Possibly this has to be reduced to 

the exclusively mechanic influences of the dredging in the 

fl'eser River. But it is also thinkable, that by the repeated 

Jeepening of the bottom ground-materials were carved, which as 

substratum don't suit for brackish water benthos. Altogether 
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in the test-area the Weser River looked as though it was so 

far healthy, respectively the self-purifying power was still 

sufficient for the decomposition of the rest-deterioration of 

the upland discharge as well as of additional sewage release. 

After all the experience of the penury of species and individuals, 

typical for the brackish water, was affirmed. 

In 1971 comparative studies at random were performed. They had 

- first of all qualitatively - completely different results. 

Above all the feared reduction of pH in the release area nearly 

failed entirely. Only at turn of low water the pH of the Weser 

water near the poim of release dropped significantly below 7, 

and short-dated a weak acid sewage effluent developed, which 

reached over the control section. At more significant current 

and at high water only in the immediate neighbourhood of the 

point of release an influence of the sewage was perceptible. 

The internal conditions, which were controlled simultaneously, 

were observed. In the test area a perceptable increase of the 

rate of sedimentation could not be ascertained. Compared with 

the natural conditions it remained neglectably small. 

The at the same time achieved biological drains in the test 

area revealed, compared with the primary studies, qualitatively 

entirely different results. Conditions were ascertained, which 

nearly reached up to a status of depopulation. A such severe 

deterioration of the Weser water in so short a period was 

surprising. It cannot, or at least not only, be reduced to the 

release of waste of the Titan factory. 

For one the short-dated and locally very limited reduction of 

pH in the release area seemed not to be significant enough to 

be able to become ecologically decisively effective. Other 

ecological changes, reducible to the Titan sewage, were not 

perceptable. On the other hand it was striking, that the 

biological samples lacked marine as well as limnetic detritus, 

which was still found in larger quantities at the primary 

studies. 
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Consequently the initial events for the biological deterio- 

ration in the Weser estuary had to be searched byond the test 

area. A causal effect could not be imputed to the small rate 

of oxygen content, having a saturation of less than 50fo  when 

performing the controll-measurements, as similar rates were 

found already at the primary studies. The organisms, living in 

brackish water, develop due to the frequently altering living 

conditions a strong resistance against outer influences, as is 

known. 

Therefore for the moment only hypothesis can "be developed to 

explain the phenomenon of depopulation. An overstrain of the 

Weser upland discharge in so short a time can be set aside as 

reason for the depopulation, as there the development is kept 

under control. It is possible, however, that the upland discharge 

is efficient indirectly, because at the comparative measurements 

the Weser .River already for a longer time only led very little 

water. This could explain, too, that the limnetic detritus was 

no more traceable. On the other hand this is no explanation for 

the absence of marine detritus. So far the suppositions, basing 

on the hydrographic boundary conditions, are little satisfactory. 

It is also thinkable, that population-dynamic developments took 

place, which already happened elsewhere, too, without an 

alteration in the ecological paramenters beeing traceable. 

(Figure next page: Population dynamic at a test station in the 

tidal flat near Norderney Island as example of possible 

fluctuations, which were not caused by human influence.) 

Probably here a number of influences, which are for the time 

being still unknown to us, are commonly efficient. Therefore 

the studies shall be continued and deepened. 

Nevertheless the now present experiences are inducement to 

think over critically the studies, performed in the Weser 

estuary, and to draw conclusions for subsequent similar 

investigations. 

Above all it has to be appointed, that the time, being available 
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April 

May 

July August 

September 
Oktober 

Changes   in   quantity   and   composition   of   the   bottom   fauna 
at   a   station   in   the   eastfrisian   waddensea. 
Sections   representing   number   of   individuals. 
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for contenting studies was far insufficient.Therefrom anew 

resulted spacial restrictions in the test area and a too 

coarse-meshed net of test-stations. Only by this the inter- 

pretation of the results is already extremely obstructed, 

furthermore the tests and the interpretation of the results 

revealed exceedingly the deficiencies of our biological 

knowledge. In a speech a very ingenious German biologist once 

observed, the progress in the biological research would finally 

throw us back to our biological instinct, iixaet scientific 

assertions would be an attempt of a gross illusion. This 

conclusion however should not be valued as oath of manifestation 

of the biology. It only reveals the extraordinary multiple 

states and ecological/biological causative relations in the 

lively nature. Nevertheless the instinct has to be sharpened 

by the augmentation of our knowledge and experiences. 

Already for this reason the biological study of coast-near 

sea-areas and esturies should be commenced without urgent 

reason. We believe, that we have done our best in the Weser 

estuary and still are doing it. Many decisions however would 

have been easier and many a development would have been 

prognosticated better, if long-dated biological/ecological 

observations would have been available at the beginning of the 

studies, which in this case only would have been to be completed 

in detail. 

In the meanwhile in 1 he other German estuaries, too, similar 

studies have been commenced, induced by industry-settlements, 

ihough, while studying the seser River, we have become aware 

of the today's limits of these investigations, we nevertheless 

believe, that with increasing experiences we will become able 

improvingly to steer the strain of our water, which presently 

just is necessary in a closely colonized industrial country. 
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CHAPTER 123 

AN EVALUATION OP MIXING IN THE TAY ESTUARY 

J. H. West * and D. J. A. Williams ** 

ABSTRACT 

The authors consider the derivation of an expression for salinity 

distribution in an estuary, from an instantaneous mass balance equation for 

a solute in a continuum. The expression is compatible with existing field 

instrumentation and limited economic resources. Details are given of a 

prototype survey which included continuous monitoring of the salinity distribution 

of the Firth of Tay, an estuary subject to a wide range of fluvial and marine 

influences. The survey results enabled an apparent dispersion coefficient to 

be evaluated and an estimate to be made of the net mixing. 

INTRODUCTION 

An important feature of estuarine management and research is a knowledge 

of the temporal and spatial distribution of salinity with respect to fluvial 

and marine influences. 

At present there exists an incomplete understanding of the solute transport 

associated with turbulent flow in the presence of density gradients, that is 

characteristic of many partially and apparently well mixed estuaries. Study of 

this phenomenon is hindered by the difficulty of directly monitoring turbulent 

fluctuations of fluid velocity and solute concentration, and the wide range of the 

temporal and spatial variation of these variables for given influences external 

to the estuarine system. A further difficulty is that in many estuaries, the 

components of these marine and fluvial influences exhibit wide variations in both 

magnitude and time scale. 

A mathematical representation of solute distribution may be formulated from 

the fundamental principle of mass balance. Its practical application in the 

absence of a priori relationships for the variables describing mass transport, 

can only be achieved by the application of statistical averaging, which leads to 

the assumption of empirical functions that require evaluation through the comparison 

of theory with prototype data. 

The results predicted with such a model must be treated with caution unless 

the dependence of the empirical functions is well understood for the relevant 

input conditions to the system. The expense and difficulty of collecting prototype 

data requires the use of the simplest form of model compatible with an adequate 

return of information. 

* East of Scotland Water Board, Invergowrie, Dundee, Scotland 

** Department of Chemical Engineering, University College, 

Swansea, Wales 
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In this paper, a description is given of the use of a one dimensional 

form of the solute mass balance equation in order to obtain a mathematical 

representation of salinity distribution in the Tay Estuary. Reference is made 

to the proper reduction of dimensionality and time averaging of the instantaneous 

three dimensional solute mass balance equation. The conditions of significant 

tidal variation of both channel cross sectional area and solute concentration 

are recognised. An apparent coefficient of dispersion and a net mixing term are 

defined, evaluated and correlated to fluvial discharge and distance along the 

estuary. 

THE TAY ESTUARY _______________ ^ 
The estuary links a catchment having an area of approximately 7,500 km 

through 50 km of tidal waters to the Horth Sea. The River Tay and its main 

tributary, the River Earn, have mean discharges of 160 cumecs and 20 cumecs (1) 

respectively. The combined monthly mean discharges shows an annual variation 

ranging from 60 cumecs to 250 cumecs (calculated from 15 years data). 

The mean tidal ranges of spring and neap tides are I+.7 m and 2.3 m at the 

bar (2). The amplitude of the tidal wave is similar at the mouth of the estuary 

and at Dundee, and thence it undergoes a gradual reduction until the relevant 

tidal limit is reached. 

The cross sectional area of flow at mean water level is fairly constant 

as far as Dundee and then decreases approximately linearly with longitudinal 

distance to Newburgh where the channel becomes of the more uniform nature 

characteristic of a fluvial regime. Between Hewburgh and Balmerino, a main 

channel, bordered by tidal flats, closely follows the southern shore. It then- 

assumes a more central position through the moving sand bank complex upstream 

of Broughty Perry, whereafter it reaches the mouth of the estuary in a well 

defined channel bordered by shoals and tidal flats. A maximum depth of 30 m 

occurs near Broughty Ferry, but generally depths range from 20 m to 2 m 

relative to low slack water levels. A detailed description of the bathymetry 

and sedimentological features of the estuary is given elsewhere (3). 

The salinity intrusion extends to the Hewburgh region during low river 

flows. Generally the difference between salinity near the free surface and near 

the bed ranges from less than 0.1 ppt to the order of 2 - 3 ppt. For particular 

conditions of wind and tide, or near slack water, considerably greater 

differences may occur. 

OSS KMEHSIOHAL REPRESENTATIOH OF SOLUTE DISTRIBUTION 

A solute mass balance equation based on fundamental physical principles 

may be derived for turbulent flow in estuaries. Assuming the variation in fluid 

density to be small compared with that of the other variables, and that the 

effects of molecular diffusion may be neglected, then the equation for a/ 



TA Y ESTUARY MIXING 2155 

conservative solute may be written as 
*C     +  J_  (ULC)   a    O 0) 
dfc        doc L 

where i = 1, 2 or 3» refers to a cartesian coordinate system 

C = Solute concentration 

V.  = Component of fluid velocity 

t = Time 

The reduction of dimensionality of equation (1) has been shown by 

Eritchard (4). with the "turbulent" terms introduced by a temporal average 

over a small time interval, to give 

1 (CAA) + a (AUACA) + » (A «u'C>Afc + u;c;>A) = o (a) 
db        dx ox 

where z = Distance from mouth of estuary 

A = Lateral cross sectional area of channel 

At = A small time interval 

f = A function dependent on d 

Further temporal averaging over a tidal period has been considered by 

Otaibo (5) and modified by Williams and West (6) for the case where there exists 

a significant tidal variation of cross sectional area and of the spatial mean 

value of solute concentration. Assuming steady state conditions gives 

d   (C    Q )+ d (<A(U>  C' +« U'c'> + U'C'> + A'C'U >)=0 (3) 
r^ V AT T  S:      AT AT       'At  AA'A   T AT AA' 

where fAT = ^.LtA ^ 

f, = Function dependent on t 

T = Tidal period 

Q = Fluvial discharge 

An inspection of the terms in equation (3) is useful at this stage. A 

value of the term Q_, may be obtained by standard river gauging techniques and 

a good estimate of C,_ for salinity at any section may usually be calculated 

from data acquired using a small fast craft and in situ salinity measurement 

procedures. 

To the authors knowledge, the useful measurement of the turbulent 

perturbations TJ. and C. in estuarine flow is impractical at present. The 

measurement of turbulent mean velocity components (B.) is technically feasible, 

but gathering detailed data is generally economically prohibitive in most 

natural tidal channels having an irregular cross section. 

Thus in practice it is convenient to rewrite equation (3) using a/ 
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coefficient D   to give 
AT 

where B  is defined as 
XAT 

ax (5) 

The precise physical meaning of B  is not easily understood. However, 
XAT 

its use introduces uniformity and simplicity into the algebra and permits 

practical results to be achieved. The intuitive use of a turbulent diffusion 

coefficient (B .) has been discussed by many authors (for example Okubo (7)) but 

further progress to a useful end, analytically or numerically of necessity 

requires the condition. 

DL}      =    O i  j j 
where D refers to elements of the turbulent diffusion 

and i, 3 = 1, 2 or 3 

This assumption is difficult to justify in the light of the present 

understanding of estuarine flow, but is often accepted in the process of model 

development. On this basis the term B   is proposed. It is a function of 
XAT 

mean (A, T) concentration gradient, the spatial and temporal variation of fluid 

velocity and solute concentration, and the temporal variation of cross sectional 

area. Herein the term B   is loosely termed an apparent dispersion coefficient. 
XAT 

It should be noted that it is necessary to include a convective term with the 

non-convective terms. 

BATA ACQUISITION AND ANALYSIS 

Turbulent mean values of salinity at a point are likely to be the combined 

result of marine and fluvial inputs to the estuarinesystem over a period of time 

of the order of weeks. To establish the magnitude and time scale of these 

effects the continuous monitoring of salinity, with respect to tidal range and 

fluvial discharge, was arranged at a point approximately equidistant between 

the mouth of the estuary and the upstream limit of salinity intrusion. The 

tidal exc ursion in the Tay is such that at a point so placed, the mean (T) 

salinity is a function of conditions over 75% of the intrusion length. 

Water sampling instrumentation and a water level recorder were installed 

at Newport Pier. The site had the advantages of being accessible in all 

anticipated weather conditions and was for most of a tidal cycle subject to a 

strong tidal current. Hourly water samples having a volume of 600 - 800 ml were 
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collected and analysed for salinity using a salinity/temperature bridge. The 

automatic sampler (North Hants. Eng. Co. MK IV)  consists essentially of twenty 

four evacuated bottles with clockwork actuated valves. To be independent of mains 

electricity on an exposed site was considered to be important. The suction head 

of 7 m at low tide made the use of a battery powered sampler unattractive. 

The water level recorder produced quarter hourly readings on water 

resistance computer compatible punched tape. Economic and site conditions 

limited the stilling well size to 100 mm and float diameter to 80 mm.Calibration 

(8) indicated an accuracy of - 13 mm though during quiet surface wave conditions 

the effect of interference between float and counterweight can be observed in 

figure (3). 

River discharge data was supplied by the Dept. of Agriculture, Fisheries 

and Pood for Scotland as mean daily discharges. Hydrographic data was taken 

from charts prepared by the Dundee Harbour Trust and by the Admiralty. 

The salinity record was examined with respect to salinity in the main 

channel at that section and for the effects of tidal range and river flow. 

Confirmation that the autosampler data reflected conditions elsewhere on 

the cross section was sought by comparing the autosampler data with spatial mean 

values of vertical profiles measured in the main channel, where the lateral 

salinity variation was known to be small. The results shown in fig (2) are 

typical of the three periods monitored. The lag of the point values on the flood 

is more likely to be the effect of the main flood current tending to flow to the 

north of the ebb current (10) rather than vertical salinity gradients. 

The tidal dependence of the salinity time series was demonstrated through 

the use of the least squares criteria to approximate to the data a function of 

the form (9) 

^j    —     O-o    +• C*-| Sin  u>b + Gt-z cos cob    (b) 

where -r- 

CLo,<X| ,a,£  = constants 

V CL,1* Q.£    = amplitude 

The period was varied from 11.90 hr to 13.00 hr in steps of 0.01 hr. This 

revealed for both the water level and salinity data the existence of large values 

of amplitude for the semi-diurnal (12.1+2 hr) and \\\ day (12.00 hr) components. 

Insight into the salinity river flow relationship was achieved by filtering 

a major part of the tidal effects by approximating equation (6) to various 

intervals of data and taking a as parametric representation of salinity in that 

interval. An interval of 2k hr was found to be a satisfactory compromise between 

loss of detail of the record and of the smoothing of the semi-diurnal tidal/ 
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effects. During periods of steady fluvial discharge when the tidal effects on 

mean (T) salinity might he expected to be apparent, the changes in value of a 

suggest a steady trend towards an equilibrium value for that flow. However, 

the tidal range was found to be related to the salinity range, to a first 

approximation by a linear function. 

The values of a were plotted against an arithmetic average of the mean 

daily fluvial flow for the preceding 7 days. Study of the records of several 

floods indicated that 7 days was approximately the average time between peak 

discharge at the Ballathie (it. Tay) gauging station and the corresponding minimum 

value of mean (2I4. hr) salinity at Newport Pier. 

A linear relationship could be approximated to the salinity river flow data. 

Such a relationship must of necessity be of an approximate nature because of the 

dynamic features of the system and of the variability in the maximum flow, volume 

and duration of fluvial floods. Data for effectively steady state condit ions 

is given in figure (U). 

Having established that salinity data might be detected and characterised, 

salinity readings were taken at five stations in the main channel (approx 1+ km 

apart) for several tidal ranges and river flows, and examined for a similar 

relationship. At each station vertical profiles of salinity distribution were 

measured at intervals of about 20 mins for complete flood and ebb tides (i.e. 

between slack water). Field measurements showed that cross sectional area mean 

values of salinity could often be estimated to better than 1 ppt from channel 

station data. An estimate of the spatial mean was obtained by assuming a linear 

variation between measured values and then taking a spatial average. The spatial 

mean values of salinity were then approximated to a sixth order polynomial and 

the mean (A, T) salinity evaluated from this function by temporal averaging. 

At Pool, Broughty Ferry, Newport and Flisk, the relationship between mean 

(A, T) salinity and mean (7 day) fluvial discharge closely approximated to a 

linear function. The regression lines are shown in figure (U). The lack of 

variation in river flow on the occasions that the station at Balmerino was 

monitored serves to indicate reproducibility of results for those conditions at 

that station. As the slopes of the mean salinity/fluvial discharge functions 

are similar at Newport and at Flisk, a like value of slope was assumed for the 

function at Balmerino. 

Plotting of the mean (A, T) longitudinal salinity distribution for various 

flow conditions, figure (5), enabled the abstraction of the data necessary in 

order to obtain estimates of the value of the apparent dispersion coefficient. 

The variation of the apparent dispersion coefficient with mean (7 day) 

river flow and distance along the estuary is shown in figures (6) and (7). The 

coefficient is sensitive to the effects of the variation of river flow. At the 
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three upstream sampling stations, the observed data indicates that the 

coefficient passes through a maximum value as the river flow increases. A 

marked spatial variation is exhibited near the mouth of the estuary, elsewhere 

there is a comparatively gradual linear variation. 

It is difficult to gain physical information from the apparent dispersion 

coefficient. An indication of the magnitude of the net effects of the physical 

processes over a tidal cycle may be obtained from the net advective salt flux 

during a tidal cycle, here defined as the net mixing. The net mixing is a 

function of turbulent effects as well as spatial and longer term temporal 

variations. A good estimate can be obtained from the term Q_, C,_ if the term 

ATC . U.   may be assumed to be comparatively small, as is generally the 

case for the Tay Estuary. 

The linear relationship between the mean (A, T)salinity and mean (7 day) 

river flow, 

CAT = b0 + b, QT    (TJ) 

where b ,b. = Constants at a point x 

leads to a second order relationship for the net mixing P, 

P = «T CAT = bo *r + "A    <8> 
Equation (8) indicates that the net mixing is also sensitive to the 

effects of mean river flow variation and that a maximum value is passed through 

as mean river flow increases (Figure (9)). The existence of this maxima are not 

confirmed for all the stations as some occur outwith the limits of conditions 

observed in the field. The field data indicates a nearly linear increase in 

mixing along the estuary (Figure (8)). 

CONCLUSION 

The one dimensional solute mass transport equation in a tidally averaged 

form is a useful preliminary approach to the study of mixing in an estuary. 

While unsatisfactory from a physical point of view, the introduction of an 

apparent dispersion coefficient provides, along with other functions, an algebraic 

representation of the effects of processes that lead to what is here called the 

net mixing. The yield of physical information is limited to an estimateof the 

net effects of the physical processes of solute transport over a tidal cycle. 

In the Tay Estuary the apparent dispersion coefficient and net mixing are highly 

dependent upon distance along the estuary and mean river flow. 
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Fig. (£) Longitudinal mean (A,T) salinity distribution 
as a function of mean (7 day) river flow 
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USE OF MIXING TUBES Off MARINE OUTFAKTiS 
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ABSTRACT 

To optimise dispersion from marine outfalls multiport diffusers 
have been developed. The addition of mixing tubes to such outlets can 
create an ejector action and so cause pre-mixing before discharge to the 
receiving mass of water. The characteristics of such water jet-pumps in 
this submerged condition have been derived elsewhere, but are applied 
herein to the dilution of effluents. For a range of jet to mixing tube 
area ratios optimisation has been carried out on a computer, thus in- 
dicating the densimetric Froude numbers and depth ratios at which dilu- 
tion exceeds that for the plain jet. Even for a stagnant ambient medium 
dilution in experiments exceeds that predicted, possibly because of 
macro-turbulence not accounted for in the theory available. Turbulons 
developed in a mixing tube are larger than any emerging from a plain 
smaller jet and may thus promote better mixing from its exit to the sea 
surface. Mixing tubes have obvious applications in shallow water and 
where an effluent is particularly obnoxious. 
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INTRODUCTION 

With the increased concentration of industry and population on 
coasts and waterways, for the sake of cooling water and sea transport, 
greater demands are being made on the coastal waters for the disposal of 
liquid effluent.    At the same time these beach areas are required for 
recreation of the populace,  so that higher standards of purity are being 
demanded for river,  estuarine and coastal waters.    This situation has 
promoted the use of multiple ports in outfalls(l),  so that warm water or 
effluent alike can be well mixed with the receiving liquid.    Because 
such diffusion takes some time and distance to be effective the 
hydraulics of mixing tubes will be outlined. 

Although the waters of coastal zones and estuaries are in continual 
motion,  due to tidal currents,  the diffusion analyses generally assume a 
stagnant ambient fluid.    A design based upon this adverse condition is 
reasonable since at hi£>j- or low-water-slack the receiving liquid is 
stagnant for a period of 2 or 3 hours,  in which time a sizable volume 
of effluent could accumulate. 

An outfall may have ports which discharge horizontally or vertically 
or both.    At the outlet the jet contains a certain kinetic energy in the 
form of momentum.    Due to the normal density difference of the effluent 
and the medium a certain potential energy is exerted on the jet in the 
form of buoyant uplift.    As the jet travels through the stagnant liquid 
it draws some of it in,  so increasing the area through the jet and di- 
luting its contents.    The further from the port the greater is the pro- 
portion of buoyant force to vertical momentum,  any horizontal momentum 
remaining steady, although the velocity associated with this approaches 
zero as the area of the jet increases. 

Many workers have supplied analyses and experimental data on this 
topic,  but those who have provided comprehensive reports suitable for 
ready application are Abraham(2) plus Pan and Brooks(3j.    Both of these 
are mathematical treatments which include constants derived from ex- 
perimental work of their own or of other workers.    Abraham treats 
vertical and horizontal jets in ambient fluid of constant or variable 
density.    Pan and Brooks have generalised the analysis to cover dis- 
charge at any angle and to vary the constants over the depth, rather 
than a step change at mid-depth.    Both reports contain graphs for 
circular orifices or continuous slots, only the former will be dis- 
cussed here. 

CIBCU1AE JET IN UNIFOBM DENSITY MEDIUM 

A jet of diameter D is depicted in Fig.  1  issuing with a velocity 
U0 at an angle   90 to the horizontal into an ambient liquid of uniform 
density ps.    At the nozzle the density and concentration of the effluent 
is  P0 and C0 respectively.    At the end of flow establishment (6.2 D from 
the nozzle) the centre-line concentration C is given by 

C0 / C    =    1.15  (1) 
whilst at a height y above this point the centre-line concentration C, 
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is given by the curves in Figure 1. These vary with y/D, 9, and 
densimetrio Froude number F defined by 

>.// EL gD       (2) 

The graphs of Pan and Brooks  , from which Figure 1 has been 
prepared, were presented with an abscissa of dimensionless momentum 
flux which at the nozzle (M0) is related to F by 

2* A 
 (3) 

where a is the coefficient of entrainment,   assumed.from House  et  al 
to be 0.082.    This is noted since Pan and Brooks^)  state that if new 
values of a and  X emerge from future tests then a new multiplying fac- 
tor can be derived for use with the same graphs.     For the  sake of 
simplicity the values of a = 0.082 and X = 1.16 have been employed, 
resulting in the abscissa of P,  also used by Pan and Brooks as an 
alternative scale.    For P =  °> a value of a = 0.057 is suggested. 

To obtain the vertical height from the nozzle to the trajectory 
point where the concentration is 0, the component of the distance for 
flow establishment must be added,  that is 

y„/D    =    y/D + 6.2  sin   % (4) 

The dilution curves (C0/C„ = S„) in Figure 1 for %  = 90° rise 
consistently with F, whereas those for 9„ s 45 reach a peak y/D and 
then fall, thus giving two locations at which the same dilution or con- 
centration occurs. At small F the jet rises almost vertically from the 
nozzle and reaches a given dilution at a specific height (e.g. F = 1, 
C0/1.15 0, = 10 at 2.32 y/D = 3). As the jet discharge is increased, 
and so P, so is the height of y/D for the same dilution until P is 
large enough for the trajectory length to permit enough mixing for the 
dilution to become similar at the same height (e.g. F = 20 gives the 
same conditions as before). 

(5) 
Sharp   has described the mechanism for small P as that of 

"starving" the jet.  In this situation the buoyant force predominates 
and stretches the system, so causing gusts which expedite mixing. The 
condition for minimal dilution is therefore the Proude number at which 
the jet reaches the surface on the point of being starved. Operation 
at these maxima on the curves of Figure 1 should be avoided. Conditions 
should be chosen either side of these F values, preferably smaller ones 
as these demand less power. It is seen that for any given Proude num- 
ber the greatest dilution is achieved by the horizontal jet, but other 
angles must be considered so as to prevent interaction of jets. 

The co-ordinates of the trajectory with respect to the origin of 
established flow are given in Table I in terms of x/D and y/D. The 
width ratio b„/b (see Figure 1), where b is the half jet width at the 
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end of flow establishment  (=* J>/ */ Z    ),  and b„ is the half width where 
the central concentration is 0, is also listed.    The concentration at 
any radius r from the centre-line is given by the Gaussion distribution 

0r/0.    =    e-
r2/(^.)2

=    e-°^/02 (5) 

MIXING TOBBS 

Several devices were used by Hansen and Schroeder   to break the 
jet into parts, in order to effect greater dilution. They concluded: 
"Dilution of a jet can be increased by use of a special nozzle design, 
but the possibilities in this direction are reduced considerably when 
complicated devices are avoided and little or no additional loss of 
energy is allowed." In multiport diffusers deflection of one jet into 
the path of another serves little purpose. Also, such appendages must 
be added to the outfall when it is in place, which can be a costly 
operation. 

However, under certain conditions of insufficient depth, or im- 
proving the dilution of an existing outfall, the addition of a mixing 
tube may be found economical. This consists of a cylinder, larger in 
diameter than the port or 'nozzle' which is placed in line with the 
jet, with its flared entrance in close proximity to the outfall (see 
Figure 2). The jet then draws seawater into the tube and mixes with it 
before discharging at a lower velocity at the outlet. Design graphs 
have been presented(T) for this water-jet-pump action and its appli- 
cation to sewage outfalls presented by SilvesterW. 

The initial dilution St effected in the mixing tube is in pro- 
portion to the water drawn in (Qs) and the discharge of the driving jet 
(Qn), so that 

•• • ^ • k      (6' 
The ratio Q,/Qn  depends upon the ratio  (E)  of thearea of the nozzle 

(a = TTD
2

/4)  to the area of the mixing tube  (A = rrB' ~/4).     For the 
specific  condition of a plain cylindrical mixing tube with flared en- 
trance a characteristic curve as in Figure 2 can be derivedw.    This is 
based upon the criterion that the mixing tube length is 7 times its 
diameter (i.e.   = 7D'),  which has been found to be that for maximum 
mixing with least friction loss (9). 

The discharge velocity from the mixing tube is much lower than that 
from the nozzle and, in spite of the increased diameter, the densimetric 
Froude number is decreased,   such that 

JVFn     =    (Q„/Qn)R*  (7) 

where F.    =    U ,/JPjL^lgD'  (8) 
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where II, is the discharge velocity from the mixing tube (= 4Q„ /TTD' ) 

p is the density of the diluted effluent leaving the mixing tube. 

Equation (7) has been plotted against R in Figure 2. 

The mixing tube now serves as the nozzle for the further dilution 
(s'm)   of the jet as it rises to the surface. The height ratio for the 
design chart of Figure 1 must now be based on the mixing tube diameter 
D', which can readily be determined from Figure 2, for any chosen H 
value. When the mixing tube is vertical the remaining height for ' 
dilution (y'/D') is the height from the nozzle (y/DT) less the height 
from the end of the mixing tube to the nozzle (7DT + D = 7D' + D'HSv- 
The nozzle exit is placed one diameter (D) from the entry point of the 
cylindrical mixing tube for optimum efficiencyV9). 

A typical variation of initial dilution (Si), dilution beyond the 
mixing tube (SJ,), and total dilution (St = Sj x SJ,) is given in 
Figure 3. This is for a specific area ratio H and specific deoth ratio 
y/D.  It is seen that as H increases (i.e. mixing tube smaller) initial 
mixing decreases whilst dilution from the exit to the surface increases. 
The product of these two dilutions decreases as H increases, approaching 
ultimately the dilution from the original nozzle as E reaches 1.0.  Thus 
for all values of E < 1.0 the total dilution is greater than that from 
the single nozzle, for the case of F = 15 and y/D = 60. 

It should be noted that as greater dilution is effected so will the 
volume or depth of ambient liquid taken up by effluent. This necessarily 
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decreases the active height (y) available for diffusion. However, 
currents and waves influence this thickness of polluted water in ways 
yet to be determined, so that refinements in assessment of this de- 
creased depth ratio is not warranted at present except qualitatively. 

Similar curves to Figure 3 can be derived for other area and depth 
ratios, from which an improvement factor can be derived (= St/S,). A 
multitude of area ratios (R) could be selected for such a comparison, 
making the choice of a mixing tube tedious unless other design criteria 
limit this choice. In order to optimise the total dilution (St) for a 
horizontal jet a computer study was carried outOo), the result of 
which is presented in Figure 4. 

It may seem strange that placement of an apparent obstruction in 
the flow path of a jet will achieve greater dilution with the surrounding 
mediwn. However, it should be realised that a plain jet effects mixing 
by drawing in ambient fluid through shear stresses at its boundaries. 
This process is maximum near the nozzle where velocities are greatest. 
When this stress is exerted within the confines of a mixing tube the 
stagnant fluid is accelerated and mixed completely within a short dis- 
tance of the nozzle. The ejector tends to pump ambient fluid into the 
jet rather than leave it to the peripheral shear stress to accelerate 
some boundary layer thickness to the speed of the plume. 

Equation (2) may be re-written as 

F    =    Q/^D3 JlZzjTgD  (12) 

Thus for a specified dilution (C0/C») in Figure 1 and an F value on 
the left of the maximum of the horizontal jet curve, any reduction of F 
to effect greater dilution (for a given discharge Q) implies a larger D 
and hence smaller y/D. This traverse to the left and downwards would 
probably mean arriving back on the same dilution curve, or below it, so 
that optimum design can be reached. When a mixing tube is used a similar 
change of D and F occurs, but an initial dilution is also produced. As 
seen above the product of Si and S'n can be greater than dilution (S,) 
from the plain jet, when y/D, F and R are within certain limits. It is 
seen that greatest gain derives for large y/d, small F and small H. 
These are rather conflicting demands since smaller F and smaller R may 
result in a condition where the jet from the nozzle is insufficient to 
drive the "jet-pump". The smaller R also implies a relatively large D' 
and hence length TO'. But Figure 4 could serve as a starting point for 
the design of an outfall, which should then be tested in the laboratory. 

A similar optimization curve is presented in Figure 5 for a vertical 
jet, in which y/D has been separated from F, because no benefit accrues 
until y/D = 120. This is because, the height for dilution S'„ is reduced 
as the mixing tube length increases vertically. The major benefit from 
this type of installation is that F is reduced to the stage where 
"Starvation" of the plume occurs and hence mixing promoted. If in- 
sufficient height is left for this to take place no increase in dilution 
over that from the plain jet results. 
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EXPEEHMBNTAL VERIFICATION 

(ill 
Tests on plain horizontal jets have been reported by Cederwall . 

Using a semi-empirical relationship derived by Bousanquet  et al(l2);  he 
has reported them as explicit analytical  solutions 

SB    = 0.54 P(y/DF)7/16  (9) 

for y/D < 0.89F, and 

S„    = 0.54 F(0.38 y/DF + 0.68)5//3 (10) 

for y/D > 0.89F 

where S, •= C8/C,  (ll) 

Equations  (9)  and  (10) have been graphed in Figure  5A,  together 
with a similar presentation of y/D S, verses y/DF for the  solutions  of 
Abraham(2)  and Fan and Brooks^/.    The latter includes the dilution 
factor for flow establishment,  which correction could be applied to the 
curves of Cederwall and Abraham,   since their solutions apply to  estab- 
lished flow only. 

The parameters as outlined above are the best for comparing the 
experimental results from several workers(6)(10)(l 1 )(13) (H).     This 
has been done in Figure SB and indicates that  better mixing is obtained 
even in the laboratory than that predicted by theory.    In this respect 
the theoretical solution is conservative.    With the aid of further macro- 
turbulence available in the prototype  (through scale  effects alone)  it 
would be expected that greater dilution could ensue.     Hansen and 
Schroeder(6J  accepted the deviation from theory as a "factor of safety". 

In respect  to laboratory experiments it has been noted that 
time is required in experiments for the dilutions to reach a steady 
state.     For jets of ^ to i inch diameter about  10 to  20 minutes is 
required at y/D i 50.     Closer to the outlet  equilibrium is reached much 
sooner. 

Laboratory tests for jets with mixing tubes have shown that 
total dilution as indicated in Figures 4 and  5 is possible.     In fact, 
dilution in excess of the theoretical prediction was obtained,  as has 
been experienced with plain jets.     It  could be anticipated that  this 
improvement,  which probably emanates from the macro-turbulence not 
accounted for in the theory, might be greater due to the larger turbulons 
generated in the mixing tube.     The tests referred to utilised nozzles of 
f to i inch diameter and mixing tubes of i to J inch diameter110/. 
Further experiments are warranted,   since economical improvements on ex- 
isting outfalls may be possible,   especially where discharge is from a 
plain end or a few large ports. 
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APPLICATION OP MIXING TUBE CONCEPT 

The addition of mixing tubes to the ports of an outfall does not 
impose any extra pressure head load on the system. The discharge from 
each outlet could, in fact, be increased due to the slight suction 
created at the entrance of the mixing tube. 

(15) 
One installation in a river has been reported   , although the 

mixing tube in this case was not of correct proportions for optimum 
mixing(8). The concept is particularly applicable when an effluent as 
supplied for discharge is very obnoxious to marine fauna and flora, 
making swift initial mixing desirable. It could also serve in density- 
stratified situations, to reduce the mixture density to a value where 
the effluent could be retained below the surface. 

(1 fi) 
Pearson   made a comprehensive survey of sewage outfalls and 

provided details of 148 installations throughout the world. This report 
contains some 250 references on this topic. These outfalls were in- 
vestigated by the authors to see what improvement in dilution could be 
effected by the addition of mixing tubes. Only 42 could be analysed due 
to laok of information or inappropriate nozzle shape (slots etc).  Of 
these 26 could be so improved by percentages ranging from 25 to 245$. 
The largest percentage gains applied to discharges direct from the end 
of an outfall into shallow water, for which an R ratio of 0.1 was used, 
implying a mixing tube diameter of about three times the port outlet or 
a length of around 20 times this dimension. The addition of mixing 
tubes to a newly constructed outfall presents the same problem as mod- 
ifying an outfall that has been in commission for some years. A little 
thought would soon devise a plastic or fibre glass appendage which could 
be readily clipped on to each port with the minimum of handling by 
divers. By such pre-mixing, existing outfalls could be made to carry 
larger loads, or new outfalls could be of shorter length. 

COITCIUSIONS 

1. Greater demands on coastal waters for recreation has raised their 
pollution standards and caused marine outfalls to be taken further 
seawards and multiple ports diffusers to be utilised. 

2. A mixing tube with a flared entrance placed co-axially with a port 
or nozzle of an outfall will promote initial mixing and produce 
greater overall dilution in certain circumstances. 

3. - Graphs have been prepared which indicate the densimetric Proude 
numbers and depth ratios required for a mixing tube, of specific 
area ratio to the initial jet, to optimise dilution. 

4. Experiments with small scale mixing tubes have shown that dilution 
is greater than that predicted by semi-empirical relationships, in 
a similar way to those for plain jets. 

5. larger scale tests may confirm the supposition that discharge from 
a mixing tube can produce better dispersion because of the larger 
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sized turbulons they could produce. 

6. Pre-mixing might be useful for an obnoxious effluent, whether of 
chemical or temperature nature, so that its concentration is re- 
duced sufficiently for it not to affect the marine biota. 

7. Pre-mixing could produce sufficient immediate dilution to retain an 
effluent within the body of a Sluid medium with a density gradient. 

8. Application of mixing tubes to many existing outfalls could in- 
crease their capacity for diluting effluents, particularly in the 
case of single, or a few, large ports in shallow conditions. 
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TABIE I 

Coordinates of trajectory and jet width for circular jet in uniform 
density medium. 

Values of 0 232x/D (upper) and b /b (lower) 

9 
0 

0.232 y/d F = 1 2 4 8 16 32 64      128 

0 5 0.5 
3.5 

1.5 
4.0 

2.5 
4.5 

4.5 
6.0 

7.5 
8.5 

12.5 
13.0 

20.5 33.5 
20.5 33.0 

10 0.7 
6.5 

1.6 
7.0 

3.0 
7.5 

5.5 
8.5 

9.7 
11.0 

16.2 
17.0 

26.5 42.0 
26.5 41.5 

20 1.0 
12.0 

2.0 
12.5 

3.5 
13.0 

6.5 
14.5 

11.9 
17.0 

20.0 
22.5 

33.5 53.7 
33-5 52.0 

30 1.0 
19.0 

2.0 
19.5 

3.5 
20.0 

7.5 
21.0 

13.0 
23.0 

22.5 
29.0 

37.6 61.2 
39.0 60.0 

40 1.0 
25.0 

2.0 
25.5 

3.5 
26.0 

7.6 
27.0 

14.0 
29.5 

24.5 
34-0 

41.0 67.0 
45.0 64.0 

50 1.0 
30.5 

2.0 
31.0 

3-5 
31.5 

7.9 
33.0 

14.5 
35.0 

26.4 
40.5 

44.0 72.0 
51.0 68.0 

15 5 0.5 
3.5 

1.4 
4.0 

2.4 
4.5 

4.0 
5-5 

6.6 
8.0 

10.0 
11.0 

12.6 16.5 
14.0 18.0 

10 1.0 
6.5 

1.5 
7.0 

3-0 
7.5 

5.0 
8.5 

8.5 
11.0 

13.4 
15.0 

19.2 27.0 
20.0 29.0 

20 1.0 
12.0 

1.8 
13.0 

3.5 
13.5 

6.0 
14.5 

10.5 
17.0 

17.5 
21.0 

27.2 40.0 
29.5 41.5 

30 1.0 
18.0 

2.0 
18.5 

3.6 
19.0 

6.9 
20.5 

11.8 
22.0 

20.0 
27.0 

32.0 48.5 
36.0 50.0 

40 1.0 
25.0 

2.0 
25.5 

3.8 
26.0 

7.1 
27.0 

13.7 
29-0 

21.9 
33-0 

35.6 55.2 
41.5 58.0 

50 1.0 
30.5 

2.0 
31.0 

3.9 
31.5 

7.4 
33.0 

13-5 
34.0 

23.2 
38.0 

37.5 6O.5 
46.0 63.0 

(Continued) 
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TABLE I (continued) 

0 
0.232 y/d V = 1 2 4 8 16 32 64 128 

30 5 0.5 1.0 1.9 3.1 4.5 6.2 7.5 8.5 
3-5 4.0 4.5 5.5 6.5 8.5 9-5 10.5 

10 0.6 1.1 2.3 4.1 6.6 10.0 13.4 16.0 
6.5 7.0 7.5 8.5 10.0 13.0 17.0 20.0 

20 0.6 1.2 2.7 5-3 8.9 14.0 20.8 27.2 
12.5 13-0 13.5 H.5 16.0 20.0 26.0 32.0 

30 0,7 1.3 3.0 5.7 10.1 16.5 25.5 35.7 
18 0 18.5 19.0 20.5 22.0 26.0 32.0 42.0 

40 0.8 1.4 3.1 6.0 11.0 18.4 29.0 42.2 
25.0 25.5 26.0 27.0 28.5 32.0 39-0 50.5 

50 0.9 1.5 3.2 6.4 11.5 19.5 31.5 47.0 
30.5 31.0 31.5 32.0 34.0 38.0 44.0 55.0 

45 5 0.3 0.9 1.5 2.4 3.2 4.2 4.8 5.2 
3.5 4.0 4.5 5.0 6.0 7.0 8.0 8.5 

10 0.4 1.0 1.9 3.2 5.1 7.0 8.8 9.6 
6.5 7.0 7.5 8.0 9.5 12.0 14.0 15.0 

20 0.5 1.1 2.3 4.0 6.9 10.6 14.7 17.5 
12.5 13.0 13.5 14.0 15.5 18.0 22.0 26.0 

30 0.6 1.2 2.4 4.7 7.9 12.7 18.6 24.5 
18.0 18.5 19.0 20.0 21.5 25.0 30.0 35.0 

40 0.7 1.3 2.5 5.0 8.5 14.2 21.5 29.7 
25.0 25.5 26.0 26.5 27.5 30.5 36.0 43.0 

50 0.7 1.4 2.6 5.1 9.0 15.2 24.0 34.1 
30.5 31.0 31.5 32.0 33.0 36.0 42.0 51.0 





CHAPTER 125 

HYDRODYNAMIC ANALYSIS OF SLUDGE 
DUMPED IN COASTAL WATERS 

Billy L. Edge, A.M. ASCE1 

ABSTRACT 

Due to increased environmental pressures, there is a rapidly growing 
tendency to shift from traditional land disposal of dredged material to 
offshore or ocean disposal. The quantities of such materials are quite 
large, resulting in a very serious disposal problem.  For example, main- 
tenance dredging alone produces approximately six million cubic yards of 
material annually in Charleston Harbor.  Existing techniques are reason- 
ably adequate to describe the transport and settling characteristics of 
coarse, sandy dredge materials discharged from barges or hopper dredges 
at sea.  However, such approaches need to be modified to describe the 
transport of fine-grained clay and silt materials. This material consti- 
tutes a significant portion of the dredged material resulting from both 
new harbor and channel construction and maintenance dredging along the 
coast of the Carolinas and Georgia. These fine-grained materials are sub- 
ject to many additional physical forces as well as chemical phenomena, e.g., 
flocculation, salinity and temperature variations, etc. A hydrodynamic 
model for fine-grained dredged material has been developed which considers 
many of these forces.  It is also applicable for describing the transport 
mechanisms associated with barge disposal of wastewater sludges from munici- 
pal and industrial sources. The results of the model indicate what discharge 
strategies are necessary for placing the sludge at a desired location or 
depth with a predetermined concentration. 

INTRODUCTION 

Increased industrialization and urbanization has resulted in an in- 
creasing demand for siting activities in estuarine areas.  As a result, 
there is little room left for creating fill areas on land or in the marshes 
to dispose of the great quantities of dredged material.  In addition, many 
of the fill or disposal areas which have been used in the past are thought 
to be creating environmental problems and may never serve any beneficial 
purpose.  Because of these ecological problems and as a consequence of 
demands for increased dredging depths, consideration is being given to dis- 
posing of most dredged materials in the future into the ocean environment. 
More than 112 sites are already being used for offshore disposal of waste and 
dredged material.  A significant and growing portion of the public as well 
as some governmental agencies see this as a serious problem whereas other 
groups view this as the only economic solution for future dredging. 

In the ocean environment, much of the dumped material is subject to 
complicated energy forces which vary from hour to hour.  Wind forces appear 
to exert very strong influences in shallow waters; however, in deeper areas 
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a different relationship exists among the governing forces.  Because of this 
complex situation, much more information is needed on winds, tides, currents, 
and other hydrological phenomena before the fate of dumped materials can be 

predicted with any reasonable accuracy and an  effective program of disposal 
wisely managed.  Additional information would also provide a firmer basis 
for setting standards and providing guidelines for disposal. 

One of the Important quantifiable variables that affects the ultimate 

location of the dumped material is the disposal characteristics of the barge 

or  dredge.  The officer in charge may not be particularly concerned with 
dumping fine-grained sediment or "fluff" directly over the disposal areas 

since the material if dumped just outside of the dredging site or channel 
on the littoral downstream side may pass over the disposal area.  Physically 
the material is then out of the channel, but the determination of its ulti- 

mate location for a true evaluation of the environmental impact will be im- 
possible under these circumstances using currently-employed techniques. 

A characteristic of a large percentage of the dredged material is that 
it is very fine-grained and therefore has a very low settling rate.  An 

additional complicating factor in the disposal of fine-grained sediments is 
the effect of the thermocline on the settling and flocculation characteristics 
of the sediments.  It has been shown that some of the fine-grained, taconite 

tailings which are being dumped in Lake Superior are  settling only to the 
thermocline (21).  The tailings are then transported with the natural current 
along the surface of the thermocline as on a conveyor belt to some other 

location where they ultimately settle out of suspension.  The same phenomena 
may very well be occurring with a significant proportion of the fine-grained 
material that is currently being dumped at sea as suggested by Amos et al. (2). 

The disposal of dredged material quite often results in increased turbidi- 
ties and changes the bottom configuration as well as alters the hydrodynamic 

characteristics of the local area.     All of these factors can adversely or 
beneficially affect the aquatic environment.  According to Home, et al. (14), 

an accumulation of as little as 30 cm/yr may be great enough to exterminate 
certain benthic organisms.  Conceivably, dredging may be offered as a tool 
for removing objectionable bottom deposits such as the sludge banks below 

municipal and industrial wastewater treatment plants in large coastal cities. 
The disposal of such material is of prime importance when it is recognized 

that the ultimate location will be yet another benthic community. 

The Corps of Engineers has estimated that about k5   percent of the dredged 
material on the Atlantic Coast is polluted (8).  The sources of this pollution 
are quite numerous and include industries, municipalities, and agriculture as 
well as natural benthic sources.  Dredge spoils account for 80 percent, or 

3*f million tons annually, of all ocean dumping. 

New and improved techniques for determining sedimentation rates have 

been recommended as a high-priority research area by a recent study (20). 
That study recommended "increased knowledge of the effects of offshore and 

nearshore dumping" and "increased knowledge of the sources and rates of 
sedimentation and the effects of sedimentation on the ecosystem." 
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The National Academy of Sciences and the National Academy of Engineering 
provided advice to the Federal government on management of waste in the coastal 
marine environment (18).  An extensive study was carried out by a group of 
consultants to answer various questions concerning the effect of dumping 
waste in the ocean.  Some of the conclusions of their study were: 

1. For barge dumping of sludges   in the ocean, research is needed on 
flows generated by suddenly released sinking sludge in a stratified 
envi ronment. 

2. There is need to develop predictive models  for gross spreading of 
patches and plumes in the ocean from the combined effects of eddy 
diffusion (both horizontal and vertical) and shear in the mean 
velocity field. 

3-  A study should be made of the physical-chemical factors and the 
role of organisms in effecting the flooaulation rates  of sediments 
in estuaries and coastal waters.  (Emphasis added.) 

Pollution resulting from the dumping of waste material into the ocean is 
now recognized as a serious, complex, and rapidly-growing problem in the 
management: and use of the Nation's ocean resources.  The public has become 
very aware of the existing and potential adverse environmental effects from 
the discharge of waste material on the continental shelf. The lack of reliable 
means to determine the ultimate effects of the dumped materials has caused 
much concern and apprehension over the present, oftentimes seemingly arbitrary, 
approach to dumping at various sites throughout the Nation's coastal zone. 
The work outlined in this paper is aimed directly at this problem and should 
provide a useful tool for evaluating the ultimate location of waste material 
which is dumped on the continental shelf.  The results of this study should 
be quite beneficial to those agencies responsible for establishing disposal 
criteria as well as for those who must prepare environmental impact statements 
for their dredging programs. 

SIMULATION MODEL 

Because of the many forces, both physical and chemical, which influence 
the dynamics of material which is dumped into the ocean, it is necessary to 
make several assumptions regarding the forces which have a significant influ- 
ence in this problem. The developed simulation procedure, then, does not 
include all forces which enter into this problem.  Instead a mathematical 
model has been built for those parameters and forces which are considered to 
be most significant.  In this framework, the model can be used as a tool 
together with sound judgment to provide a description of the transport mecha- 
nisms which can be used in evaluating various dumping operations. 

The mathematical model for simulating the disposal of wastes at sea is 
composed of a combination of jet theory and sedimentation theory. The model 
is essentially composed of two parts: first, a simulation of a negatively- 
buoyant jet discharged downward into a stratified environment; and, second, 
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sedimentation theory is used to provide a description of the transport of 
material from the end of the jet to the floor of the ocean. A similar 
approach is presented by Clark et al. (7) in which they present a technique 
for analyzing disposal from a hopper barge. 

As shown in Figure I, the transport of the discharged material to the 
bottom begins from an outlet which is located some distance below the water 
surface and through which is pumped the waste to be disposed.  In the figure 
is shown the disposal system from a barge. The operating system considered 
here will be a barge which discharges through a set of large pipes. As the 
waste exits from the pipes, it follows a jet pattern and the waste will 
ultimately come to rest on the ocean floor since it is negatively buoyant. 
However, if the waste in the jet is sufficiently diluted with entrained fluid, 
then it may not necessarily reach the bottom before it becomes neutrally 
buoyant and stabilizes at some intermediate depth. As shown in the figure, 
when the jet reaches this equilibrium depth it still has a small amount of 
momentum and is carried somewhat below this depth but then rises up in the 
form of a buoyant plume. At this point, the inertia loses importance and the 
materia] is affected by local currents, flocculation, and gravitational 
attraction.  The material then settles toward the bottom while being moved 
about by currents and turbulence.  The ultimate location, spread, and density 
are the final results that must be obtained to completely and adequately 
describe the process of dumping wastes at sea. 

There are several theories available for predicting the discharge of 
buoyant jets into still environments. All of these theories are based on the 
integral conservation equations. The general case of a buoyant jet inclined 
at an arbitrary angle has been studied by Fan and Brooks (10) for a linearly 
stratified, quiescent environment. Cederwall (6) has studied, experimentally, 
the flow of a buoyant slot jet into stagnant or flowing environments. 
Cederwall did not consider a stratified situation.  A good summary of these 
studies is given by Baumgartner and Trent (4). The most general analytical 
treatments available are given by Ditmars (9) and Hirst (12).  The formulation 
proposed by Hirst is for jets discharged to flowing, stratified environments. 
The development of the governing differential equations from their basic 
integral form can be found in Hirst (12). 

Consider the pipe shown in Figure 2, from which is discharged a negatively 
buoyant jet. The assumptions made concerning the jet flow are: 

1. steady flow 
2. imcompressible flow 
3. fully turbulent jet 
4. similar, axisymmetric velocity profiles 
5. hydrostatic pressure 
6. small jet curvature 
7. longitudinal turbulent transport is less than convective transport 
8. constant fluid properties 

The similarity profiles are Gaussian in form and are given as: 

u*(s,r) = Au(s)e"r /b    +  Ucose (1) 
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Figure 1. A towed barge discharging waste through 
a pumped system. 

Figure 2.  Geometry of a negatively-buoyant jet. 
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p*(s,r) - p„ = Ap(s)e"r2/ (Xb)' (2) 

c*{s.D = c(s)e_r2/(Ab)2 (3) 

where 

Au = u - Ucos6 

Ap = P " P„ 

and where 

u(s) = centerline velocity 

p^s) = ambient density 

p(s) = centerline density 

c(s) = centerline tracer concentration 

b = a measure of the jet radius 

1/A2 = turbulent Schmidt number 

( )*(s,r) - refers to parameters across the jet profile 

U = speed of cross flow (speed of barge) 

The parameter A is considered the ratio between density and velocity profiles. 
The velocity u(s) is an absolute velocity.  To make the problem static, a 
uniform velocity has been added to the water column so that barge has zero 
velocity. 

Use of the above assumptions and the similarity profiles with the integral 
equations yields the following differential equations: 

M^] = E w 

k[£2(u + (A*-I)Ucose)Ap]   =~   %   Is (5) 

i_|£.Vcose    =  EU +  FpSinG (6) 

k[£Vs.ne]--l8AVM.FDcose 
 (7) 

u 

where 

u = u + Ucos0 

FD = CD /2bU
2sin26 

C = coefficient of drag 

p = initial ambient density at outlet 
o 

E = entrainment function 
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These equations repiesent the conservation of mass, momentum in the x and y 
directions and the buoyancy, respectively. 

The entrainment coefficient, or volume flux relationship, is derived 
in general terms by Hirst (13)'  However, a more convenient and proven 
form is given by Abraham (1). 

•( 
a (u - Ucos6) - a,Usin8cos6   (8) m D        ' 

This equation is for a negatively-buoyant jet. The coefficient am   is used 
to describe the entrainment due to the initial jet action and a^ is due to 
the negative buoyancy.  Abraham gives a value of 0-5 for %• 

Using Equation 8, Equations k-^  can be rewritten, after some simplifi- 
cation, as: 

f=" ^[igXV^sine-E(ucose-|)]  (9) 

f •" rrb2[l^
b2f;c-6 + EU-»9 + FD]  ^ 

£--k[*'$H ,n) 

d|£ = .  lU +   (X2  -   DUcoseV'   f  Ap^E +   (X2  -   DbU(cos8^--|sin6^-)) 

«p» ,   1+XZ     .   n "»    bz  - h7, 
+   Sin6 -r—•  -r— u  1 U'l 

xz dy      2        j 

These  equations  are combined with: 

gf = cose  (13) 

g^=  sine    (]h) 

and can be solved simultaneously.  A digital computer solution has been used 
for this system employing a Runge-Kutta-Gi11 integration technique. 

To solve the above equations, it is necessary to have appropriate values 
of c%, and X in addition to the initial jet characteristics.  Fan and Brooks 
(10) found a = 0.082 and X = 1.16 to be quite satisfactory for their work in 
linearly stratified environments for buoyant jets.  There is not sufficient 
data yet available to validate these coefficients for negatively-buoyant jets, 
but these numbers will be used for illustrative purposes until better numbers 
are available. 
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Since the above solution is only valid for the zone of established flow, 
the initial values of the jet characteristics must be corrected for the 
changes which occur in the zone of flow establishment.  This zone of flow 
establishment has been analytically studied by Hirst (7).  A simple method 
for correcting the jet characteristics is to consider that:  (1) the jet 
issues from the pipe and travels a straight-line distance of 6.2D, where D 
is the pipe diameter; (2) at the end of the zone of flow establishment, 
(6.2)D, the initial jet half-width b = D//2; and (3) the initial value of 
Ap, P ' p„, is (1+A2)/2A2 times the difference at the source. At this point, 
the above equations can be solved with these initial conditions. 

If a tracer is contained in the jet, and is not present in the ambient 
fluid, the following equation can be used to describe the dilution of the 
substance: 

g- cb(u - UcosO)  =0  (15) 

cb(u - Ucos6) = c b (u - U cos0 )  (16) 
0 0   0    0     0 

in which c0 is the initial concentration at the beginning of the zone of 
established flow or (1+A2)/2A2 times the effluent concentration. 

The analysis which has been presented thus far is for describing the 
transport of the dumped material from the barge down to a level of neutral 
buoyancy.  Since the jet overshoots this neutral level, it will rise up to 
this level of velocity reversal.  This is illustrated in Figure 3 which is 
from the results of Ditmars (9).  It has been implied that the ocean floor 
is sufficiently below the maximum descent to keep from invalidating the 
technique.  From the level of neutral buoyancy, the entrained material in 
the remaining fluid from the jet will begin to settle to the bottom under 
gravitational influence.  From this point onward, the influencing forces are 
much more complicated than have been considered thus far. The material is now 
influenced by even the smallest prevailing currents, including harmonic tidal 
currents and local turbulence, as well as the chemical factors.  If colloidal 
material is in suspension, it will settle in the form of floes much more 
rapidly than otherwise.  This flocculation is rapidly advanced in the initial 
stages of the sedimentation process.  Within the process of flocculation a 
large complex of problems is involved since the flocculation characteristics 
of various mineral components of clays are at present unknown under saline 
condit ions. 

The flocculation rate and magnitude depend upon the different types of 
clays which are present. The most common clay minerals are kaolinite, illite, 
and montmori1lonite which are hydrous silicates of aluminum, iron, and 
magnesium. Chemical and particle-size properties combine to produce different 

flocculation rates for the same concentration of suspended sediment; and, of 
course, the rate is heavily dependent upon the concentration. Moreover, the 
amount of flocculation decreases exponentially with time. 
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Figure  3-     Comparison of a  computed profile 
of a buoyant jet with an observed 
prof i le. 

AVERAGE  SETTLING VELOCITY (xK>     FT/SEC) 

Figure 4. Distribution of settling velocity for 
shoal material in Charleston Harbor. 
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The floes grow to a size and at a rate that Is dependent upon the local 
turbulence.  Brownian motion would be much too slow to provide the size floes 
that actually exist.  Rather, the presence of internal shear flows serve to 
bring particles into contact more rapidly than could Brownian motion alone. 
As the particles grow and begin to settle they make contact with other parti- 
cles for additional growth.  The local turbulence also acts to limit the 
maximum size of the floes by breaking them apart if they grow too large. 

To simplify this analysis, consider that a distribution of settling 
velocity is available for the material under consideration such as that 
shown in Figure k.     As the material settles from the cloud at the level 
of neutral buoyancy, it is affected by local turbulence and is dispersed 
in the horizontal direction.  The scale of turbulent dispersion in the 
vertical direction is much smaller due to greater stability added by 
the stratification and will be neglected at this point.  Consider also 
that there is a small cross-current, w, which is constant with depth. 
The k/3   law of eddy dispersion: 

D = CE/3 L /3  (17) 

where: 

D - dispersion coefficient 

C = coefficient 

E = rate of energy dissipation per unit mass 

L - Lagrangian eddy size 

has been assumed applicable to ocean dispersion in many cases, and will be 
used in this analysis. 

Orlob (9) obtained the relationship: 

D = 0.00016L"/3 [ftVsec] (18) 

from field data taken by others.  For a particular site, of course, a study 
should be undertaken to adequately evaluate the appropriate relationship. 
The eddy size is taken to be L = ko  where a   is the standard deviation of 
material in the moving, spreading patch.  If the patch of material, with 
a  = o*b) is at the level of neutral buoyancy, then Koh (17) has shown that 
the horizontal dispersion can be characterized by: 

1 + z,2/3 2 (0.000l6)t \V3 _      (I3) 

3    2/    j 
a /3   ' 

in which t is the time after the cloud has moved from the line of neutral 
buoyancy.  Now, since the different size particles settle at different 
velocities, the cloud will not maintain its integrity.  The above equation 
can be used however by applying it for each particle size.  In other words, 
the cloud will be growing at all depths at the same rate. 
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From knowledge of the distribution of material with settling velocity, 
the total accumulation of material can be obtained by application of the 
above equation.  A simple extension of this describes the distribution of 
the material that accumulates on the bottom in the presence of a small 
current.  In fact, this is the result that will be of most benefit in the 
description of the ultimate fate of dredged materials which are dumped at 
sea.  This result will tell which materials may not have settled in the 
dumping area as well as the rate of growth (height) of the bottom in the 
disposal area. 

ILLUSTRATIVE EXAMPLE 

To provide a meaningful example of the application of this technique, 
the spoil material is taken as that found in shoals in Charleston Harbor, 
South Carolina.  The settling velocity distribution for this material is 
shown in Figure 4.  The material is assumed to be transported to sea in a 
3,000 ton barge.  The barge is fitted with two discharge pipes which are 
both 0.707 feet in diameter.  Since the pipes discharge adjacent to one 
another, they are considered as a single outflow with a diameter of 1.00 
feet. The discharge outlet is 10 feet below the water surface. The barge 
carries a slurry which consists of 300 tons of fixed solids with a specific 
gravity of 2.5.  Thus the total volume of solids discharged per load is 
4,320 cu. ft.  The barge discharges in water 200 feet deep. 

Several situations are considered in this example.  First the barge 
is assumed to be stationary and the jet velocity is varied from 5 fps to 10 
fps.  The density profile shown in Figure 5 indicates a high degree of 
stratification and is typical of summer conditions.  Conversely, the winter 
situation shown in this figure was used to compare the effect of highly 
stratified and slightly stratified ocean environments on the characteristics 
of the jet model.  The winter condition was run only for a velocity of 
5.00 fps. 

The results for a velocity of 5 fps and 1.00 ft. diameter are shown 
in Figure 6.  It is emphasized that in the description of the plume width, 
Figure 6, the ultimate width at the neutral buoyancy line is given by the 
width at the maximum point of travel shown in the figure.  The neutral 
buoyancy level is indicated on the figures by the line of squares. The 
maximum point of travel of the jet is the level indicated in this figure. 
The results for a velocity of 10 fps are given in Figure 7-      It can be seen 
from these figures that, as the initial jet velocity increases, the time 
required for the material to settle to the continental shelf decreased 
markedly.  In Figure 8, the centerline velocity distribution for an initial 
velocity of 10 fps is presented.  The apparent discontinuities in the profile 
are a result of the sharp breaks in the given density profile. The case of 
an initial velocity of 12.5 fps was considered, but the jet reached the 
bottom before it stopped. The theory on which this analysis is based does 
not consider this effect therefore the results were discarded. 

In Figure 9, the total depth of bottom sediment from the discharge of 
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Figure 5.  Density distribution during summer and winter conditions. 
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Figure 6.  Variation of jet width with elevation (u = 5 fps). 3 0 
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one barge is given.  This depth is across the center of the circular dis- 
posal pattern.  It is emphasized that for this case there is no cross 
current.  The top line gives the total depth while the bottom lines indi- 
cate the contribution from particles with different settling velocities. 
In Figure 10, the distribution of time for settlement is given for veloci- 
ties of both 5 fps and 10 fps.  It is obvious from the figure that very 
little material will settle out of the suspension within a day.  If more 
than one load is dumped within a short interval of time, it is probable 
that the concentrations would increase to the extent that flocculation may 
occur and more rapid sedimentation could result.  In this analysis it has 
been assumed that flocculation does not occur.  This is a valid assumption 
since the volume percentage of sediment is less than 0.1% at the neutral 
buoyancy level. 

The jet diameter was changed to 1.5 ft., and for an initial velocity 
of 5 fps the jet reached the bottom and established neutral buoyancy at 
an elevation of 40 ft.  From this it would appear that the neutral buoy- 
ancy level and thus the ultimate sediment distribution on the bottom is 
more sensitive to changes in jet diameter than jet velocity. Also it may 
be desirable to keep the jet from reaching the bottom and resuspending 
the sediment there. 

For the winter density profile, the jet plume reached the bottom while 
establishing neutral buoyancy at 30 ft. This case, with an initial velocity 
of 5 fps indicates a considerable difference in the ultimate location of the 
spoil material when compared with disposal under summer conditions.  Although 
this result was anticipated, it nevertheless firmly establishes the large 
differences which can exist between the ultimate disposition of material 
dumped in the winter and the summer. 

Lastly the settling material was exposed to an ambient current of 0.1 
fps.  This current was small enough to have no effect on the jet characteris- 
tics, yet it did have a significant effect on the material settling from the 
neutrally buoyant cloud.  In Figure 11 is an illustration showing the ulti- 
mate location of the material.  It is seen that much of the material has 
been carried a great distance from where it was originally dumped.  The dis- 
continuous nature of the results stems from the fact that the continuous 
settling distribution was divided into ten discrete segments.  Thus it is 
very probable that if fine-grained material is dumped into an environment in 
which there is a small current the material could be carried a considerable 
distance before it settles.  This partially explains the situation described 
by Baxter (3) in which he indicated that no traces of Philadelphia's digested 
sludge that was dumped into the Atlantic Ocean could be found.  It is quite 
possible that the material was swept out of the 1-mile by 2-mile disposal 
area before it settled to the bottom. 

Consider now the situation in which the barge is moving at a speed of 
7 fps and discharging material at 10 fps. The movement of the material as 
shown in Figure 13 is from the barge with an initial angle of zero to the 
depth at which the jet stops.  From this point the movement of the material 
is like a plume and not a jet.  When the jet stops, however, the material 
contained in it is still heavier than the ambient water.  Thus the material 
continues to travel downwards as a negatively-buoyant plume without momentum. 
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Figure 9. Total depth of bottom sediment discharged 
from one barge load and the contributions 
from each of the first three settling groups. 

SETTLING   TIME (HOURS) 

Figure 10.  Distribution of time for settlement for 
initial jet velocities of 5 and 10 fps. 
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Figure 11.  Total depth of bottom sediment discharged 
from one barge load in the presence of a 
current of 0.1 fps (u = 10 fps). 

DISTANCE 

Figure 12. Trail of waste discharged from a stationary 
barge with an initial velocity of 10 fps and 
angle of zero. The width of the jet is at 
the same scale as the depth. 
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DISTANCE --  FT 

Figure 13. Trail of waste discharged from a barge moving at 7 fps, 
discharging at 10 fps, and at an initial angle of zero. 
The width of the jet is at the same scale as the depth. 
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On the other hand, if the barge is traveling slower, the material does 
reach a neutral-buoyancy level as shown in Figure 12 for the case of a 
stationary barge. 

The effective dilution of the waste was not significantly different 
for the case of the barge moving, 76, than for the stationary case, 68. 
An interesting situation results for the discharge in the vertical 
direction; for no movement the dilution is 109, whereas for a barge 
velocity of 7 fps the dilution is only 33-  The location where the jet 
breaks down into a plume or stops is significantly different for these 
s ituat ions. 

It appears that through judicious discharge strategies the waste 
material can be placed at any desired depth at the necessary concentration 
according to the environmental conditions and requirements. 

CONCLUSIONS 

A mathematical model has been developed to simulate the transport of 
material that is discharged from a barge into the ocean.  The objective 
of this simulation was to quantify the ultimate location of the material 
when it reaches the bottom.  The first part of the mathematical model 
describes the action of the barge discharge as a negatively-buoyant jet 
which is moving into a stratified environment.  This model describes the 
maximum depth of the jet travel and the level at which the fluid in the 
jet will come to rest and be neutrally buoyant. The second part of the 
model simulates the dispersion and transport characteristics of the sedi- 
ment particles as they settle to the bottom. 

The model was used to simulate the dumping of fine-grained sediment 
into a disposal area 200 ft. deep.  In addition to showing the sensitivity 
of the model to the initial jet conditions, the model showed that the 
ultimate location of the material also depended largely on the initial jet 
characteristics.  In the presence of a small cross-current much of the 
material was carried out of the designated disposal area  before it could 
settle out of suspension.  By varying the discharge conditions, however, 
the location of this material could be controlled to a greater extent.  The 
disposal pattern is quite different for winter conditions than for the 
stratified, summer conditions.  In the summer the material is much more 
likely to be carried out of the disposal area. 

The model which was developed in this study has the capability to 
predict the ultimate location of waste that is discharged at sea.  This 
capability is of course restricted by the assumptions made in the develop- 
ment of the model.  The technique is restricted to a barge discharging to 
the open ocean through a pumping system while moving.  With respect to 
these assumptions, this model offers much potential to assist in evaluating 
many ocean dumping operations. 
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From the results of this study, it appears quite obvious that discharge 

strategies can be developed that will allow the material to be placed on the 
ocean bottom with much more confidence than has been the case.  In effect, 

the material can be discharged to any depth, at the end of the mixing region, 

with any desired concentration. 

The discharge through a pumping system offers a clear advantage over 
disposal in the wake of the barge.  Although the initial dilution may not be 
as great, the material is passed through the euphotic zone with the least 
possible damage.  At the point where the material begins to spread and 
settle there may be considerably less marine life to be disturbed than on the 

ocean surface. 
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CHAPTER 126 

REPRODUCTION OF PHYSICAL PROCESSES IN COASTAL AREAS 

Hans-Gerhard Ramming x) 

Summary 

Physical processes in thf* ocean, adjacent and marginal seas are 

mainlv of special interest for oceanography and related sciences, 

whilst the knowledge and the \mderstanding of these processes in 

coastal areas, estuaries and tidal rivers is also of significant 

practical importance for coastal engineers. Just measurements and 

observations are not sufficient to obtain a comprehensive insight 

into these processes and to explain and to understand the spatial 

and temporal states and their variations. Hydrodynamical~numerical 

investigations are delivering a considerable assistance. 

Within this paper my remarks will be restricted to some examples 

of the numerical reproduction of physical processes in shallow - 

water areas: 

1) Dynamics depending on tides and wind; 

2) Horizontal dispersion of suspended matter„ 

In concluding this Paper I shall mention a special coastal model 

with a permanent refined grid-net, which is a part of the wel] « 

known North Sea model» 

Using the vertical!v integrated hvdrodvnnmic eruptions 

Uj +   - fv + uux+ vuy+ glx 
ru Vu^ v2 

>>*C 

rv iu*+ V2 
V(   *     + fu + Wy * uvx * g<C,y   =     0 

h * I 

Ef+ ((h »[)uj, * (( h * [)W, =  0 

x) Dr., Lecturer, Institut fur Meereskunde, Universit;H. Hamburg 

2207 
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where  x,y space-coordinates 

t time-coordinate 

h+£ actual waterdepth 

f Coriolis parameter 

g acceleration of gravity 

r constant friction coefficient 

u,v components of the mean velocity 

transformed into difference equations, hydrodynamical models have 

been applied in previous years to describe physical processes in the 

ocean as well as in coastal regions. For the numerical treatment of 

hydrodynamical equations the natural conditions, such as depth distri- 

bution, boundary values and - as far as these* are effective - meteoro- 

logical data and density distribution have been considered. In many 

cases the quantitative reproduction of tides and storm-surges has 

been successful and good agreement between measured and computed 

values was obtained. Regarding the method I will not go into the 

details, see special publications by Hansenc The results of numeri- 

cal investigations can suggest, in which areas or at which places 

measurements are necessary or of special interest. One must however 

verify the results of these numerical studies against observations, 

because there is no other possibility of testing them. Analytical 

solutions exist only in simple cases. 

The motion in shallow areas, tidal estuaries and mud flats is very 

complicated. The tidal curves are particularly non-harmonic. The 

depth distribution and the nonlinear interaction at the bottom and 

at the surface are of great influence on motion processes. Sands, 

flats and coastal areas fall dry for a limited time during a tidal 

period depending on its height* 

When considering the actual water-depth in the equation of continui- 

ty and the quadratic friction term, which depends directly on the 

velocity and the water-depth, the differential equations become non- 

linear. These nonlinear terms in the vertically integrated equation 

of continuity can be  included in the numerical treatment. This seems 

to be very significant in order to reproduce motion processes in 

shallow-water areas, in which these terms are very essential, consi- 

dering that the tidal range and the depth can be of the same order. 
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These nonlinearities are responsible for the non-harmonic behaviour 

of the tidal curves* A particular advantage of the numerical approach 

is that a reasonable simulation of the bottom topography and coastal 

boundaries may be included in the model. It is only a question of 

grid-distance and expense of time on computers , if the bottom topo- 

graphy and the coast shall be approximated with high accuracy. 

In order to prove the application of hydrodynamical-numerical models 

on extreme shallow-water areas, we have the problem that motion pro- 

cesses including the overflow of flats and drying banks should be 

reproduced. It is necessary to distinguish all possible cases. From 

time to time it may occur that there will be no water at some grid- 

points. One has to check the neighbourhood of each grid-point from 

time-step to time-step with regard to the actual water-depth, the 

depth-distribution and the physical possibility of transports and 

directions of transports. These and the former mentioned distinc- 

tions of several cases are formulated as a system of numerous quest- 

ions for the computer. It is now necessary to prove the accuracy. 

Therefore, this numerical method was applied to some models, which 

permitted a comparison between analytical and numerical results,. If 

the agreement of both of these results in the stationary state is 

sufficient, it may be assumed that the numerical treatment of the 

differential equations from the beginning of the computations until 

the stationary state approximates also the unknown nonstationary 

results, 

A: closed rectangular basin with a dimension of 36 km x 48 km was 

covered with a net-work of equal distances. In several models with 

constant depth of 0.5 m> 0.4 m and so on until 0.1 m a homogeneous 

constant wind-velocity of 5 m/sec, 10 m/sec and 20 m/sec in  x-di- 

rection was applied,. In the stationary state the transport disappears, 

and it follows that the vertically integrated velocities become zero. 

Fijjr. 1  shows the slope of the sea-surface under the action of a 

homogeneous constant wind and a comparison between the analytical 

solution and the hydrodynamical-numerical treatment. The straight 

line  L   is the distance without water along the bottom. The agree- 

ment in this point of the comparison is remarkable and important 

for further investigations«, 
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After this theoretical example we can go to the next step and 

prove this method in a complicated natural model. 

Fig. 2  shows a plan view of the outer Elbe with bottom topography 

and computational grid. A part of the "Neuwerker Watt" including 

the Isle of Scharhbrn near the estuary of the Elbe River was covered 

with a rectangular net-work with a raesh-distance of 670 m. The water- 

levels determined by seven gauges around this area for the tidal pe- 

riods from the 29th September until the 3rd October in 196? were 

used as boundary condition. The figure also shows the water-level 

gauges and the boundary points. The depth-distribution of this re- 

gion is very complicated and varies from NN - 16 tn near the boundary 

to NN + 3.5 m in i>ae inner part of this area. The observed water- 

level in the interior points A, B and C is known but not given in 

the computation. 

^•n fi.g_« 3.    a comparison between computed and observed time variation 

of water-level in these three interior points is represented. The 

differences are less than - 8 cm. The agreement during the period of 

extreme shallow-water is a remarkable result of this computation. 

With respect to river tides hydraulic engineers applied the conti- 

nuity equation to compute average velocities in cross-sections of 

the river from gauge records and measurements of fresh-water inflow 

from the upper river. The geometrv of the river must be known. This 

method of cubature was applied to the Elbe Hiver by Klein and others. 

This method represents the only possibility for the verification of 

numerically determined mean velocities. One example of the comparison 

for the interior points A, B, C and D is shown in figj.^]*.   The agree- 

ment seems to be sufficient, if you consider the rather complicated 

horizontal and vertical distribution of velocities. 

It is necessary for further investigations to consider even this 

vertical distribution in connection with the problem of reproduce- 

in a  horizontal and vertical dispersion of suspended matter. In this 

connection I should like to mention a special publication by Sunder- 

mann (1971). 

The reproduction of the water-levels and the vertically integrated 

velocities and the proof of the model's similitude with nature is 

an important supposition for hydrodynamical-numerical investigations 
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COMPUTED  AND  OBSERVED   TIME  VARIATION 
OF WATER  LEVEL  AT THE   THREE  INTERIOR 

POINTS   A. B AND   C. 
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COMPARISON  OF MEAN CROSS SECTIONAL  VELOCITIES 

COMPUTED   BY  THE METHOD   OF  CUBATURE 

HYDRODYNAMICAL- NUMERICAL   COMPUTATION 

Blbe 
NORMALTIDE  1951/1955 

BRUNSBUTTELKQOQ BftOKDORF 

0     I      2     3     4     5     6     7     a     9     10    11    12    13    14    15 SU. 0     1     2      3     I      5     5      7     6     9     10    11    12    13    H    15    16    17    IB Sid. 

Fig.   A 



PHYSICAL PROCESSES 2215 

of horizontal dispersion of suspended material. If this supposition 

is fulfilled, one can try to include the equation of mass-transport 

for example in the form 

S + uS  + vS  - AS   + BS 
x    y    xx    yy 

where   S  is the quantity of suspended material as a product 

of volume and concentration 

A  is the coefficient of horizontal eddy diffusivity 

in x-direction and 

B  the same in y-direction. 

The physical process of horizontal dispersion is a turbulent process 

of transport depending on bottom topography and the motion of water 

in the vertical and horizontal direction. In the case of diffusing 

momentum the horizontal coefficient of diffusivity can be understood 

as an interior horizontal friction,, If the density is equal to one, 

the dimension of these coefficients A and B is m /sec. Investigations 

by Elder and Bovden have shown that the following formula is applica- 

ble; 

A « 5-9 r (h+ £) u 

B = 5.9 r (h+S ) v 

r  is a non-dimensional constant friction parameter, equal to 3.0*10 

and  h+£ the actual waterdepth. 

Before the equation of transport is applied to a hydrodynamical-nume- 

rical model, it is necessary to mention the substantial assumption 

used in the numerical treatment, in order to correctly interpret the 

results obtained. The material - in this connection marked - has uni- 

form quality and is an admixture of water in such a concentration as 

not to essentially change the density. The material remains in sus- 

pension during the dynamical process. Erosion and sedimentation have 

not been considered,, It is assumed that the material is dispersed 

equally from the bottom to the surface. The investigated concentra- 

tions reproduce a mean distribution of the material at the grid - 

points, which are representative for a fixed area in the grid-net. 

A twodimensional model corresponding to the Elbe River in its given 

morphological structurs was used. In addition to the condition at 

the open boundary near Cuxhaven, observed waterlevel and - as a 
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function of time - the time-dependent concentration of suspended 

material is given according to measurements of Nothlich. He speci- 

fies the average auantity of seston during these measurements 

with  28.6 mg/l  dry weight  at  high-water-time 

and  56.^ mg/l  dry weight  at  low-water-time 

at one point within the Elbe Estuary. It was assumed that this 

distribution is valid for the whole cross-section at the mouth of 

the river. 

The computation began at low-water-time, and the tide, averaged over 

the years 1951/55, was used. Because simultaneous measurements are 

unavailable, it was only possible to compare the numerical results 

with measurements from the year 196?. It is well-known that the dis- 

persion  of suspended matter in a tidal river varies with the sea- 

son and depends on meteorological circumstances and the salinity 

stratification of the estuary. As a first approximation it has been 

assumed that the main components of the transport of suspended matter 

during the time of measurements are the same as over the averaged 

tidal cycle. The essential numerical results are presented in fig. 5. 

It shows the distribution of seston conditioned by the dynamical 

processes in the Elbe River between Otterndorf and Stadersand. In 

the upper part the distribution during the time of maximum, and in 

the lower part the distribution during the time of minimum', of seston 

concentration in Cuxhaven is shown. At high-water as well as at low- 

water-time in Cuxhaven a zone of high seston concentration about 

200 mg/l exists near Brunsbiittel. During high-water-time this Kone 

is broader than at low-water-tirae, whilst there is no difference in 

the length of the zone. This turbidity zone is a typical phenomenon 

in the Elbe Hiver and is a result of an interaction between several 

components. Based on the qualitative reproduction of this turbidity 

zone by means of hydrodynamical-numeri cal me thods it can be conclu- 

ded that the main reason for +he situation of this zone is determined 

by the hydrodynamics of the river. In this section the residual cur- 

rents are very small. 

A comparison between computed and measured mean concentration of 

seston in five sections of the Elbe Hiver is shown in fig. 6. It 

must be noted that measurements were made at several places and at 

different tidal phases. The maximum and the minimum of seston at the 
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Fig.  5 
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grid-points, which are situated near the points of observations, 

could be specified. 

Taking into consideration the above-mentioned restrictions, one 

can see a general agreement between measured and computed values. 

On the left hand side of this figure the agreement between compu- 

ted and measured location of the turbidity zone is shown. 

These results suggest various possibilities of application with re- 

gard to the numerical methods, and they constribute to the develop- 

ment of a model, which is suitable for inclusion of other, for ex- 

ample hydrobiological, components. On the other hand it is possible 

to use models of this kind for problems of pollution. As a first 

approximation the location of the turbidity zone in the Elbe River 

can be explained as a consequence of the very small residual currents, 

which one can define as a mean velocity over one tidal period. It also 

means a very long hindrance of waste-water transport in this area. If 

the question arises of how to change this condition, then one has to 

consider many interacting components. It is thus important in certain 

coastal engineering projects not only to change the velocities and 

their directions, but also include into the consideration a varia- 

tion of the residual currents,. 

The next jJLij£ure_%J shows the distribution of residual currents during 

one MQ tide in the North Sea. It may be mentioned that the M_ tide 

introduced at the Dover Straits and on the northern entrance of the 

North Sea as a pure harmonic function of time, produced residin.al 

currents in the interior of the North Sea and accordingly, a circu- 

lation with an unperiodical watertransport. The largest transports 

in the eastern and the northern direction occur in the southern and 

eastern parts of the North Sea. This numerical result corresponds to 

observations. For the inner and deeper parts the above statement is 

sufficient. For coastal regions more information is required, hence, 

this figure should serve as an example only. In coastal areas one needs 

more dotai1ed information about water-level and velocities, and other 

physical processes,. The model shown before in fi <rure 7 is thus not 

sufficient for considering the special physical processes, which 

occur in coastal rep-ions and shallow water. 
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DISTRIBUTION   OF RESIDUAL   CURRENTS 
DURING ONE M2~ TIDE  IN  THE NORTH SEA 

2   3 cm/sec 

Fig.   7 
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In these areas it is necessary to refine the gridnet which is nor- 

mally used in the open sea, A closer meshed network is advantageous 

for a good approximation of the bottom topography and coastal con- 

figuration. The numerical treatment is limited by the capacity of 

computers which are available, and the condition of numerical stabi- 

lity must be taken into account. 

Figure,8 shows a model with a permanent refined network. A special 

technique makes it possible to refine the net in any choosen area. 

This figure gives an example of a section of a refined gridnet in 

the Elbe Estuary. This one third (l/3) refinement can be continued 

until the desired distance of the mesh-size is reached and the ap- 

proximation of islands, sands, depth distribution and coastal con- 

figuration has the necessary accuracy. As a first result of these 

investigations figure 9, shows a refined representation of the 

distribution of residual currents over one tidal period in the 

Elbe Estuary. 

This coastal area model of the German Bight and the Elbe Estuary 

shall be an example and a suggestion for coastal engineers. By 

using such models it is possible to study the influences of coastal 

buildings upon the variations of waterlevels, mean velocities and 

residtial currents. 
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CHAPTER 127 

NUMERICAL MODELING OF CONSTITUENT TRANSPORT IN BAY SYSTEMS 

By R. G. Dean1 and R. B. Taylor2 

ABSTRACT 

This paper describes the results of a numerical modeling study of 
the Lower Biscayne Bay system in southeast Florida. The purpose of the 
study is to predict the effects of cooling water intake and discharge 
associated with the Turkey Point Power Plant facility, which comprises 
two fossil-fueled units and two nuclear units. When completed the system 
will generate 2450 megawatts. One of the original (but since abandoned) 
operating plans considered would require intake by the plant ranging from 
4250 to 10,600 cfs of Bay water for cooling and dilution purposes to be 
returned via a six-mile canal to the Bay system. 

The Lower Biscayne Bay system comprises several bodies of water 
of 6 to 10 ft. depth which are connected over shallow limestone and mud 
sills. The numerical model incorporates an area of approximately 36 by 
12 nautical miles divided into grid squares of 2 nautical miles on each 
side. 

Available field data are used to calibrate the model. The results 
of the calibration and predictions of the effects of the plant withdrawal 
and discharge on the natural bay system flows are presented. 

The primary features of interest of the study include: 1) the effect 
of the plant cooling water requirements on the Bay hydromechanics, including 
recirculation and flows through small inlets connecting the Bay to the 
Ocean; and 2) the concentration distributions of conservative constituents 
in the Bay system as affected by advective and dispersive processes. 
The numerical procedure consists of a non-dispersive and a dispersive 
model which are employed sequentially. 

INTRODUCTION 

This paper presents the background for and some results obtained 
from two numerical calculation procedures to simulate the tidal, wind- 
driven and other induced flows and mixing processes in the Biscayne Bay/ 
Card Sound System in Southeast Florida, see Figure 1. The two calculation 
procedures (or models) are employed sequentially to represent: (1) the 
non-dispersive hydromechanics of the bay system, and (2) the dispersive 
and advective transport of a constituent and the exchange with contiguous 
water systems. 

Professor, Coastal and Oceanographic Engineering Laboratory, University of 
Florida, Gainesville, Florida 32601. 

2Research Assistant, Coastal and Oceanographic Engineering Laboratory, 
University of Florida, Gainesville, Florida 32601. 
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The numerical models described in this report are based on finite 
difference representations of the governing equations of motion and continuity 
and conservation of the constituent. Both dispersive and advective transport 
are included in the constituent transport considerations. 

The non-dispersive numerical model utilizes and extends the tech- 
niques developed by Platzmant1), Miyazakil2), Reid and Bodine(3), and 

numerical model developed bv Ven 
Dean(4) for the Biscayne Bay area 
represents an improvement of the numerical model developed by Verma and 

For the appropriate geometry of the Bay system, the finite difference 
representations of the equations of motion and continuity are 
solved for time-varying forcing functions which can include:(l) ocean tide 
which could be composed of astronomical and barometric components, (2) 
wind shear on the surface of the bay system, (3) runoff along the boundaries 
of the bay, and (4) withdrawal and discharge of water by the Turkey Point 
Plant at any specified locations. The principal difficulty in applying the 
available methods to the Biscayne Bay/Card Sound area is that this area is 
perhaps unique due to the presence of a number of limestone sills, some of 
which are "laced" by numerous channels. When examined in detail, the 
variation of hydraulic "admittance" of these various features with tidal 
stage is quite important in representing the overall hydromechanic response 
of the bay system. The equations associated with the non-dispersive 
numerical model were programmed for solution on a digital computer; the 
results of these computations are Fourier coefficients which represent the 
time-varying water surface displacements and discharge components through- 
out the bay system. This output from the non-dispersive program serves as 
input to the companion dispersive model which predicts the concentrations 
and transport of a constituent introduced into the bay. 

The dispersive model is based on a finite difference formulation of 
the two dimensional equations for conservation of a constituent. The present 
version of the model considers only conservative constituents; however, 
modifications are planned to represent the fate of non-conservative 
constituents by incorporating exchange mechanisms across the upper and/or 
lower surfaces to simulate transfer to the atmosphere and bottom sediments, 
respectively. Of particular interest is the representation of an anisotropic 
dispersion coefficient based on Elder'sw) study of dispersion in an open 
channel. This feature is of importance in areas where there is a strong 
predominance to the current direction. 

The present paper does not present the underlying theory or numerical 
basis in complete detail; for a more complete treatment, the reader is 
referred to References (6) and (7). 

DESCRIPTION OF PHYSICAL SYSTEM 

The numerical model incorporates an area of approximately 36 by 12 
nautical miles, and extends from the Rickenbacker Causeway (northern limit ) 
to the southern limit of the model, which is located near the causeway 
between Barnes Sound and Blackwater Sound, see Figure 1. The model 
extends from the western boundary of the Biscayne Bay/Card Sound system to an 
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eastern limit which is approximately 2 miles into the Atlantic Ocean. 

The Biscayne Bay system comprises several water bodies which are 
connected via shallow sills. The primary flow into the Biscayne Bay/Card 
Sound System occurs through the "Safety Valve" region located at the north- 
eastern limits of Lower Biscayne Bay. This entrance to the bay is approx- 
imately 9 nautical miles in length, and is characterized as a shallow lime- 
stone sill approximately 1/2 to 2 nautical miles in breadth, and at mean 
low water is 1 to 3 ft. in depth. The sill is interlaced by approximately 
20 channels which, at mean low water, range up to 15 ft. in depth. The 
other inlets which are responsible for the major part of the remaining 
flow in and out of the bay system include Bear Cut which communicates with 
the Atlantic Ocean at the northeast corner of the bay system, the bridge 
in the Rickenbacker Causeway which communicates with lower Biscayne Bay 
to the north, and several inlet systems connecting Lower Biscayne Bay and 
Card Sound to the Atlantic Ocean. These inlets include Caesar Creek, 
which is located in lower Biscayne Bay between Elliott Key and Old Rhodes 
Key and transports water in and out of the Bay at this point. At the 
northern end of Card Sound, there is a series of channels which connect 
Card Sound to the Atlantic Ocean. These channels are fairly numerous, 
however, the major channels are Broad Creek and Angelfish Creek. 

At the southern limit of Barnes Sound, Jewfish Creek connects Barnes 
Sound with Blackwater Sound, however, this is a relatively small channel and 
probably does not affect the region of interest significantly. 

The bay system interior may be characterized as a number of shallow 
basins separated by much shallower limestone sills and mud banks, which 
affect the hydraulics considerably. Starting at the north end'of the bay 
system, the average mean low water (MLW) depths are on the order of 7 ft. 
from the Rickenbacker Causeway for a distance of approximately 14 nautical 
miles to the south where a shallow sill "Feather-Bed Bank" is located. 
This sill varies considerably in depth, ranging from a mean low water 
depth of 6 ft. to areas where the sill is exposed; an average depth is on 
the order of 2 to 3 ft. mean low water. Continuing south from the Feather- 
Bed Bank a distance of approximately 9 nautical miles, a second limestone 
sill, "Cutter Bank" is located; this sill separates lower Biscayne Bay 
from Card Sound. There is also a lateral decrease in the width of the Bay; 
at this point the width is approximately 3 nautical miles. The depth at 
Cutter Bank ranges from about 1 to 3 ft. at mean low water. Card Sound is 
approximately 10 ft. in depth at mean low water and is partially isolated 
from Little Card Sound by "Card Bank" which is a mud sill of approximately 
1 to 3 ft. mean low water depth. Little Card Sound is a small basin which 
is approximately 8 ft. in depth and is separated from Barnes Sound to the 
south by a lateral and vertical restriction. The Card Sound bridge and 
associated causeway result in a clear opening between Card Sound and Barnes 
Sound of about 2000 ft. The natural sill depth at this location is approx- 
imately 3 ft. Barnes Sound has a mean low water depth of 9 ft., and its 
connection with Blackwater Sound to the south is quite restricted, and occurs 
through Jewfish Creek. For the purpose of the numerical model described 
in this study, it is assumed that Barnes Sound and Blackwater Sound are 
completely isolated from each other. 
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The major physical characteristics of the Biscayne Bay/Card Sound system are 
shown in Figure 1. 

THEORY AND FINITE-DIFFERENCE REPRESENTATIONS 

Because of space limitations, the remaining portion of this paper 
will emphasize the results obtained from application of the numerical models. 
In this section, the basis for the theory and finite-difference representations 
is described briefly, however the reader interested in the details should 
refer to References (6) and (7). 

Non-Dispersive Model - The governing equations for the non-dispersive 
model are the differential equations of motion and continuity. As in a 
number of previous studies, it is assumed that the water column is well- 
mixed, the vertical accelerations are negligible, and the convective acceler- 
ations are relatively small. This allows the equations of motion to be 
integrated over depth and to be expressed in terms of the transport components 
qx and qy and the total instantaneous depth. The bottom and surface 
stresses are retained in the equations of motion, however the lateral stresses 
on the water column are considered negligible. Anomalous features such as 
the shallow sills and inlets to the bay are represented in the form of 
stress terms, the characteristics of which were determined by calibration. 
The continuity equation is also integrated over depth to obtain 
the usual expression for the rate of change of water surface elevation in 
terms of the divergence of water transport. 

The vertically-integrated equations of motion and continuity were 
cast in finite-difference forms, such that the time-marching solution was 
based on an explicit time- and space-staggered procedure, with quasi- 
linearization of the bottom and anomalous features stress terms. 

Dispersive Model - The dispersive model is based on the differential 
equation for conservation of a constituent, c, including constituent transport 
due to advection and dispersion. The assumption is made that the water 
column is well-mixed, allowing the governing equation to be integrated over 
depth. Special features of the method employed in this model include 
the procedure of representing advective transport and the incorporation of 
anisotropic turbulent dispersion coefficients, in accordance with the results 
of Elder(5) and Bowden(8) and limited dye studies in the Bay system of 
interest. 

RESULTS 

The results obtained from the numerical  calculation procedures are 
discussed separately under non-dispersive and dispersive sub-categories. 
However,  it should be noted that the dispersive results include water level 
and transport results from the non-dispersive calculations. 

Non-Dispersive Results 

Three separate sets of computations were carried out using the non- 
dispersive model  to demonstrate its present capabilities and to gain some 
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insight into future extensions of the model. 

Run No. 1 - Two Nautical Mile Grid .Calibration with Schneider's Results, No 
Wind, No Plant Discharge '  ' ' 

The first set of calculations was carried out to calibrate the model and 
to assess the confidence that could be placed in the use of the model. The 
grid employed was the 2-mile grid portrayed in Figure 2. The most complete 
data available for calibration were those collected by J. J. Schneider(9 I in 
1968, who monitored tidal elevations and set-up in the Biscayne Bay systems 
at nine locations (Figure 1). In order to calibrate and assess the model, 
a mean ocean tide of 2.44 ft. range was applied along the seaward grid of the 
schematized model. This corresponds to the grid line i = 6 as shown in 
Figure 2. The ocean tide input to the model was a sinusoid having the form 

n 1.22 sin (?•" 

in which t is the time in seconds. 

In the calculations, which represent a "run" of the numerical model, 
a time step At = 220 sec. was employed. At each time step, the output of the 
numerical model includes tidal elevations at each of the centerpoints of the 
grids shown in Figure 2, and also the output includes the transport components 
(i.e. product of velocity component with total depth) normal to and located 
at the center of each of the grid lines shown in Figure 2. Figures 3, 4, 5 
and 6 present a comparison of the calculations resulting from the numerical 
model. 

Figure 3 presents a comparison of the measured and calculated tidal 
ranges at the locations of Schneider's tide gage stations. It was found that 
it was possible to calibrate the model by adjusting the hydraulic character- 
istics of the inlets and sills in the system so as to obtain agreement 
generally within 5%. 

Figures 4 and 5 present comparisons between computed and measured 
time lags of the tide for high and low water respectively at Schneider's 
tide gage stations. Lags shown are with respect to the ocean tide measured 
at Government Cut. Agreement was generally obtained within ;+ 20 minutes 
except at Station 9. 

One interesting phenomenon predicted by the model is the "tidal set-up" 
in the bay that results from the loss of tidal energy and reflection of tides 
within the bay. This tidal set-up is manifested as a mean tide elevation 
above the mean ocean level; this set-up increases toward the lower end of the 
Bay system. Figure 6 presents a comparison of the measured and computed 
half-tide planes which represent the set-up. Although the agreement may 
seem less than desirable, the following should be noted: (1) the magnitude 
of the quantities are small (maximum of approximately 3") and, (2) the 
leveling may be questionable. With regard to the latter point, Schneider 
has concluded the leveling of Tide Gage Location 8 to be in error and has 
arbitrarily adjusted this level by 0.2' which is almost as great as the 
maximum set-up. 
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Figure 7 presents isolines of tidal range. The effect of the lime- 
stone sills in decreasing the tidal range is very evident from the steep 
tidal range gradient at these locations. The tidal ranges measured by 
Schneider at Stations 2-9 are also shown on this figure. 

A comparison of mean tidal exchange volumes for Card Sound and the 
Ocean was made between the results of this model and those of earlier models 
by Verma and Dean(4), and TaylorUO). The tidal exchange volume was selected 
as a representative measure of comparison between the various models because 
the exchange volume represents the total tidal flow through the inlet 
system over one-half of a tidal cycle and is therefore a better means of 
comparing the results of the models than is the peak flow rate which can 
vary considerably with the channel geometry for a given cross-sectional 
area. 

Since the flow rate through an inlet and thus the exchange volume of 
the bay are roughly proportional to the square root of the amplitude of the 
ocean tide, the results of Verma and Dean, and Taylor models were adjusted so 
as to be representative of an ocean tidal range of 2.44 ft., the value used 
to calibrate the present model. 

The comparable tidal exchange volumes of the three models for a tidal 
range of 2.44 ft. are as follows: 

Present Model - 0.59 x 109 ft.3 

Verma and Dean - 0.79 x 109 ft.3 

Taylor      - 0.93 x 109 ft.3 

It is believed that the actual value of the tidal exchange volume lies 
somewhere between 0.6 x 109 and 0.8 x 109 ft.3 which would indicate that the 
results from the previous models are high while the results of this model are 
slightly low. Support for this is given by O'Brien's relationship(ll) between 
the cross-sectional area of the inlet at its most narrow  section and the tidal 
prism of the bay. Using three inlets having mean water level cross-sectional 
areas of 2870, 9200, and 8180 ft.2 to represent Old Rhodes Channel, Broad 
Creek and Angelfish Creek, respectively, O'Brien's method yields a tidal 
exchange volume of 0.74 x 109 ft.3 for a tidal range of 2.44 ft. 

Maximum discharge values computed at all grid lines in the Bay system 
indicate a reduction in magnitude of the peak transports in the southern 
portion of the system and a predominance of the longshore components in the 
Card Sound Basin. 

Run No. 2 - Plant Discharge of 4250 cfs, No Wind, Mean Flow Distribution 

Computations were carried out to demonstrate the capability of the 
model to predict:(1) the effect of a plant discharge of 4250 cfs, (2) 
the source of the water flowing into the plant, and (3) the disposition 
of the discharged water. Streamlines are calculated, based on the mean 
transport components; the streamlines represent the approximate mean flow 
paths of the water particles. The results are shown in Figure 8 and 
represent streamlines based on the discharge averaged over a full tidal cycle 
for zero wind and zero rainfall conditions. 



CONSTITUENT TRANSPORT 2237 

KEY    BISCAYNE 

SCHNEIDER S   STATIONS[: 
AND    TIDAL  RANGES 

(SEE   FIG   I) 

LEGEND 

I FLOW 
BARRIER 

| FLOW 
£ RESTRICTION 

-ELLIOTT   KEY 

—CAESER CREEK 

— BROAD CREEK 

—AN6ELFISH CREEK 

— KEY LARGO 

FIGURE    7    ISOLINES     OF    COMPUTED     BAY    TIDAL    RANGE 

FOR     AN      OCEAN    TIDAL    RANGE     OF     2.44  ft. ; 

COMPARISON    WITH    SCHNEIDER'S     DATA. 



2238 COASTAL ENGINEERING 

3 « 
u. sc 

WWWVM 

<    S 

a g 

s   3 * 



CONSTITUENT TRANSPORT 2239 

From the mean discharge values, it is possible to determine a "dividing 
streamline" outside of which all water discharge from the Canal terminus at 
Card Sound is not redrawn into the Plant and inside of which all water is 
recirculated into the Plant. It is noted that approximately 50% of the water 
discharged into Card Sound flows from Card Sound to the Atlantic Ocean 
primarily via Broad and Angelfish Creeks. The remaining 50% is recirculated. 
To replace the 50% of the Plant flow out of the system, this same amount 
enters Biscayne Bay, primarily from the "Safety Valve Region", located at the 
north extremity of lower Biscayne Bay. These results do not reflect the 
effect of mixing of the Bay water which is treated by the dispersive model. 

Run No. 3 - A Steady South-Southwest Mind of 15 Knots 

In order to demonstrate the capability of the model in representing 
forcing functions in addition to the tides, Run No. 3 included the same tide 
and Plant discharges as Run No. 2, however, a steady wind of 15 knots along 
the axis of the Bay system was included. Resulting mean streamlines were 
then computed in a manner identical to that described above for Run No. 2. 
The associated wind stress applied to the Bay surface was 0.001 lb/ft.2. The 
major effect of the wind stress resulting from the applied wind is to depress 
the mean water levels in the southern portions of the Bay and to cause 
"new ocean water" to be drawn in through Angelfish, Broad, and Caesar Creeks, 
and to circulate toward the north and for a net amount of water to be displaced 
out through the Safety Valve region. The change in mean water level due to 
the wind is shown in Figure 9 . It is noted that the maximum change of 
-0.5 ft. occurs in the Barnes Sound area. 

Figure 10 shows the effect of the south-southwest wind on the mean 
discharges within Card Sound. Comparison of Figures 8 and 10 shows that 
without mixing, the plant mass recirculation has increased from 50 to 100% 
as a result of the wind. 

Dispersive Results 

Two runs will be presented which employ  the companion non-dispersive 
and dispersive models. 

Run No. 1 - Two Nautical Mile Grid,Calibration with Continuous Plant Discharge 
of 4250 cfs, No Wind ~ ~~ 

The first set of computations was carried out to: (1) calibrate the 
dispersive model for net exchange with the ocean, (2) illustrate the capabilities 
of the model for conditions in which the tides represent the only forces, and 
(3) to examine the required length of model run to achieve near-equilibrium 
conditions. 

Computed water surface elevations and volumetric flow rates for each 
grid square as a function of time were obtained from the calibrated non- 
dispersive model using an ocean tidal amplitude of a = 1.22 ft., zero wind 
stress (no wind), and a plant discharge of 4250 cfs. These data were then 
introduced into the dispersive model which used the same grid scheme as the 
non-dispersive model (Figure 2). The power plant effluent or constituent was 
considered to have a volumetric concentration level of 1.0 as it entered 
Card Sound. In order to evaluate the time required to achieve near-equilibrium 
conditions in the Card Sound Basin, a prototype running time of 333 hours 
(approximately 14 days) was conducted. 
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For each "run", or set of calculations performed by the model, a time 
step of At = 5000 sec. was used. This is considerably larger than the value of 
At = 220 sec. utilized in the non-dispersive model, but is acceptable due to 
the more stable nature of the dispersive computation procedure. On the 
other hand, it will be seen that the dispersive mechanisms approach steady 
state much more slowly. At each time step, the output of the model 
includes tidal elevation and constituent concentration levels relative to the 
discharge point at each of the center points of the grid. Also calculated 
are velocities and total transport components of the constituent/bay water 
mixture normal to and located at the center of each of the grid lines shown 
in Figure 2. 

To calibrate the model, values of constituent concentration levels in 
the ocean grid squares located in the extreme right column and'adjacent to 
Caesar, Broad, and Angelfish Creeks, (6,6), (6,7) and (6,8) were adjusted 
to achieve the desired degree of mixing between the bay system and the ocean. 
Based upon limited field data obtained by the Coastal and Oceanographic Engineering 
Department of the University of Florida using rhodamine dye injection in 
Broad Creek, the ratio of the mean constituent concentration on the flood 
tide to the mean constituent concentration in the preceding ebb tide is approx- 
imately, 

^F •±-    ~-  0.6 
CE 

The resulting average obtained for use in the model was 

C„ 
0.55 

which states that during each tidal cycle, there is a 45% renewal of Card 
Sound water transported to sea on the ebb tide with ocean water. A more 
detailed description of the procedure is given in Reference (7). Field work 
is presently in progress to obtain additional data regarding the exchange 
coefficients associated with the inlets in the lower Biscayne Bay system. 

The transport of power plant effluent to and from Card Sound and its 
contiguous bodies of water for time ranging from 312 to 330 hours for this 
example is illustrated by the solid curves in Figures 11, 12 and 13. The 
results obtained from these curves are summarized in Table I. 

An inspection of Table I shows that with no wind, Biscayne Bay and the 
Atlantic Ocean receive nearly equal amounts of constituent, each being greater 
than the amount received by Barnes Sound. However, these data also show that 
at a time of 320 hours, there is still a net flow into Barnes Sound which implies 
that equilibrium has not been attained. This is to be expected since Barnes 
Sound is essentially a closed end basin, its equilibrium concentration levels 
should be the same as those at the lower end of Card Sound. Moreover, the 
weak tidal exchange between these two basins suggests that equilibrium values 
in Barnes Sound will be approached slowly. 
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TABLE I 

NET EXCHANGE VOLUMES OF CONSTITUENT BETWEEN CARD SOUND 
AND CONTIGUOUS BODIES OF WATER FOR CONTINUOUS 

PLANT DISCHARGE = 4250 cfs AND ZERO WIND CONDITIONS 
(T = 311 hrs. to T = 330 hrs.) 

Contiguous Body of Water Net Exchange Volume 
of Constituent (ft3/ 
tidal cycle) 

Per Cent Constituent 
Returned with Tide to 
Card Sound 

Atlantic Ocean 

Lower Biscayne Bay 

Barnes Sound 

9.48 x 107 

9.48 x 107 

2.29 x 107 

55% 

62% 

74% 

It should also be noted from Table I that the total net volume of 
constituent transported out of Card Sound to contiguous bodies of water during 
one tidal cycle exceeds by approximately 10%  the volume of constituent discharges 
into Card Sound from the power plant during the same period. Realistically 
this cannot be true since the concentration levels in Card Sound during this 
period are still increasing. A more precise estimate of an 8% error was 
obtained using a At = 1000 sec. and running the model for the same wind, tide 
and plant operational conditions. The computed total constituent flux 
between Card Sound and all contiguous bodies of water is shown in Figure 14. 
Further investigations have indicated that the improper mass balance of constituent 
in Card Sound is the result of the technique employed to numerically represent 
the advective terms in the dispersion equation. The magnitude of this error 
is approximately 10 per cent. 

The distribution of the power plant effluent as predicted by the calibrated 
dispersive model is illustrated in Figures 15 and 16 for times t = 322 hours. 
The curves in these figures represent approximate isolines of effluent concentration 
with values given in parts power plant effluent per 1000 parts bay water. 
The effects of tidal phase on the distribution of the plant effluent are 
evident by a comparison of these two figures. 

Most of the results presented correspond to problem run times covering 
the twenty-sixth cycle (approximately 311 to 323 hours) after the initiation 
of the run, i.e. commencement of the plant discharge. To establish how 
near the constituent concentration values were to equilibrium and the time at 
which equilibrium conditions could be expected to be reached, computed maximum 
constituent concentration levels at two locations in Card Sound, as they 
occurred during each tidal cycle, were plotted versus time (Figure 17). 
As indicated by the curve shown in Figure 17 for grid location (3,7), the 



2244 COASTAL ENGINEERING 

FIGURE   14     TOTAL   EXCHANGE   OF   CONSTITUENT   BETWEEN    CARD   SOUND 

AND   ALL   CONTIGUOUS    BODIES   OF   WATER    (USING   MODEL 

At = 1000   SECONDS) 
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concentration at time T = 330 hours has reached approximately 88% of its 
extrapolated equilibrium value of 0.55 which is expected to occur 38 days after 
the commencement of discharge. Similarly, the concentration at grid location 
(4,6), which corresponds to the region in Card Sound directly east of the 
discharge canal, for time T = 330 hours has reached approximately 82% of 
its extrapolated equilibrium value of 0.435. The corresponding equilibrium 
time for this location is 40 days. 

It is evident that the equilibrium time for a particular location in the 
absence of wind and other climatological variables is dependent upon: (1) 
the position of the location relative to the discharge point, (2) the presence 
of predominant currents, and (3) the amount of communication between a basin 
and adjoining bodies of water. Using these criteria it would be expected 
that the Card Sound Basin would reach equilibrium concentration levels first 
along the western half followed closely by the seaward half. Biscayne Bay 
and Barnes Sound would of course lag Card Sound. Equilibrium conditions in 
Barnes Sound, as noted earlier, would be approached very slowly due to the 
basin's closed nature and the small tides and therefore weak exchange with 
Card Sound. 

Constituent concentration levels existing at the plant intake during 
the twenty-sixth tidal cycle varied between 28 and 35 per cent, depending on the 
phase of the tide. If it is assumed that these values are approximately 85 
per cent of their equilibrium values (based on the previous discussion) then 
ultimately a range of 33 to 41 per cent mass recirculation could be expected. 

Run No. 2 - Continuous Plant Discharge of 4250 cfs, Steady South-East Wind 
of 15 Knots 

To demonstrate the capability of the dispersive model to describe the 
effects of varying forcing functions other than the tides, a steady south- 
east wind of 15 knots was introduced while the other parameters (ocean tide, 
plant discharge) remained the same. A wind stress of 0.001 lb/ft2 was 
applied and surface elevations and volumetric flow rates per unit flow width 
were computed using the non-dispersive model for each grid element as before. 
These data were then used as input to the dispersive model which in turn 
computed the resulting constituent concentration levels, and total transport 
components of the constituent/bay water mixture as described for Run No. 1. 

Due to space limitations, the results of Run No. 2 will be summarized 
briefly. By comparison of the results of Run Nos. 1 and 2, it was found 
that the effect of the wind: (1) causes significantly increased mixing of the 
water from Card Sound with that of the Atlantic Ocean and Lower Biscayne Bay, 
(2) increases the transport of constituent from Card Sound to Lower Biscayne 
Bay while inhibiting the movement of constituent eastward across Card Sound, 
and (3) increases slightly the recirculation of the discharged water to the 
plant intake (from 27-33% for no wind to 28-35% with wind). 

SUMMARY 

Two numerical models have been developed to represent the non-dispersive 
and dispersive hydromechanics of a bay system as influenced by tides, winds, 
runoff and any discharges into the bay system.    These models have been applied 
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to the Biscayne Bay/Card Sound System and several examples presented illustrating 
the application of the model to calculating the behavior of the natural system 
and the influence of the discharge and withdrawal of water by the Turkey 
Point, Florida power plant. In particular, the mean flow field and the 
concentration distribution of a conservative constituent has been investigated. 
The numerical models provide satisfactory agreement with the limited available 
field data. 
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CHAPTER 128 

A NUMERICAL MODEL FOR THE HYDROMECHANICS OP LAGOONS 

J. van de KREEKE1 

ABSTRACT 

A numerical model is presented to describe the hydromechanics of lagoons 
connected to the ocean by relatively narrow inlets.  Because special atten- 
tion is given to the flushing, all second order terms in the hydrodynamic 
equations are retained.  The study is restricted to lagoons with a one- 
dimensional flow pattern and water of uniform density.  In designing a 
numerical solution to the equations, the inlet equations are regarded as 
implicit boundary conditions to the equations describing the flow in the 
lagoon proper.  The advantages of this approach are: (1) the size of the 
computational grid in the lagoon can be chosen independently of the relatively 
small dimensions of the inlets and (2) the flow at branching inlets (an inlet 
connecting a lagoon to the ocean such that branching of the inlet flow can 
occur) still can be described by a one-dimensional tidal model. 

The predictive capability of the numerical model is confirmed by 
favorable comparison between measured and computed particle paths and net 
transport for a series of laboratory experiments.  In the experiments 
a canal of uniform width and depth is freely connected to a tidal basin at 
one end and at the other end is connected to the same basin by a submerged 
weir. 

INTRODUCTION 

The computational model presented in this paper is designed to simulate 
the tidal motion in the inland coastal waters found along the Florida Atlantic 
coast and the Gulf of Mexico coast. Many of these waters, from now on 
designated as lagoons, are characterized by (1) an elongated shape, (2) narrow 
inlets connecting the actual lagoon to the ocean and (3) fairly large tidal 
amplitude to depth ratios.  The elongated shape of the lagoons permits the 
use of the one-dimensional tidal equations.  Because of (3), the non-linear 
terms in the equations are retained.  Also, these terms must be accounted for 
to correctly reproduce the tide-induced flushing. 

The numerical scheme for the lagoon proper is based on an explicit 
difference scheme described by Reid and Bodine [3].  The inlets are 
incorporated in the model using Dronkers [2] work on river junctions and 
the computational scheme presented by Balloffet [l].  The performance of the 
numerical model is evaluated by comparing computed and measured results for 
a series of laboratory experiments. 

Assistant Professor, Division of Ocean Engineering, Rosenstiel 
School of Marine and Atmospheric Science, University of Miami 
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NUMERICAL MODEL 

Equations 

The equations used to describe the flow in the lagoon are the equation 
of continuity 

M + 55 = M 
&t  bx (1) 

in which T| = water surface elevation, q = discharge per unit width M = storage, 
t = time coordinate, x = space coordinate, and the equation of motion 

5t  h 6x 6x    (h + T|) (2) 

in which h = mean depth, g - gravitational acceleration, F -  resistance co- 
efficient.  For the inlets, because of the complexity of the flow (contraction, 
lateral stresses), recourse is taken to a semi-empirical representation 

Q-±(Mr»r)*[i + |^p-> ]* \/K>" V'      (3) 

- sign for f\j£  T]o 

+ sign for %£ 7]o 

in which Q = total discharge, P = wetted perimeter of inlet cross section 
measured at mean ocean level,R = hydraulic radius for the inlet cross section 
measured at mean ocean level, L = length of inlet, B = width of inlet, T| - 
ocean tide T|i = lagoon tide, m = coefficient which accounts for entrance losses 
and the non-uniform velocity distribution. 

Numerical Scheme 

The numerical scheme for the lagoon is space and time staggered. Water 
levels are computed at n.At and discharges at  (n + l/2)At.  The water levels 
apply at the center of the grid blocks and the discharges are computed at 
the gridlines; see Figure 1. The mean depth h and the lateral inflow or 
rainfall are given at the time level and location of Tj.  The basic recurrence 
equations for the one-dimensional tidal equations are 

q,(i) = Sa^iy Cq(i) + iff (D(i) + "(i-^oia-i) - Tid))]    (4) 

1t'(i) = TRi) + H (q'd) - q'(i+D) + M(i)At        (5) 
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FIGURE 1.  LOCATION OF VARIABLES IN THE NUMERICAL GRID 

FIGURE 3.  FUNCTIONS REPRESENTED BY EQUATIONS (6) AND (7) 
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in which 

D(i) = 71(1) + h(i) 

G(i.D = i +  4F At Jq(i?l     + ^ (S(i-H) - q(i-l)) 
(D(i) + D(i-l))2 Ax  (h(i) + h(i-l) 

Primed symbols denote values of the variables at time step At later. 
Equations (4) and (5) are based respectively upon the differential 
Equations (2) and (1),  The differential quotients in these equations 
are replaced by difference quotients using central differences.  The 
difference quotients for Equation (1) are centered about (n+ l/2)At 
and the location of T|.  The difference quotients for Equation (2) are 
centered about time level n.At and are centered in space about the 
location of q.  Starting from the initial conditions all the q's are 
computed for the next time level by means of Equation (4), then the 
T]'s are computed using Equation (5).  It is noted that because of the 
convective acceleration, the recurrence formula (4) includes values as 
far apart as 2 space steps; see expression for G(i-l).  This leads to 
difficulties when the boundary conditions at  open boundaries are given 
as water levels.  In that case, the convective acceleration is taken off 
center for the grids adjacent to those boundaries.  After some algebraic 
manipulation, the following result is obtained. 

Q = + DD \J\   1). - H0| ' 

+ sign for H. > 11 (6) 

- sign for T\.  < T\ 

in which 

Q'(i+1) + Q(i+l) 
2 

I     2 11 + T], 
-2&  (5 + I _^_1 , 3/2 
2FL + mR P 

In the computational procedure the inlet equation, Equation (3), may 
be regarded as an implicit boundary condition for the flow in the lagoon. 
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The way in which this boundary condition is incorporated in the numerical 
scheme depends on the inlet configuration.  The following two cases are 
considered: 

- An inlet connecting a lagoon to the ocean such that no branching 
of the inlet flow occurs; see Figure 2A. 

- An inlet connecting a lagoon to the ocean such that branching 
of the inlet flow can occur; see Figure 2B . 

Consider the "nonbranching inlet"; see Figure 2A.  The total discharge Q 
rather than the discharge per unit width, q, is used as a dependent variable. 
An auxiliary water level T^ is introduced which is computed at the same time 
level as the water levels in the lagoon.  Starting from the initial condi- 
tions, all the discharges in the lagoon except Q(i + 1) can be computed 
using the procedure described before.  The value of Q(i + 1) is then 
computed as follows.  Q(i + 1) is related to the known ocean level Tj0 and 
the auxiliary level Tl^ by means of the inlet equation.  A second equation 
relating Q(i + 1) and 111 is found by applying the dynamic equation, Equation 
(2), between the discharge stations Q(i + 1) and Q(i).  Note that when 
computing the flow in the lagoon, the dynamic equation is applied between 
two water level stations. The difference form of the dynamic equation 
applied between Q(i + 1) and Q(i) yields 

Q = AA(71. - T] ) + BB + AA T] ,_. 
l   o o {f) 

Q = Q'd + 1) + Q(i + 1) 
2 

AA 

BB 

-g D(i) Bl At 
GAx 

tQ(i+l)+Q(i) -Q'(i) . G + " B1 »W  At 

[H(i) + 11(1-1)]} /2G + Q(1^i;) 

r  - , , FAtlQ(l+l) + Q(i) |   2At[Q(l+l) - Q(j) ] 

2D(i)2Bl Axh(1)B1 

In determining the difference form, the terms in both the inlet and dynamic 
equation are centered about n . At. 

The general shapes of the curves Q = f(T|. - r{\  ) represented by the 
Equations (6) and (7) are indicated in Figure 3.   Equation (7) represents 
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a straight line. The slope of this line, AA, is for most practical cases 
negative. Therefore, the sign of (BB + AAT) ), which is a known quantity, 
determines the sign of (T]. - T] ) which in turn determines the sign to be used 
in Equation (6) .  Eliminating %T\.   - 1] ) between Equations (6) and (7) yields 

AA 
4 —r (AAT] + BB) 
DD2 

AA 

w2 

for (BB + AAT] ) > 0 

and 

for (BB + AAT] ) < 0. 

1 - \ / 1 + 4 ^-   (AAT) + BB) 
DD     ° 
AA (9) 

DD2 

Note that only the first order terms in (T^ - T]0) are eliminated because 
second order terms are still present in the factor DD.  Equations (8) and 
(9) therefore may be regarded as being quasi-linear, which suggests finding 
a solution by means of a perturbation method.  First the value of (T^ - H0) 
in DD is taken equal to the value at the previous time step,  The value of 
Q can then be found from Equation (8) or (9) depending on the sign of 
(BB + AAT10) .  Knowing Q, the value of (% - Tl0) is determined from either 
Equations(6)or (7).  This value of (\  - T]) is substituted in DD.  The 
Procedure then is repeated until the difference between the computed and 
previously computed value of Q is within certain limits. 

The numerical scheme for the "branching inlet" (see Figure 2B) involves 
four unknowns Q'(i+1), Q'(i+2), Q'(i+2), Q'^ and T\s   as compared to only two, 
Q(i+1) and Tli, for the "nonbranching inlet". The four unknowns are related 
by the following four equations 

- the inlet equation which takes the form of Equation (6) 
Q\ + Q. 

with Q=—^_—i 

- the dynamic equation applied between the locations of Q(i) 
and Q(i+1) ; this equation takes the form of Equation (7). 

- the dynamic equation applied between the locations of Q(i+2) 
and Q(i+3) ; this equation takes the form of Equation (7) with 
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Q(i) replaced by Q(i+3) , Q(i+1) replaced by Q(i+2) , T|Ci> re- 
placed by T](i+2), 11(1-1) replaced by T](l+3) , h(i) replaced by 
h(i+2), Ax replaced by -Ax, and Bl replaced by B2. 

the continuity condition which, when assuming that the water 
level in the hatched area is the same everywhere, takes the 
form 

Q(i+1) = Q. + Q(i+2) 

Elimination of Q(i+1) and Q(i+2) between the two dynamic equations and the 
continuity equation yields a relation between Q. and T], similar to Equation 
(7) .  This equation together with the inlet equation tn"en can be solved 
following the procedure described before. 

Finally, it is noted that in one-dimensional flow computations, it is 
often necessary to divide the lagoon into parts with different widths; 
see Figure 2C.  The flow at the boundary of two such parts may be computed 
following a procedure similar to the one applied to the "nonbranching 
inlet", replacing the inlet equation by a second dynamic equation between 
the locations of Q(i+1) and Q(i+2). 

COMPARISON WITH LABORATORY EXPERIMENTS 

To evaluate the capability of the computational model, to predict the 
water motion in lagoons, computed and measured float paths were compared 
for a series of laboratory experiments.  A straight canal of uniform depth 
and width simulating a lagoon, was constructed in a tidal basin; see Figure 
4.  The canal was open at one end and at the other end provided with a sub- 
merged sharp crested weir.  The average water depths used in the experiments 
were 5 cm and 6.5 cm, the wave amplitudes varied between 0.7 cm and 1.2 cm 
and the wave periods varied between 70 sec and 120 sec. Maximum velocities 
in the experiments varied between 3 cm/sec and 5 cm/sec, depending on water 
depth, amplitude and period.  Reynolds' numbers (Re - ~&   were larger than 
800 (the limit for fully turbulent flow) 60% - 80% of the time (the exact 
percentage depending on depth, period and amplitude). 

The floats used in the experiments were cylindrical and had a diameter 
of approximately 0.5 cm, the top was given a conical shape to minimize 
effects of surface tension.  The length of the floats was chosen as large 
as possible to arrive at an average over depth particle path, but short 
enough that the float did not contact the bottom.  Floats were released 
one at a time either in the middle of the lagoon or 5 cm from the side 
walls.  Positions of the float were marked at each slack tide for a period 
of at least five tidal cycles. 

Typical examples of measured and computed float paths are presented 
in Figure 5.  In the computations the flow over the weir was described by 
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FIGURE 5. MEASURED AND COMPUTED FLOAT POSITIONS 
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an equation similar to Equation (3) 

qw=±,±hw    \/^i\ " \l ' (10) 

H-  sign for Ti. > 1] 
i ~~ o 

sign for 7] > 11. 

In Equation (10) 

q  = discharge per unit width over the weir 

u^_ = weir coefficient 

h  = total depth over weir 
w 

T\      = water level in tidal basin 
o 

Tj,  = water level in canal 

For all the experiments the net discharge q was determined from the 
measured particle path using an empirical method described by van de 
Kreeke [4] and compared with the computed net discharge.  The results 
are presented in Figure 6. 

SUMMARY AND CONCLUSIONS 

The numerical model presented in this paper is especially designed 
for lagoons connected to the ocean by relatively narrow inlets and 
for which the flow field can be described by the one-dimensional 
tidal equations.  The flow in the inlets is described by a semi- 
empirical relation.  In the equations all non-linear terms are 
retained in order to correctly reproduce such phenomenon as tide- 
induced mass transport and variations in mean level along the 
longitudinal axis of the lagoon. 

- The tidal equations are solved using an explicit difference scheme. 
In the computational model the inlet equations are regarded as im- 
plicit boundary conditions to the tidal equations.  The advantages 
of this approach are: (1) the size of the computational grid in the 
lagoon can be chosen independently of the relatively small dimensions 
of the inlets and (2) the flow at branching inlets (an inlet connect- 
ing a lagoon to the ocean such that branching of the inlet flow can 
occur)  still can be described by a one-dimensional model. 

- The predictive capability of the model is confirmed by favorable 
comparison between measured and computed float paths and net dis- 
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charges  for a   series  of  laboratory experiments.    For  the 
experiments   the  relative magnitude  of   the different  terms 
in the  equations  differs   substantially  from those  found  under 
prototype  conditions.     Therefore additional  corroboration of 
the  computational model at  the prototype   level   is  recommended. 
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CHAPTER 129 

A NUMERICAL MODEL OF ESTUARINE POLLUTANT TRANSPORT 

by 

Hugo B. Fischer 
Associate Professor of Civil Engineering 

University of California 
Berkeley, California 

I. INTRODUCTION 

Pollutant transport studies in estuaries may be divided into two 
general types:  firstly, those where a new pollutant will be discharged 
into an existing estuary; and secondly, those where the estuarine geom- 
try will be changed permanently, The first type of problem is analyzed 
more easily because distributions of existing natural or artificial 
tracers can be used to determine rates of transport and diffusion. For 
this type of problem one-dimensional or time-averaged two-dimensional 
models, employing apparent diffusivities evaluated from existing trac- 
ers, are often satisfactory. When permanent changes in the system are 
envisaged, however, it is likely that the bulk or apparent diffusivi- 
ties of space and time-averaged models will be changed in unpredicatable 
ways. Hence to determine what will be the effect of dredging a new 
channel in an estuary, or permanently changing the distribution of 
fresh water inflow, more sophisticated models must include the under- 
lying mechanisms of pollutant transport and diffusion. The purpose of 
this paper is to present a two-dimensional, non-time averaged model 
which is computationally fast, seems to be reasonably accurate, and 
can be used to predict the effect of permanent changes wherever a two- 
dimensional representation is satisfactory. 

II. THE CONCEPT OF TWO-DIMENSIONAL MODELING 

A computer program to solve the equations of motion and diffusion 
in three space dimensions and time for a real estuary is beyond the 
capacity of present day computers. Hence all computer models of estu- 
aries are based on averaging, either over one or two space dimensions, 
or time, or both.  The two-dimensional models discussed herein average 
only over the vertical dimension, so that the velocity and concentration 
are considered to be functions of the two horizontal dimensions x and y 
and time t, but not of the vertical dimension z.  The equations to be 
solved are the vertically-integrated equation of motion, 

du    du    3u   .     3h±  u /u + v    x ,,. 
^TT+u- h v ~ fv + g-^— +g —7?z—r  = ~r (1) dt    dx    dy       & 3x  °  C h      ph 
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in the x direction, and a similar equation in the y direction, and the 
advective diffusion equation for a dissolved constituent, 

3(ch)  _3_ 
3t + 3x 

(uch) + ±  (vch) - £ (Dx h |0 + £ (Dy h |0     (2) 

In these equations u and v are velocities and D and D are diffusivities 
in the x and y directions, respectively, C is the Chezy coefficient, f is 
the Corlolis parameter, h is depth, T is the x-component of the wind 
stress, and c is the concentration of a dissolved substance. 

The restrictions on this concept are apparent, u and v are depth 
averaged velocities, so the velocity profile both in magnitude and 
direction is resolved into a single, depth averaged vector.  The wind 
stress, which in the prototype exerts a stress on the water surface and 
produces a vertical, spiraling velocity profile, is resolved into an 
apparent body force inversely proportional to depth. The dispersive 
effect of the vertical velocity profile has to be expressed by the 
diffusivities D and D , which are therefore not turbulent diffusion 
coefficients at all, but rather dispersion coefficients depending on 
the direction, magnitude, and distribution of the velocity vector. 

III.  DESCRIPTION OF THE MODEL 

The model to be described in this report is a two-dimensional model 
for use in large bays and estuaries with substantial open areas, where 
stratification is not important.  The model is in two parts:  first, a 
solution of the equations of motion, using the finite difference method 
given by Leendertse (1967); and second, a model for constituent transport 
developed by the writer and described in detail with a complete listing 
of the numerical program by Fischer (1970). 

The hydrodynamic program is run first, and is operated until steady 
state is obtained (usually in the second tidal cycle).  The x and y com- 
ponents of velocity at each grid point are stored on magnetic tape at 
hourly or half-hourly increments.  This part of the procedure is similar 
to that used by Leendertse and Gritton (1971, a,b) in a modeling study of 
Jamaica Bay.  Leendertse and Gritton have also developed and used a finite 
difference solution of the advective diffusion equation, using the same 
time step as for the hydrodynamic solution.  In the present model, however, 
an alternate method is used, based on the method of superposition, which 
allows a substantially longer time step.  The method of superposition, 
also called the convolution intergral, states that in steady uniform flow 
the solution to Equation 2, given a known concentration distribution at 
t = 0, is 

(x-ut-g)2   (y-vt-n) 
D D 4t  v  _ 

c(x v t) = //  c(g.J1.°)  e X Y 

x y 
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This equation gives the concentration distribution resulting from any 
initial distribution after an arbitrarily long time, in the absence of 
boundaries.  So long as the velocities remain constant there is no limit 
on the length of time step, and the accuracy of the solution depends 
only on the accuracy of the numerical integration. 

In practice, of course, velocities in estuaries are neither steady 
nor uniform, and irregular boundary conditions must be satisfied. 
Furthermore, evaluation of the integral in Equation 3 is time consuming, 
even on modern numerical equipment, when many grid points are involved. 
The numerical scheme developed to satisfy these considerations, while 
still preserving the spirit of the method of superposition and taking 
advantage of its long time step,is illustrated in Figure 1.  In place 
of the terms ut and vt, we use the approximations / u dx and / v dx, 
where the time interval may be anything up to the time required for one 
tidal inflow or outflow. The integration is done in half-hourly steps, 
using the velocity field generated by the hydrodynamic program. The 
spatial integration in Equation 3 is replaced by a summation over a 
limited area, to increase computational speed.  The scheme illustrated 
by Figure 1 uses a 5 point top hat distribution; to compute the concen- 
tration at the grid point I,J shown at the end of the path of arrows in 
Figure 1, we integrate the velocity field backwards in time to locate 
the closest grid point of origin, M,N, shown as the origin of the path 
or arrows. c(I,J) is computed by the relationship 

c(I,J) = V5 (c(M,N) + c(M+l,N) + c(M-l,N) + c(M,N+l) + c(M,N-l))    (4) 

The boundary conditions of inflow from a river, or from the ocean, 
and the condition at the land boundary, are satisfied as follows.  If 
the back calculation of the velocity field carries an indicator particle 
into the ocean, it is assigned the ocean concentration.  Similarly, if a 
particle is carried into the river, it is assigned the river concentration, 
which may be a function of time given by another program.  Obviously, no 
concentrations will be computed for points which are in fact on land; if, 
by chance, back integration of the velocity field carries the indicator 
particle out of the water field, its motion is stopped for the remainder 
of that time step, and it is assigned the nearest water concentration. 
Hence, all concentrations in the water field are computed by averaging 
concentrations around the grid point where the particle begins its motion. 
Diffusion, which is accomplished by the spatial integration of Equation 3, 
is carried out by the averaging procedure given in Equation 4. The 
magnitude of the apparent diffusivities, D and D , can be varied by 
varying the details of the averaging process, the time step, and the grid 
spacing.  The 5 point averaging scheme shown in Equation 4 and Figure 1 
is equivalent to selecting equal diffusivities D and D equal to 
0.2 (Ax)2/At, where, Ax is the distance between grid points and At is the 
duration of the advective time interval.  The factor 0.2 is established by 
the probabilities of the diffusive motion, which in each direction during 
each time interval are 0.2 one step forward, 0.2 one step backward, and 
0.6 no net motion.  These probabilities could, of course, easily be changed 
by revising the averaging given in equation 4. 
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IV. AN EXAMPLE APPLICATION 

The model has been applied to Botany Bay, New South Wales, Australia, 
as part of a major water quality study of the Georges River-Botany Bay 
system. The Georges River itself was modeled in one-dimensional segments, 
using the scheme described by Fischer (1972).  Botany Bay is the down- 
stream end of the river, and is a roughly circular erabayment approximately 
three miles in diameter. The model was used to study the present geometry, 
and also a proposed geometry including a breakwater and port development. 
A one thousand foot grid was used, and an observed tide at the mouth of 
the bay was simulated. The model computed tidal elevations and velocities 
and the concentrations of six constituents throughout the bay and river 
system. 

Figure 2 shows a typical example of currents computed in Botany Bay. 
These currents are used in the water quality model, and Figure 3 shows 
a typical result for a non-conservative constituent. Three constituent 
sources were modeled: the ocean, the Georges River, as a time-varying 
source computed by the river model, and a point source at the Cooks River. 
At the ocean mouth, a tidal exchange ratio of 75% was assumed. This was 
distributed over the tidal cycle by assuming that in the first hour of 
tidal inflow 50% of the inflowing water had just left on the previous 
tide, in the second hour 25%, and thereafter, zero. Wind stresses from 
winds coming from several directions were assumed, although in the simple 
geometry of Botany Bay wind driven circulations did not appear to be of 
major importance. 

The model was first used to model salinity, because verification of 
a salinity distribution provides a good check on the physical description 
of the system. The salinity distribution in the Georges River was modeled 
with reasonable accuracy for a range of river discharges; unfortunately, 
this did not provide verification of the model in the bay, because the 
salinity within the bay is nearly constant. After the model was verified 
for salinity, concentrations were computed for biochemical oxygen demand, 
dissolved oxygen, coliforms, phosphorous, and nitrogen. To the extent that 
field data were available, reasonable verifications were obtained for all 
constituents. 

V. DISCUSSION OF RESULTS 

The water quality model presented herein represents a departure from 
the usual finite difference numerical method.  The new method is always 
stable, by virtue of the method of averaging, and will always yield 
results which at least appear to be reasonable. When a very long time 
step is used the accuracy does, of course, suffer; in the present study, 
which used a six to eight hour time step, some of the details of the tidal 
flow were lost. On the other hand, the longer time step has the major 
advantage of permitting simulation of longer periods at reasonable cost. 
This is particularly important for water quality models, because while a 
hydrodynamic steady state may be achieved within two or three tidal cycles, 
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a steady state distribution of a constituent often requires as much as 30 
to 60 tidal cycles, depending upon the size of the system. Ward and Fischer 
(1971) found, for example, that in the Delaware estuary a 30 day equilib- 
rium time might be reasonable, and Hyer (1972) found that in some hydraulic 
model experiments 30 to 60 days were required to reach a salinity equilib- 
rium.  Thus, an important requirement for a water quality numerical model 
is an ability to run for 30 to 60 tidal cycles at reasonable cost. 

In the present model, turbulent mixing both in the flow direction and 
transverse to the flow direction is simulated by mixing over a radius of 
1000 feet at the end of every tidal inflow or outflow.  This corresponds 
to assuming values of the turbulent mixing coefficients of approximately 
10 ft2/sec. in each direction.  These coefficients actually represent the 
effect of velocity shear in all directions, and their magnitudes in real 
estuaries are not well known.  For dispersion in the flow direction, one 
can obtain the magnitude of the coefficient by using Elder's result 
D = 6 du* where d is the depth of flow and u* is the shear velocity. 
For Botany Bay, this would yield a value of the order of 10 ft2/sec.  In 
the transverse direction, dispersion is probably caused by a rotation of 
the velocity vector with depth, as discussed by Ward (1972). Little can 
be said, however, about the magnitude of the transverse coefficient in 
real estuaries, as it is affected by a number of factors particular to 
each individual estuary.  The assumption used for mixing in the present 
model, while very approximate, is probably as accurate a representation 
of what happens in real estuaries as can be devised from present know- 
ledge. More field data on this aspect of dispersion are essential. 

In summary, the model presented in this report represents an attempt 
to simulate the physical processes of transport and dispersion of con- 
stituents in estuaries.  The time step used is long, permitting simulation 
of a long period of real time. Accuracy can probably be improved by 
shortening the time step and increasing the degree to which the details 
of convective transport are modeled.  The model is presently being applied 
to several real estuaries and it is hoped that further development will 
provide a useful tool for water quality studies. 
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FIGURE CAPTIONS 

Figure 1:  Schematic drawing of particle motion in the transport model. 

Figure 2: A typical computed velocity distribution in Botany Bay. 

Figure 3: Predicted NO2 and NO3 levels (mg/1 as N) in Botany Bay at 
low tide, July 1969. 
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CHAPTER 130 

A MATHEMATICAL MODEL FOR SALINITY INTRUSION 

A. Y. Kuo and C. S. Fang 
Department of Physical Oceanography and Hydraulics 

Virginia Institute of Marine Science 
Gloucester Point, Virginia 23062 

ABSTRACT 

A long term time-dependent mathematical model has been 
developed for predicting the salinity distributions in the 
upper York River System, including the tidal portions of the 
Mattaponi and Pamunkey Rivers. 

The method of calculating the longitudinal dispersion 
coefficient is discussed in detail.  The study area and field 
project are described.  The downstream boundary condition was 
found from a scheme combining a semi-explicit technique and 
linear extrapolation.  The mass-balance equation, averaged 
over a tidal cycle and solved numerically by the implicit 
finite difference scheme, provided a reasonable solution and 
afforded economy in computer time.  Field data were compared 
with the corresponding model results, indicating the general 
accuracy of the methodology. 

INTRODUCTION 

The York River System of Virginia includes the Pamunkey 
and Mattaponi Rivers.  The junction of the two rivers forms 
the York River which is an estuarine river with a 30 mile course 
from West Point to the Chesapeake Bay near Yorktown, Virginia. 
The tidal portion of the upper York River serves as a spawning 
and nursery ground for anadromous commercial and sport fish. 
The construction of a dam has just been completed on the North 
Anna River, a main tributary of the Pamunkey, and a second dam 
is proposed on the Pamunkey River.  The effects of these dams 
will be the regulation and reduction of fresh water flow, thus 
altering the salinity regime and affecting the existing biota 
in the estuarine system. 

This paper presents a mathematical model developed to 
study salinity intrusion in the upper York River System.  It 
was used to assess the increased salinity intrusion due to 
various degrees of reduction of fresh water flow in the Pamunkey 
River.  Predicted salinity distributions aid in regulating flows 
from the impoundments resulting from the dams. 

Virginia Institute of Marine Science Contribution No. 475. 
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MATHEMATICAL FORMULATION 

The transport of salt in a roughly sectionally homog- 
eneous estuarine river may be described by the one-dimensional 
mass balance equation 

^ (AS) +|j CADS) -kWK.fi ) (1) 

where t is time, x is the distance along river, A is the cross- 
sectional area, Es is the dispersion coefficient, u and s 

are 

the cross-sectional mean velocity and salinity, respectively. 
The lateral variation of axial velocity and the transport of 
salt due to lateral convection and diffusion are not explicitly 
represented in equation (1), but are lumped into a single dis- 
persion term.  The concept of dispersion in a shear flow was 
first illustrated by Taylor (1953, 1954), both theoretically 
and experimentally.  Aris (1956) gave a rigorous mathematical 
proof of the dispersion representation of the transport due 
to interaction between lateral diffusion and velocity shear. 
Harleman (1971) has given a brief account of the subsequent 
extensions of the dispersion concept to natural bodies of water. 

To describe the long term, such as seasonal, variation 
of salinity intrusion, a time increment of numerical computation 
larger than a tidal cycle is desirable.  This large time incre- 
ment can not be applied to equation (1) directly; it has to be 
applied to the equation averaged over a tidal cycle.  Okubo 
(1964) performed the time average of equation (1) and arrived at 

l-t^+fjttD^-fjOilf) (2) 

where the overbars represent the average over a tidal cycle, 
and Uf is the velocity due to fresh water discharge Q, given by 

nf- J- (3) 

E is a dispersion coefficient including the time average of 
Es and the effect of transport by oscillating tidal currents. 

Since the York River model was to be used to predict 
the long term effect of fresh water reduction on salinity 
intrusion, the 'slack tide approximation' was chosen.  In the 
model, only the maximum salinity in the tidal cycle, i.e., 
the salinity at high water slack, was predicted.  No attempt 
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was made to predict the salinity variation within a tidal 
cycle.  The variation of parameters within a tidal cycle may 
be written as 

A = A + A' (4) 

U - U + U' (5) 

S = Sh + S' (6) 

Es = I8 + E' (7) 

where A', U' and E' are the deviation from the respective 
quantities averaged over tidal cycle, S^ is the salinity at 
high water slack and S' is the deviation from SJ-J .  Substituting 
(4), (5), (6) and (7) into equation (1) and averaging over tidal 
cycle, the equation becomes 

3      _ 3      _ 3      -    3Sh 
St  <Ash> + 7Z (AUf Sh)  = Sx  (AE -53T > <8> 

with 

where 

E = Es + Et (9) 

(10) 
3Sh 

3x 

The  one-dimensional  continuity  equation may be  written as 

^ A + |j CAD)  = q (ID 

where q is the lateral fresh water inflow along a unit length 
of estuary.  Averaging over a tidal cycle, equation (11) becomes 

liA + h (AU^ =« (12) 

Substituting equation (12) into equation (8), the mass 
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balance equation becomes 

8 3      1 3  _ 3SJ,       Q 
— Sh + U£— Sh = - — (AE —- ) 3— Sh (i3) 
St       3x    A 3x    3x       A 

FINITE DIFFERENCE APPROXIMATION 

Equation (13) was applied to a part of the upper York 
River System, between transects upstream of the salt intrusion 
limits in the Pamunkey and Mattaponi Rivers and a transect four 
miles downstream of their junction in the York River.  The 
inclusion of Mattaponi River in the model was necessary, even 
if the expected fresh water reduction was to occur only in the 
Pamunkey River.  The Mattaponi River contributes about 35% of 
the fresh water discharge to the York River.  The increased 
salt intrusion due to fresh water reduction in the Pamunkey 
will depend on the fresh water discharge in the Mattaponi while 
the salinity regime in the Mattaponi will be altered by the 
fresh water reduction in the Pamunkey.  The two rivers are a 
coupled system and can not be separated. 

The equation was solved numerically with an implicit 
finite difference scheme for each of the three rivers.  Twenty, 
fifteen and four transects were chosen for the Pamunkey, 
Mattaponi, and York rivers respectively, with average distance 
between transects being about 3 miles.  Except for the end 
transects of the three rivers, equation (13) was approximated 
by the following finite difference form for each of the transects. 

^  At Sh,± + 2(AXi-l + Ax±) 
[Uf,i'<Sh,i+l' - ^.i-l'' + Uf,i<Sh,i+l " Sh.i-1>] 

.    1  (L [(^Ll^±l5i±l.) (
sh,i+i - Sh.i) _ fr-A-i + HH^ 

AXJ_^ + Axi / 5i        2 Axi 2 

,Sh,i - Sh>l-1   ,      1        r   Aj'Ej'  +Ii+i'E1+1' Sh>1+i'  - Sh>1' 
(        AXLI        

) J + It'    l ( 2 »     ( AX! ) 

Aj-l'Ej-i' +A1'E1')     (Sh 
>*'  ' $h'1-1')]] -   -^- Sh>1 (14) 

Ax±_i ) AA 

where the subscript i designates the quantities at the ith 
transect, subscripts i-1 and i+1 designate the upstream and 
downstream transects respectively, the prime quantities are 
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evaluated at the end of the time step At, unprimed quantities 
are evaluated at the beginning of the time step, Ax-^ is the 
distance between the (i-l)th and the ith transects. 

BOUNDARY CONDITIONS 

The finite difference approximation of the mass balance 
equation transforms the differential equation into a system 
of algebraic equations.  In this model, there are three systems 
of simultaneous equations, corresponding to the three branches 
of the estuarine river, the Pamunkey, the Mattaponi and the 
York.  These three systems of equations are coupled with a 
mass balance equation for the element including the confluence. 
The three transects bounding the confluence are chosen to be 
so close together that the salinity may be assumed uniform 
within the circumscribed water body.  This leaves two upper 
and one lower boundary condition to be established to close 
the whole system of equations.  The two furthest upstream 
transects are located far beyond the salt intrusion limits in 
the Pamunkey and Mattaponi, hence their boundary conditions 
may safely be taken as zero salinity.  The boundary condition 
at the downstream end in the York River imposes some difficulty. 
The technique used is a combination of a semi-explicit scheme 
and linear extrapolation.  The salinity of the downstream 
boundary at the beginning of a time step is used as a boundary 
condition to estimate the salinity of other transects at the 
end of a time step.  The boundary condition is refined by 
linear extrapolation from the estimated salinities at the two 
transects immediately upstream.  The refined boundary condition 
is then used to calculate the salinity distribution at the 
new time step. 

EVALUATION OF PARAMETERS 

Convective Velocity.  In this 'slack tide approximation' 
model, the convective velocity includes only the non-tidal 
component, which is given by 

"'^-ioS} (15) 

Q(x,t) is the fresh water discharge from the drainage area 
upstream of the transect at distance x.  This is estimated 
from the record of stream gauge stations located upstream from 
the tidal limits.  At the ith transect, the fresh water 
discharge at the mth day is estimated by 

QiCm) = Q^On-n) + Ii_x,i (m) (16) 
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where Ii_         
the (i-l)th and ith transects, and assumed to be proportional 
to the drainage area increment between the two transects. A 
delay time of n days is allowed for the discharge Qi_i to 
travel from (i-l)th transect to ith transect.  This travel time 
is estimated from the average drifting velocity suggested by 
Pritchard (1958) as 

Ud =4-- eutAt (17) 
A 

where Ut and At are amplitudes of tidal current and cross- 
sectional area fluctuations, g is proportional to the corre- 
lation coefficient between the variations of tidal velocity 
and cross-sectional area. 

_    The cross-sectional area averaged over a tidal cycle, 
A, is the cross-sectional area corresponding to the fresh 
water discharge Q.  Due to the large volume of average tidal 
discharge Qt, A is a very weak function of Q except at the 
transects near tidal limits and at the time of flood.  A is 
computed by the hypothetical formula 

A = Ar(l+5_)
b (18) 

where 

Qt = 7 utAr <19> 

Ar is the cross-sectional area at zero fresh water discharge, 
and b is a constant less than unity.  It may be inferred from 
calculations of Gallagher and Munk (1971) on the spectrum of 
tides in shallow water that Ar should be greater than the cross- 
sectional area below mean-sea level by less than 1% for the York 
River system. 

Dispersion Coefficient.  As shown in equation (9)^ the 
dispersion coefficient includes two components: one is Es, the 
time average of dispersion due to shear effect and the other is 
E-t, the dispersion due to the oscillating tidal current. 

For a homogeneous estuarine river with a large width to 
depth ratio, Harleman (1971) suggested that 

5/6 
Ec = 77 n h  lul (20) 
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where n is the Manning friction coefficient, h is the hydraulic 
mean depth.  If equation (20) is substituted into the dispersion 
term in equation (1) and averaged over a tidal cycle, it is 
determined that 

_5/6  
Es - 77 n h  |u| (21) 

to the first order approximation of two assumed small parameters. 
The parameters are the ratio of depth fluctuation to averaged 
depth h and the deviation of phase angle 8 from % 11,  where the 
angle 6 is the phase between tidal current and tidal height. 
Equation (21) needs to be modified for use in case the estuarine 
river is not well mixed.  No attempt was made to modify this 
expression for the present model for the following two reasons: 
first, the model was formulated primarily for predicting the 
effect of fresh water reduction on salinity intrusion (an 
estuary usually tends to be better mixed as the fresh water 
discharge decreases); second, since the empirical data for the 
dispersion coefficient in the 'slack tide approximation' model 
are much larger than Es, it was expected that the modification 
would not change the total dispersion coefficient appreciably. 

For this upper York River model, a simple dimensional 
argument was used to formulate the dispersion due to the 
oscillating tidal current.  Dimensionally, the dispersion 
coefficient may be written as 

ccu£ 

where u and l  are the velocity and length scale of the transport 
mechanism involved, a is a coefficient of order of unity.  The 
apparent choice of the velocity scale would be the amplitude of 
oscillating tidal current C-f  There are several possible choices 
of length scale.  The tidal excursion seems to be the obvious 
one.  In most estuarine rivers of the Chesapeake Bay, including 
the York River System, the amplitude of the tidal current 
averages about 1.5 fps, which gives an excursion of 20,000 ft, 
and u£ roughly equal to 100 square miles per day, which is an 
order of magnitude larger than empirical values.  Furthermore, 
if the tidal current is uniform throughout every cross-section 
of the river, the salt transported upstream during the flood 
tide will be carried downstream to the original longitudinal 
position in the ebb tide, even if some may have been diffused 
laterally or vertically.  Thus, neglecting the fresh water 
flow and longitudinal turbulent diffusion, the same amount of 
salt will return to the original transect after a complete 
tidal cycle, resulting in no dispersion regardless of the 
tidal excursion.  It is the non-uniformity of the tidal current 
within a cross-section which induces longitudinal dispersion. 



2282 COASTAL ENGINERING 

Saline water is carried upstream faster in the mid-channel 
and part of it diffuses vertically or laterally.  That 
diffused out of mid-channel will not be carried downstream to 
the original longitudinal position because of slower currents 
outside the mid-channel. Therefore, after a complete tidal 
cycle, salt originally in one transect will be spread out to 
other transects, resulting in longitudinal dispersion.  For 
a straight estuarine river with large width-to-depth ratio, 
Holley et. al. (1970) showed that the time scale of lateral 
mixing due to turbulent diffusion is much larger than a tidal 
cycle while that of vertical mixing is much smaller.  There- 
fore, the depth will be the choice of length scale.  The depth 
averages 20 ft. for the upper York River and gives 

uJt m  0.1 mi2/day 

an order of magnitude smaller than empirical data.  In reality, 
in an estuarine river with large curvatures, secondary flows 
always exist; the time scale of lateral mixing may have the 
same order of magnitude as the vertical one.  In this case, 
the choice of length scale would be the characteristic length 
of the cross-section such as the square root of the cross- 
sectional area.  In this upper York River model, Et was computed 
as: 

Et = oUtvX 

where the coefficient a was adjusted until the model output 
agreed with 1970 field survey data, which gave a = 2.5.  The 
tidal velocity and cross-sectional area were calculated from 
field measurements. 

FIELD MEASUREMENTS 

Intensive hydrographic surveys were carried out in 
October, 1969.  A total of 37 transects were occupied.  Each 
transect had between one and four stations, depending on river 
width.  Distance between transects averaged three miles. 
Transects located near sharp bends were positioned at least 
four river widths from the bend to insure representative 
measurements for the reach. 

Salinity, temperature and velocity measurements were 
obtained at hourly intervals for twenty five consecutive hours 
at each station.  Sampling depths were at six-foot increments 
from surface to bottom.  Bathymetry of each transect was obtained 
with a recording sonic depth sounder. 

Cross-sectional averages of the longitudinal component of 
velocity were calculated and plotted as function of time over 
25 hours which gave the time variation of current for two 
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consecutive tidal cycles.  The tidal amplitude was calculated 
as the average of the maximum flood and ebb currents.  Cross- 
sectional areas were determined by planimetry of the bottom 
profile data collected from sounding. 

For the purpose of model verification, a series of slack 
water surveys have been conducted since August, 1970.  Salinity, 
as well as temperature, dissolved oxygen and biochemical 
oxygen demand, were measured at local slack water before ebb 
tide or slack water before flood tide.  One station on each 
transect was sampled with measurements made three feet below 
the surface and three feet above the bottom. 

RESULTS AND DISCUSSION 

A mathematical model for salinity intrusion has been 
developed for the upper York River System.  The model is based 
on the one-dimensional mass balance equation averaged over a 
tidal cycle.  In the model, only the salinity at high water 
slack is predicted.  No attempt is made to predict the salinity 
variation within a tidal cycle.  The objective of this model is 
to simulate the long term variation of salinity intrusion and 
to assess the increased salinity intrusion due to various degrees 
of fresh water reduction in the Pamunkey River. 

Figure 1 shows the comparison of the model output with 
field data of the York and Pamunkey Rivers.  The slack water 
run data of August 14, 1970 was used as the initial condition 
of the model.  Saline water intrudes further upstream in the 
dry season as indicated by the model output and the field 
data of late September and mid-November.  Figure 2 shows the 
same comparison for the Mattaponi River.  The agreement is 
not so good as that for the York and Pamunkey, particularly 
the comparison on November 15, which was four days after a 
large increase in fresh water discharge.  It was observed 
that the model failed to yield satisfactory results with very 
high fresh water discharge, because the model responds too 
slowly to sudden large increases in fresh water discharge. 
Once it responds to flood conditions, all of the saline water 
is flushed out of the modeled portion of the estuary.  Even 
after the flood recedes, the salt will not return because of 
the scheme for setting up the downstream boundary condition. 

Figure 3 shows a sample of increased salinity intrusion 
due to fresh water reduction.  With the dam on the North Anna 
River completed, one of the proposed fresh water flow regula- 
tions is a minimum of 40 cfs discharge from the reservoir 
during the dry season.  Using the 1968-1969 fresh water dis- 
charge record as input, the solid curves show the salinity 
distributions with natural discharge and the dashed curves 
show the salinity distributions with the proposed regulation. 
In addition to the salinity increase at a particular location, 
it is also possible to follow the upstream movement of a 
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particular isohaline.  The ecologist is usually more inter- 
ested in this increased intrusion distance for given salinities, 
e.g. the 5$, isohaline.  Figure 4 shows the similar comparison 
for the Mattaponi River.  Since only the discharge in the 
Pamunkey is regulated, the effect of the fresh water reduction 
decreases with distance upstream from the river's junction. 

The model was developed to predict the effect of fresh 
water reduction on salt intrusion. The critical time of this 
effect is the dry season when the saline water intrudes furthest 
upstream. Therefore, the present model was verified with field 
data taken in the dry season and the constants in the model 
adjusted accordingly.  It has been mentioned that the model 
failed to yield reasonable results for high fresh water dis- 
charge and caution should be taken in the application of the 
model. 
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CHAPTER 131 

A NUMERICAL MODEL OF THE ST. LAWRENCE RIVER 

by 
* 

David Prandle 

ABSTRACT 

A one-dimensional numerical model of a 340 mile section 
of the St. Lawrence River has been formulated to study tidal 
propagation.  For a more detailed study of the flow distribu- 
tion in a localised section of the river a two-dimensional 
model was used.  A half mile square grid was used to schem- 
atise an area of approximately 20 miles long by 15 miles 
wide.  This two-dimensional model was embodied within the 
one-dimensional model to permit a free interaction of flow 
across the boundaries. 

For the one-dimensional case, a comparison of model 
and prototype results is included for both elevation and 
velocity.  For the two-dimensional model a comparison of 
flow distribution was made by using field results obtained 
from photographing ice movement and from drogue movement. 

To interpret the results of the two-dimensional model 
into a simple method of flow visualisation, use was made of 
animation techniques.  A movie film was made that demonstrates 
both tidal rise and fall and the associated horizontal velo- 
cities.  Elevation was reproduced by use of varying shades 
of coloured paper to simulate contours, velocities were 
represented by simulating drogue movement to produce smoke 
streaks. 

INTRODUCTION 

The St. Lawrence River extends from Lake Ontario to 
the Gulf of St. Lawrence connecting the International Great 
Lakes to the Atlantic Ocean.  The region studied stretches 
from Father Point at the seaward end to the Port of Montreal, 
a distance of approximately 340 miles (Fig. 1). 

Numerical simulation has been used extensively in studies 
of many areas of the river.  The simulation techniques have 
included the methods of characteristics and finite differences. 
The latter method has been applied in both the implicit and 
explicit modes and for both one and two-dimensional applica- 
tions.  This paper describes a combined one and two-dimensional 
model employing an explicit finite difference solution. 

Assistant Research Officer, Hydraulics Laboratory, 
National Research Council, Ottawa, K1A 0R6, Canada. 
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A detailed investigation was required of a section of 
the river approximately 20 miles long and varying in breadth 
from 2 to 15 miles (Fig. 2).  The section included a number 
of channels interspersed by islands, the distribution of 
flow between these channels was of particular interest.  A 
two-dimensional model with a half-mile square grid was used 
to represent this area.  The boundaries of this model were 
extended to river sections where the lateral variations in 
flow were small.  The flow conditions at these boundaries 
could not be specified from available field data, moreover 
they were subject to modification by engineering works within 
the area of interest. 

This difficulty was resolved by extending the simula- 
tion of the river to sections where boundary conditions could 
be accurately specified and to where they would not be subject 
to modification.  The river lengths between these external 
boundaries and those of the two-dimensional model were 
simulated by a one-dimensional numerical model. 

The model was calibrated to reproduce tidal elevations 
throughout the river.  For the two-dimensional model the 
friction coefficient was taken as constant throughout the 
area.  The flow distribution obtained from the model was 
compared with prototype observations obtained from filming 
ice break-up and from drogue movements. 

While the results of a model study of this nature are 
of fundamental importance for hydraulic engineering they may 
only constitute one of several factors which affect the 
decision making process in a comprehensive engineering scheme. 
In such instances a distinct limitation of numerical models 
has been the difficulty of presenting results in a form 
readily understood by the layman.  Whereas for the alternative 
form of simulation by hydraulic scale models flow visualisa- 
tion can be so gainfully exploited. 

In an attempt to overcome this shortcoming of numerical 
models recourse was made to animation techniques.  A descrip- 
tion of the techniques developed in the compilation of the 
film is included. 

MATHEMATICAL MODEL 

(a)  One-dimensional 

The equations of motion may be written as follows: 

Motion in the x-direction: 

|S + o.|S+g.||+F-o 
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3^ + B It   3 15   ° (2) 

where  x - a horizontal axis in the longitudinal direction 
of the river flow 

t - time 
D - velocity in the x-direction 
g - acceleration of gravity 
H - elevation of the water surface above a horizontal 

datum 
Q - discharge = U • A, A area of cross-section 
B - channel breadth 

Q_, - tributary discharge. 

The friction term F was represented in this case by the Chezy 
formula 

Cz • R 

C - the Chezy friction coefficient 
R - the length parameter normally taken as the hydraulic 

radius but in this study the hydraulic mean depth is 
used. 

An explicit finite difference solution was used to solve 
the above equations.  The method of schereatisation and the 
details of the numerical solution closely followed that 
described by Rossiter and Lennon*.  The standard procedures 
for calibrating the model were adopted.  The river was 
divided into ten sections within which the friction co- 
efficient was considered constant.  The optimisation of 
these ten coefficients was achieved after about five adjust- 
ments. 

(b)  Two-dimensional 

The equations of motion may be written as follows: 

In the x-direction: 

|° + 0 . || + v . |£ + g . || + Fx _ 0 . V - 0    (3, 

In the y-direction: 

f+" • E + v • H +«• If + Fy+ ° • p - °    (4) 

*Rossiter, J.R.; Lennon, G.W.; "Computation of Tidal Condi- 
tions in the Thames Estuary by the Initial Value Method". 
Proc. Inst. Civil Eng., Vol. 31, May, 1965. 
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Continuity: 

|| +  -^   (0   •    (H  +  D))   +  ±-   (V   •    (H  +  D))   = 0 (5) 

where x,y - two orthogonal horizontal axes 
U - velocity in the x-direction 
V - velocity in the y-direction 
H - elevation of the water surface above a fixed 

horizontal plane 
D - depth of the bed below the same fixed plane. 

Fx and Fy the friction terms in the x- and y-directions 
respectively were represented by the Chezy formula 

Fx -  g   •   U   •    l(U2   *  \>2)i\ . Fy  _ g   •   V   •    1 (02   +  vMl 
C2(H   +   D) ' C2 (H   +   D) 

a   • V and Q   •   U are the horizontal components of the Coriolis 
force. a  = 2a  sin $, where w is the angular velocity of the 
earth's rotation.  <f> is the latitude of the location. 

The equations were solved using an explicite finite   ^ 
difference solution of the type described by Reid and Bodine . 
The convective terms in Eqns. (3) and (4) were omitted to 
avoid instabilities and also to save computational effort. 
Their omission is unlikely to be of significance in a 
problem of this nature.  There was not sufficient data to 
warrant a spatial variation in the value of the Chezy fric- 
tion coefficient.  It was taken as a constant equal to that 
used in the corresponding area in an earlier purely one- 
dimensional model of the river. 

(c)  Boundary of the One and Two-dimensional Model 

At the junctions of the one and two-dimensional schemes 
the following techniques were used. 

(i)  The first water level position in the one-dimensional 
section is located at a distance As/2 from the limit 
of the two-dimensional scheme where As is the constant 
grid size used in the two-dimensional scheme. 

(ii)  For calculating the velocities at the boundary of the 
two-dimensional scheme it is assumed that the water 
level at the external grid point is equal to that 
given at the corresponding position in the one- 
dimensional model. 

*Reid, R.O.; Bodine, B.R.; "Numerical Model for Storm Surges 
in Galvaston Bay".  Proc. Am. Soc. Civ. Eng., Vol. 94, 
No. WW1, Feb., 1968. 
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(iii)  For the calculation of this water level referred to 
in (i) and (ii) above, the following procedure is 
adopted. 

The equation of continuity (2) is written as 

3h   Q, - Q_ 
b • it + -ATF^ = ° (6> 

where Q» refers to the discharge flowing from the two- 
dimensional model 

i=N 
and Q  = I     V.(H. + D.)*As 

/   i=1  l  l    l 

N is the number of lateral sections at the limit of the two- 
dimensional scheme.  A complete description of the mathematical 
model is given by Prandle and Crookshank*. 

MODEL RESULTS 

A comparison of computed and recorded water levels over an 
eight  day period is shown in Figs. 3 and 4 for four locations 
along the river.  A velocity comparison at St. Francois is 
shown in Fig. 4. 

To compare flow distribution in the two-dimensional 
model two techniques were used.  The first, shown in Fig. 5, 
compares the predicted flow distribution with field measure- 
ments obtained from aerial photographs of ice movement.  The 
field data applies to surface velocities and the ice movement 
is subject to the effect of wind, ice jams and inertial 
forces associated with its physical properties.  However, the 
results show reasonable agreement and suggest that this 
technique for obtaining field results can be used to advantage. 
Further, the possibility of using the model to predict ice 
movement is an obvious corollary. 

The second comparison of flow distribution was made by 
the use of drogues. Two drogues were released in the river 
simultaneously, one with a centre of drag at ten feet below 
the surface and the other at twenty feet below the surface. 
A comparison with the predicted path for such tests is shown 
in Fig. 6. Again, the drogues are subject to wind stress at 
the surface and do not represent depth-averaged velocities. 
However the comparison is reasonable and it is hoped to 

*Prandle, D.; Crookshank, N.L.; "Numerical Model Studies of 
the St. Lawrence River". N.R.C. Report No. MH109, August, 
1972, National Research Council, Ottawa, Canada. 
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extend the field tests to include measurements over a longer 
period of time.  A comparable set of field measurements would 
be useful in calibrating the model and in studying dispersion 
or sediment movement. 

To illustrate the instantaneous flow pattern computed 
by the model the form of presentation shown in Fig. 7 is 
used.  By summing the vector velocities over a tidal cycle 
the net vector or drift velocity cart be obtained.  These 
values can be displayed in the same manner as Fig. 7; with 
due consideration for the limitations of the model this form 
of output can be extremely useful in many studies, particularly 
sediment transport. 

The advantage in terms of flow visualisation of hydraulic 
scale models over numerical models is well recognised.  This 
advantage of the scale model is fundamental.  However, it is 
worthwhile to fully exploit the various methods of displaying 
the results of numerical models.  An example of a particularly 
useful form of output is shown in Fig. 8 where the elevation 
of the water surface above chart datum at all points along 
the river is plotted for two complete days.  This type of 
plot displays all the results (of level calculations) of the 
one-dimensional numerical model on a single figure and thus 
fully exploits the spatial resolution available from the 
mode1. 

As an example of the use of this type of output the 
routing of a vessel entering the Port of Quebec is cited. 
The example considers the case of a vessel with a draught 
of 13 ft more than the minimum channel depth.  The area 
where the available depth is limited is bounded by the two 
vertical lines.  Assuming a vessel speed of 10 knots (relative 
to land for simplicity) the safest course is indicated in 
Fig. 8. 

FLOW VISUALISATION BY ANIMATION* 

The two parameters to be displayed are water level and 
velocity. 

Water Level 

Water level was simulated by the use of coloured con- 
tours.  By examining the schemes used in topographical and 
hydrographical maps it was decided that the use of blue and 
grey colours would give the ten shades required and at the 
same time be consistent with standard colouring schemes used 
to represent water bodies. 

*"Tidal Propagation in the St. Lawrence R^ver".  N.R.C. 
Film No. 31, 16 mm audio, 8 minutes. 
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FIGURES  INDICATE TIDAL ELEVATION  IN FEET ABOVE CHART DATUM 
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Having defined the interval of the water level contours, 
the datum should be set such that the level difference be- 
tween high water and the highest contour is equal to that 
between the lowest level and the lowest contour.  Failure 
to recognise this requirement unfortunately resulted, in this 
case, to an erroneous impression that "high water" persists 
for longer than "low water". 

The physical procedure adopted in the compilation of 
each frame is shown in the film.  The process is obviously 
tedious and has no particular merit.  The objective of the 
programme was simply to investigate possible methods for 
flow visualisation.  The ultimate aim is to display results 
using coloured television sets. 

Velocity 

Since the computational algorithm is based on a Eulerian 
scheme it is convenient to use an equivalent system for 
displaying velocities.  This has been attempted by allowing 
the vectors shown in Fig. 7 to rotate and change in magnitude 
over a tidal cycle.  However this did not present a satisfactory 
pictorial representation. 

In hydraulic scale models useful methods for flow 
visualisation include dye injection and floats.  An analogous 
technique was used for the numerical model by introducing 
marker particles at fixed intervals of time at the boundaries. 
These indicate instantaneous velocity and trajectories.  The 
disadvantage of this Lagrangian form of representation is 
the loss of complete spatial resolution. 

The techniques used in obtaining each frame are of 
interest and are included in the introduction to the film. 
The possibility of producing this sort of trace by using a 
cathode ray tube is immediately evident. 

CONCLUSIONS 

By combining a two-dimensional model with a one- 
dimensional model an accurate simulation of a particular 
short reach of a river was achieved.  This technique has 
widespread applications subject to the limitations of the 
two-dimensional model. 

The problem of flow visualisation associated with 
numerical models has been examined.  For the one-dimensional 
model the use of contours to represent water elevation plotted 
against time and distance along the river has been found to be 
extremely useful.  For the two-dimensional model animation 
techniques were used. 





CHAPTER 132 

Analytical Modeling of Estuarine Circulation 
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A mathematical model is developed using analytical techniques to determxne the 
longitudinal and vertical distributions of velocities and salinities, averaged over 
a tidal period, for mixed but partially stratified estuaries.  The flow is assumed 
laterally homogeneous and the estuary width and depth are assumed to be functions 
of the longitudinal coordinate only.  Required inputs to the model include the salt 
intrusion length, the ocean boundary salinity, the distribution of the ,depth-averaged 
salinity and the freshwater discharge. 

The governing equations included in the model are the vertical and longitudinal 
equations of motion, continuity, salt conservation and an equation of state.  The 
key assumption is made that the longitudinal salinity gradient is independent of 
depth.  This decouples these equations and thus permits an analytical solution to be 
found. 

Using data from laboratory flume tests and field surveys the model solutions 
are used to find correlations for the mean vertical transfer coefficients of mass 
and momentum with gross characteristics of the estuary.  These correlations, plus 
the results from a one-dimensional numerical model, permit this analytical model to 
be used as a predictor of the velocity and salinity profiles in estuaries and to 
relate changes in freshwater discharge to possible changes in the location of shoaling 
zones. 
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Introduction 

Physical and mathematical models of estuaries are developed in order to 
represent the complex circulation of the prototype in a simplified form which can 
be tested and studied to determine the possible consequences of modifications of 
controlling factors on the natural circulation.  Examples of such changes could 
include the dredging of a navigation channel, the diversion of freshwater inflow 
to other basins, or the placement of a diffuser for the heated condenser water of 
an electric power station. The former might seriously alter the salinity distri- 
bution while the latter could obviously influence normal biological cycles. 
Recourse to various types of models must be made to provide estimates of the impact 
of such changes. 

At the present time, physical models of estuaries are the most important 
technique for determining the effects of changes in the prototype. Their great 
expense and slow building and operating times are drawbacks which sophisticated 
mathematical models may avoid.  However, one can expect these physical models to 
continue to be important tools for estuarine analysis for a long time to come. 

Mathematical models include both numerical and analytical models.  At the 
present time, the numerical models available for engineering applications are of 
either the unsteady one- or two-dimensional type, A one-dimensional model averages 
all dependent variables over the cross-sectional area, and thus yields changes in 
mean values with time and along the longitudinal axis.  These models can be used to 
predict water surface elevation, mean currents, and mean salinities.  They can also 
be used with certain reservations to determine the cross-sectional mean concen- 
tration of a non-conservative water quality parameter, such as dissolved oxygen or 
biochemical oxygen demand. 

Two-dimensional numerical models usually allow variations along the lateral 
as well as along the longitudinal axis.  In this case, the only averaging is with 
depth.  Again, these models can predict currents, water quality parameters, etc. 
These models are more complex than the one-dimensional case with regard to the 
computational techniques required. 

This investigation develops a two-dimensional analytical model of estuarine 
circulation including vertical and longitudinal distributions of velocity and 
salinity.  All equations are averaged over one or more tidal periods.  This model 
can be coupled with a one-dimensional numerical model which is not time-averaged, 
but is averaged over a cross-section. 

The ability to calculate vertical variations of the important flow parameters 
is often a useful tool for solving estuarine problems. Vertical salinity strati- 
fication is a key element in the circulation pattern of an estuary. Models which 
can predict the effects of changing geometry, freshwater inflows, etc. on this 
stratification are of great value. The modeling of vertical velocity profiles is 
another useful model capability. Many problems of shoaling in estuaries can only 
be properly studied with a knowledge of the vertical distribution of velocity. 

If a model similar to the one described above is to have practical application 
as a predictive tool, all parameters included in the solution technique must be 
determinable in advance. Thus, an important part of the objectives of this study 
is to obtain relationships between the various time-averaged coefficients of 
turbulent diffusion and eddy viscosity included in the model and the gross parame- 
ters of estuarine circulation. 
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Previous Investigations 

Pritchard (1952) describes the circulation in the Chesapeake Bay estuarine 
system, and in particular, in the James River estuary.  Data from an extensive 
program of field surveys are discussed, in which salinities, temperatures and 
velocities were measured at several depths and stations and averaged over one or 
more tidal periods.  The resulting net circulation and salinity distributions are 
typical for partially stratified conditions.  A basic feature of this net circu- 
lation is a reversal in the vertical distribution of the time-averaged horizontal 
velocity.  In the surface region, extending to about middepth, the net flow is 
towards the ocean, while the bottom region has flow in the opposite direction, 
towards the river end of the estuary.  The depth integral of this velocity is 
equal to the net discharge of freshwater.  Although two regions can be identified 
for the velocity, the vertical salinity distribution can not be separated into two 
distinct zones.  In partially stratified estuaries, there is a continuous increase 
in salinity from the surface to the bottom, without a noticeable point of disconti- 
nuity. 

Pritchard (1952, 1954) also identifies several interesting features of the 
longitudinal salinity gradient.  For all depths, there is an increase in salinity 
from the freshwater region to the boundary salinity at the ocean end.  In addition, 
over most of the estuary this longitudinal salinity gradient is nearly independent 
of depth, i.e., vertical position.  This latter feature does not hold very near the 
ocean boundary or where  the salinity goes to zero, upstream. 

Hansen and Rattray (1965) present an analytical model of estuarine circulation 
averaged over one or more tidal periods.  A simultaneous solution of the equations 
of mass and momentum conservation, assuming geometric similarity of velocity and 
salinity profiles and lateral homogeniety is developed.  The estuary is divided 
into three regions inner, central and outer, for which different assumptions about 
salinity gradients and mixing coefficients are made. 

McGregor (1972) develops an analytical model of the net, non-tidal bottom 
transport velocity for an estuary.  This model is similar to other studies in that 
a longitudinal force balance includes only the pressure gradient and the vertical 
eddy stress gradient.  For the pressure gradient, both a surface slope and density 
gradient are evaluated from recorded data for the Humber estuary.  The solution 
technique introduces a number of empirical constants for fitting these distributions, 
as well as an empirical expression for the mean eddy viscosity.  By proper fitting 
of the numerous constants, McGregor is able to match the net bottom velocity zero 
points with the shoaling zones for the Humber.  The analysis is a good illustration 
of the roles of the surface slope, salinity gradient and river discharge in 
determining the zones of high rates of shoaling.  However, due to the need to fit 
several constants to previous data, the model is of limited predictive capability. 

Theoretical Considerations 

The objective of the present study is to develop  an analytical model of 
time-averaged estuarine circulation which will avoid the less tractable features 
of the previous models described above.  The governing equations are similar to 
Hansen and Rattray's model, which was originally suggested by Pritchard's analysis 
of the James River estuary.  A solution technique which is continuous over the 
entire length of an estuary is desired and which makes no assumptions about 
similarity of velocity or salinity profiles.  Only the vertical eddy flux of salt 
and momentum are included, and thus only two eddy coefficients need to be specified. 
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In order to provide the analytical solution with a predictive capability, 
empirical correlations for these two parameters with gross characteristics of the 
flow field are sought, as a fundamental feature of the complete solution. 

The model equations describing the circulation and distribution of salinity 
are the equations of motion, of continuity, of conservation of salt and an 
equation of state.  The model is reduced to the longitudinal and vertical di- 
mensions by assuming lateral homogeneity.  The orientation of the coordinate 
system is with the x-axis positive towards the head of the estuary (upstream) and 
the y-axis positive downward.  An additional simplification is made restricting 
the width b(x) and the mean water level h(x) to be functions of the longitudinal 
coordinate only.  An inflow of freshwater Q_ occurs at the far upstream end. 

For the conditions described, the conservation of momentum for the longi- 
tudinal direction can be written 

2 
9ub    9ub    9uyb  _   1     3j£ , 
3t      9x      3y  ~ " p 9x b ^> 

where u is the velocity in longitudinal direction, v is the velocity in vertical 
direction, t is the time, p is the density, p is the pressure, x is the longi- 
tudinal direction, y is the vertical direction, and b is the width.  This equation 
is a balance of forces for the estuary at any time in a tidal period, i.e., before 
time-averaging.  The viscous frictional terms and Coriolis forces have been 
neglected.  In addition, the approximation of Boussinesq has been applied to 
neglect density variations in all but the buoyancy terms.  The pressure is for the 
fluid only, atmospheric pressure being assumed constant. 

For the conservation of momentum in the vertical direction, hydrostatic 
conditions are assumed.  Thus, inertial and convective accelerations are neglected. 
The vertical equation of motion can therefore be written 

1 i£ j. =  ~ p  39 + g <2> 

where g is the acceleration of gravity. 

The conservation of salt equation, before time-averaging, and neglecting 
molecular diffusion is 

3sb    3usb    3vsb 
St  + ~Sx~ + ~TT    =  ° C3) 

where s is the salinity and is a function of x, y, and t. 

For incompressible flow, the two-dimensional equation of continuity is 

|^ + |^ = 0 (4) 
9x     dy 
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There are three time scales of interest for the model being considered. 
Turbulent fluctuations of the dependent variables may be assumed to take place 
within a few minutes.  These variables also have a diurnal or semi-diurnal com- 
ponent due to the tidal motion.  Finally, slow variations over several tidal 
periods can result from the changing freshwater inflows and monthly changes in 
tidal amplitude.  The details of the time-averaging of these equations is given 
by Fisher, et al. (1972). 

From the analysis of the James River data, Pritchard (1954, 1956) argues that 
the dominant terms in the longitudinal equation of motion (1) are the pressure 
gradient and the vertical eddy flux of momentum, all other terms being of second 
order.  This assumption is included in the present development.   For the salt 
balance (3) the tidal cross-products and horizontal eddy flux are neglected by 
similar arguments.  The reduced equations are further simplified by introducing 
mean eddy coefficients for the remaining turbulent terms 

9y     "  3y {y   dy} (5) 

9<v,st>   =   3     ,v   as. 
"  9y   ~ 3y { y  V (6) 

where:  — is average over turbulence, < >is average over tidal period 

where u', v', s1 are turbulent components and U and S are averages over a tidal 
period of the horizontal velocity and salinity, respectively.  D and K are mean 
eddy coefficients.  These definitions for D and K are convenient with regard to 
reducing the mathematical complexity of the^model.  However, they are strictly 
artificial in that they do not preserve the mechanisms of turbulent mixing, i.e., 
tidal activity, in their formulation.  In particular, Equation 5 relates the 
net turbulent momentum flux <u'v'> to the net, non-tidal velocity U.  By purely, 
physical arguments this flux should be related to the tidal velocity u .  This 
apparent inconsistency is partially resolved since D  is later correlated with the 
tidal velocity.  The equations are now written 

0   .   . i.  li   +  I  i_   (bD    |2) (7) 
p       3x b     3y y     3y 

<>--*-£•« 

3tib    _,_    3Vb 
aT + w =  ° <9) 

3Sb 3bUS 3bVS a as, 
JT    +    ~^T    +    -3y~     =     37     (bKy     3y-> <">) 
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The value and distributions of the mean eddy coefficients are unknown. If 
a solution to the above set of equations can be shown to match recorded data by 
proper fitting of D and K , one must assume that either all the neglected terms 
are zero, or more probably, that these neglected terms have been absorbed into 
these coefficients. A comparison of Equations 5 and 6 with the classical 
definitions of eddy viscosity and eddy diffusivitv clearly shows the difference 
in the meaning of these terms 

i«^f >) < % % §> (ID 

i <<\ f » *   h   (Ky f} <"> 

More specifically, D and K are not simply E  and k averaged over a tidal period. 

The effect of temperature on the relationship between density and salinity 
is not included in this model.  A simple linear empirical expression is used 

p = PO(1 + as) 0-3) 

where p is a  reference density and a is a conversion constant.  The range of 
temperatures encountered in estuaries does not require a more complex expression, 
in light of other model assumptions. 

Ad d i 11onal Assumptions 

The governing equations developed in the preceeding sections can not be solved 
analytically in their present form.  Previous investigators have introduced 
similarity assumptions for the velocity and salinity distributions as well as 
restrictions on the longitudinal salinity gradient. As stated in a preceeding 
section, the present investigation seeks to avoid the limitations of a similarity 
solution.  However, as will be developed in the following sections, the longitud- 
inal salinity gradient will be modified to allow an analytical solution to be 
found. 

The Pritchard (1952, 1954) investigation of the James River revealed that for 
the stations and conditions of the survey, the longitudinal salinity gradient did 
not vary appreciably with vertical position.  Harleman and Ippen (1967) showed a 
similar pattern for the analysis of data from a laboratory flume.  Taken to the 
extreme, this observed feature suggests that the longitudinal salinity gradient 
may be assumed independent of its vertical position, i.e., 

|| = || (x), although S = S(x,y) (14) 

3s 
•r— is replaced in Equations 7-10 with 
— . _. _. _ i _. .„.,.__ g Next, a steady-state 

condition is assumed. In addition, the two mean eddy coefficients D and K are 
assumed independent of vertical position,  These coefficients have been shown to 
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represent the rather complex effects of time-averaging and of the neglecting of 
terms considered of smaller order. The vertical dependence of these coefficients 
is not known, although several investigators have attempted to analyse these terms 
from experimental and field observations.  Thus, D and K are assumed to be 
independent of y, and are replaced with effective coefficients for the entire depth 
of flow, D and K, respectively. 

As with most problems of fluid dynamics, it is convenient to develop analytical 
solutions in a non-dimensional form in order to permit generalized discussions of 
results.  The choice of terms introduced to non-dimensionalize the various dependent 
and independent variables, although somewhat arbitrary, should recognize the 
possible difficulties in quantifying these new parameters.  The following definitions 
will be shown to satisfy this condition: 

* sf     ? 5 t   * 3£     9 £ f    ***¥ as) l xf o o v 

where L. is the mean intrusion length, defined as the distance from the ocean 
boundary to a point where the time-averaged, depth averaged salinity is one percent 
of the ocean salinity,  S  is the ocean salinity, h is the depth of the mean water 
level and Qf is the freshwater discharge, as previously noted. 

f is a stream function satisfying continuity.  These quantities are introduced 
into the governing equations which have been reduced by assuming the Boussinesq 
approximation. 

gS h4b   96,      .4. 
f o   \      _1 = _ 3JJ (16) 

3Y ^d + 36 3^ D^i 3Z9 (17) 

wherein if), 6, 0 ,, £ and n are all dimensionless variables.  These equations can be 
further simplified by defining two coefficients, 

gas h4b 

KL.b 
C2<»  " Q^- <") 
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The boundary conditions included in this analysis are that the net velocity 
gradients at both the surface and the bottom are zero, that the depth-average of 
the velocity is equal to the freshwater velocity, that the vertical salinity 
gradient is zero at the surface, and that the depth-average of the salinity is 
equal to the specified mean value, S,.  In non-dimensional form these conditions 
are d 

Z2ty 

3n 
2  - °. ^ - 0. * 

il 2  = 0,  * =  0 (2Q) 

3n 

1 
/ 8dri = Sd/s 
0 

The solution of Equation 16 is found by integration, and after substitution 
of the flow boundary conditions may be written 

*    =   "XT'    9A  iV+2Ti3-n}-n+l as    24 (21) 

This expression for the stream function is similar to the solution of Hansen and 
Rattray (1965) in form, differing only by the choice of boundary conditions and 
the restrictions on the longitudinal salinity gradient. 

The solution of the salt balance Equation (17) is found by multiplying by an 
integration factor. The resultant equation for the salinity is 

e<S,n) = /f(C,n)dn+e -/0/f(c,n)dndn 
(22) 

where 

and 

f(S,n) = exP(j£-dn)/ ~- exp(/ - |~ dn)dn (23) 

+ b1(C)exp(/ ~  dn) 

Aff.n) - - ft J    ,«.„> . § 
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The depth average of the salinity, averaged over a tidal period, S, and its 

longitudinal gradient 7-— must both be specified in the solutions.  For the 
purpose of evaluating the model from recorded data, these parameters can be simply 
backfigured from the measurements.  However, in order for the analytical model to 
have a predictive capability, these terms must be predictable themselves.  There 
have been numerous semi-empirical fits for this one-dimensional salinity distri- 
bution, Harleman and Ippen (1961), McGregor (1972) and others.  However, a recent- 
ly developed numerical model by Thatcher and Harleman (1972) permits one to 
compute a one-dimensional unsteady salinity distribution.  This approach results 
in a general, non-empirical analysis for this input parameter.  The intrusion 
length can also be evaluated by their technique. 

The freshwater inflow and ocean boundary salinity are considered to be funda- 
mental quantities, as are the depth and width distributions. 

The remaining two quantities needed to evaluate the analytical solution are 
the eddy coefficients, K and D.  Nothing can be said about these terms prior to 
their evaluation from recorded data.  The procedure for their determination is to 
fit the analytical solutions for velocity and salinity with flume and field data 
and to pick the best fit values for K and D by trial and error.  Since the stream 
function is dependent only on D, this procedure is not too cumbersome, even though 
the salinity is dependent on both D and K.  This process of back-calculating D and 
K from recorded data has been repeated for several data sets.  The resulting dis- 
tributions of these coefficients was then correlated with parameters characteristic 
of the flow conditions. 

Evaluation of Solution 

The analytical solution for velocity and salinity distribution developed above 
was evaluated with laboratory data from the Vicksburg salinity flume, the Delft 
Hydraulic Laboratory salinity flume and the James River field study.  This combined 
set of data covers a wide range of flow conditions and degrees of salinity strati- 
fication.  For each case studied, a best-fit value for the two mean eddy coefficients 
was found at each longitudinal station. 

The laboratory flume of the Corps of Engineers, U.S. Army, Vicksburg Waterways 
Experiment Station (WES), is described in detail in a WES report (1955).  The 
flume is a lucite channel 327 ft. long, 0.75 ft. wide and 1.5 ft. in total depth. 
At the ocean end there is a tidal reservoir which can maintain a constant salinity 
and a periodic surface level.  The opposite end has a freshwater reservoir. 
Roughness is achieved by 1/4 inch strips attached to the side walls on 2 inch 
centers.  Different estuarine conditions are modeled by varying the freshwater 
inflow, the tidal amplitude and the basin salinity.  Figures 1 and 2 compare the 
analytical solution with data from WES test 16.  The solid lines are for the bottom 
boundary condition discussed above.  The broken lines illustrate the analytical 
solution using a bottom condition of zero  horizontal velocity.  From these figures, 
and similar analysis for other flume tests, the condition of zero gradient was 
selected as the preferable condition for the model.  Figure 1 shows how the 
analytical solution, using the longitudinal salinity gradient determined from the 
data, can follow the changes in the velocity distribution along the length of the 
flume.  This characteristic of the solution enables the model to identify the limit 
of the upstream flow of saline water, the null point identified with shoaling zones 
in estuarine channels. 
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At the Delft Hydraulics Laboratory an experimental investigation of salinity 
intrusion in estuaries similar to the Vicksburg studies has been carried out. 
The details of flume design and measurement technique are reported in Delft (1970). 
The flume is 546 ft. long, 2 ft. wide and 0.7 ft. deep (msl).  For the Delft tests 
the bottom roughness was achieved by vertical bars .5 x .5 cm in cross-section 
attached to the flume bottom.  By changing the number of bars the roughness could 
be varied for different runs. 

Four Delft tests were analysed with the analytical model.  All the tests were 
for steady-state conditions and the longitudinal salinity distribution was back- 
figured from the recorded data as was done for the WES tests.  Figure 3 illustrates 
the comparison between the analytical solution and flume data for test 116 at a 
central portion of the salinity regime. 

A final example of the analytic solution is given in Figure 4 for the James 
River estuary.  The difference between computed and actual velocities over most of 
the depth is probably due to several factors, including the uncertainty of time- 
averaged field measurements, and more importantly, the simplifying assumption of 
constant width with depth for the analytic solution.  The salinity profiles for 
this same station show better agreement than the velocities.  However, there appears 
to be a sharp vertical gradient near middepth for the field data which is not 
observed for the analytical solution.  This difference may be a result of the same 
factors cited before for the velocity profile. 

In general, the analytical model, although clearly capable of reproducing 
flume conditions more exactly, does not appear to break down for the prototype 
conditions and scales exemplified by the James River estuary. 

Evaluation of Time-Averaged Coefficients 

The evaluation of the mean eddy coefficients K and D was carried out for ten 
separate tests, including three field studies.  These coefficients showed a varying 
degree of longitudinal dependence, as discussed by Fisher, et al. (1972).  The 
longitudinal variations of the mean eddy coefficients suggested that although D 
and K are functions of x, this dependence is of secondary importance.  By introducing 
the additional assumption that these mean eddy coefficients may be replaced with 
effective constant values for the entire longitudinal distance of the salinity 
regime, correlations of these coefficients are greatly simplified. 

_The significance of being able to use constant values for D and K, i.e., D 
and K, is that only two unknown parameters need now be specified in order to apply 
the analytical model to a given set of estuarine conditions, i.e., freshwater dis- 
charge, ocean salinity, depth, etc.  All other model parameters can be readily 
determined with the possible exception of the longitudinal salinity distribution. 
This latter input can be computed with the aid of a ojae-dimensional numerical model, 
as previously discussed.  The determination of K and D for input to the model is 
made by using an empirical correlation of these constant coefficients with the 
gross characteristics of the estuarine system. 

Following the arguments presented above for using constant values of 
D(£) - D and K(£) - K, the dimensionless form of the governing equations suggests 
that a possible pair of useful parameters for correlating K and D is 
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gas h b 
7      =    1-°^-° (24) 
1 

L.Q, D 

and 

fo O 
(25) 

where the zero subscript, e.g., b , h , refers to the downstream limit or ocean 
o  o 

boundary of the estuary.  All terms in these new terms are assumed constant over 
the longitudinal and vertical dimensions, and the only unknown parameters are K 
and D. 

The values of K and D should be a function of the degree of mixing of the flow 
field which is in turn a function of the tidal activity.  In recognition of this 
dynamic relationship of the physical system being modeled, C  and C„ have been 
correlated with a characteristic non-time-averaged tidal velocity.  To be consistent 
with the definitions above, this velocity is specified as the maximum entrance 
flood velocity u , non-dimensionalized by the freshwater velocity at this same 

fo 

Q, /b h     U, 
-^-^S.    - -^ (26) 

Figure 5 and 6 show the correlation of C. with C, and C„ with C„. 

It is significant in these figures that both laboratory flume tests and pro- 
totype field surveys follow the same correlations.  In addition, the range of 
degrees of stratification include the highly stratified Delft tests 121 and 122 as 
well as the nearly well mixed middle reaches of the James River estuary.  Thus, 
_this empirical approach to evaluating the effective coefficients of mean eddy flux, 
D and K is apparently applicable to naturally occuring estuarine conditions. 

The Savannah Estuary - An Analytical Investigation of Estuarine Shoaling 

The shoaling problems of the Savannah Estuary have been carefully reviewed 
by Simmons (1965) and Harleman and Ippen (1969).  Both hydraulic models and field 
investigations have shown a relationship between the longitudinal location of 
maximum shoaling and a null point as indicated in Figure 6.  From this figure it 
is seen that immediately downstream of Savannah Harbor, between stations 120 and 
130, a zone of very high shoaling is located by comparison with the rest of the 
estuary.  In addition, for the model data shown in Figure 6, with a freshwater 
flow equal to 7,000 cfs, the null point also occurs between these two stations. 
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In their report, Harleman and Ippen present the time- and depth-averaged 
longitudinal salinity distributions from the model for freshwater flows of 
7,000 cfs and 16,000 cfs (their Figure 13).  With these curves, and the correla- 
tion for eddy coefficients presented above, it is possible to apply the analytical 
model to this estuary and thus further investigate the null point dependence on 
freshwater flow rates. 

Figure 7 illustrates the analytical results for the null point for the two 
freshwater flows.  The connected circles are the computed values and the crosses 
are the hydraulic model data, as reported by Harleman and Ippen.  The fairly close 
agreement between computed and experimental values indicates that the Savannah 
estuary prototype scales and conditions do not seriously violate the assumptions 
of the analytical model. 

In Figure 7 it is seen that the null point shifts downstream about 1,000 
feet when the freshwater discharge is increased to 16,000 cfs.  Qualitative results 
of this nature illustrate the usefulness of the analytical model in the analysis 
of the many factors which determine the circulation patterns in estuaries.  When 
used in conjunction with a numerical model, as discussed above, or a hydraulic 
model, as in the present illustration, this analytical model should prove to be a 
valuable aid to engineering analysis. 
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CHAPTER 133 

COMPUTER STUDIES OF ESTUARY WATER QUALITY 

by 

Donald 0. Hodgins 

Michael C. Quick 

S T R A C T 

The convection and dispersion of pollutants in a deltaic 
estuary system are calculated using several interfaced computer 
programmes.  The basic programme is a Dronkers type one dimen- 
sional hydrodynamic model, which is interfaced with a model of 
the salt water intrusion in the seaward reach. 

The importance of Pitt Lake, a large fresh water but 
highly tidal lake, is discussed, inasmuch that it integrates 
water quality changes over long periods of time. 

The salt wedge analysis reveals the nature of the inter- 
facial stress which is not a function of velocity or velocity 
squared.  It is shown that the interfacial stress is a function 
of entrainment, rather like a Reynolds stress, and plots are 
given of interfacial stress against local Richardson number 
multiplied by local upper layer velocity. 

* * * A * A 

The starting point of the study is to determine and 
trace the water movements resulting from tide and river flows 
in the Fraser River estuary.  These water movements are calcu- 
lated by determining numerical solutions of the hydrodynamic 
equations.  These solutions are transferred to a convection and 
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2. Assoc. Prof., Department of Civil Engineering, UBC. 

2327 



2328 COASTAL ENGINEERING 

diffusion computer sub-model as the basis for determining water 
quality conditions resulting from effluent discharges which enter 
the system at known points.  The method is used to determine the 
convection and diffusion of conservative pollutants but later work 
will study non-conservative effects which may be time or flow de- 
pendent . 

At the present time, the Fraser River is relatively un- 
developed and flows are only slightly regulated.  Also the river 
is one of the few remaining major salmon rivers and supports a 
major portion of both the Canadian and the United States salmon 
fishing industry.  It is considered important to understand fully 
the behaviour of this estuary before too much development is be- 
gun.  This study is one step in such a total study which is being 
actively pursued by a team of scientists and engineers. 

The Fraser estuary has certain special features which 
must be considered and allowed for in the formulation of the 
computer modeling.  The lower estuary divides into a delta with 
a South Arm which carries some 90% of the flow, a North Arm and 
a few lesser channels which are later subdivisions of the North 
and South Arms (Figure 1).  There is a large fresh water lake, 
Pitt Lake, which connects to the estuary through a short channel 
at about the mid-point of tidal influence.  The large flow rever- 
sals to and from this lake are frequently of the same order of 
magnitude as the mean annual fresh water Fraser River flows, and 
have resulted in a reverse delta extending into the lake.  An im- 
portant feature of the Fraser River is the large seasonal flow 
variation with winter flows of the order of 30,000 c.f.s.  Summer 
flows have, historically, been as high as 600,000 c.f.s. (Figure 
2).  The tidal range at the mouth, with a maximum of about 15 
feet, and the low winter river flows result in a fairly well stra- 
tified salinity intrusion in the seaward reaches.  This salinity 
intrusion has almost certainly been increased by the dredging of 
the downstream channels.  The influence of this flow variation on 
the tidal variation is indicated in Figure 3. 

Pitt Lake is a particularly interesting feature of the 
estuary system.  The large surface area of the lake allows it to 
accept large volumes of water on each tide so that it acts like 
a huge hydraulic damper on the tidal propagation. From the water 
quality viewpoint, Pitt Lake can be a valuable asset because it 
is continuously sampling the estuary water, so that the lake acts 
as a long-term integrator of water quality.  This is particularly 
true during the summer months when the lake is stratified, because 
the cooler, inflowing estuary water plunges below the thermocline 
while the ebb tide flow is drawn from the surface layers.  The 
lake's biological environment may prove to be a valuable long- 
term integrator of deteriorating water quality. 

The basic hydrodynamic model follows work which is well 
documented in the literature (Dronkers (2)).  This basic model 
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FRASER RIVER  HYDROGRAPH 
AT  HOPE 

1948 ( Flood  Year )—__ 

JAN.       FFB        MAR.        APR. MAY        JUNE        JULY        AUG       SEPT OCT. NOV.        DEC 
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FIGURE 3.  Tide Curves at Port Mann Showing Influence of 
High and Low Freshwater Discharge 
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is interfaced with more detailed local models which calculate such 
features as salinity intrusion and its modifications to the flow 
patterns, and local diffusion of effluents where concentration 
gradients are high.  Finally, the convective model is abstracted 
from the output of the basic and local models.  This convective 
model traces the movements of individual water masses and keeps 
account of concentrations. 

The low freshwater discharge during winter months pro- 
duces a density stratified estuary when saline water from the 
Strait of Georgia intrudes along the river bottom.  Any numeri- 
cal hydraulic modeling must therefore include the capacity to 
handle the stratified situation.  A simple two-layer model for 
this purpose is presently under development, based on the follow- 
ing hydraulic equations.  (Figure 4 shows the notation). 

-hf    W+UI + 4£" -i/pCn+h£J CD 

ft(n+hf> + f7[U(n+hf)] = ° (2) 

-hf>z>-h      __£ +  JL_S + £_ g|_(n+hf) - g^_i 

= ^i-Tb)/PsC
h-hf) (3) 

~Fr + k^s^V1 = ° W 
where T. and x, represent the interfacial and bottom shearing 
stresses respectively; p and p  are the fresh and salt water 
densities.  The velocities, U and U , represent mean values 
integrated over the depth of each layer.  The boundary condi- 
tions corresponding to these equations are: 

(i) the freshwater discharge at the upstream 
extremity of the salt water; and 

(ii) the specifications of n     and h, at x=0 for 
all time. ° ro 

Even the simple model involving equations (1) to (4) is 
computationally difficult and furthermore it contains more un- 
known quantities than equations.  The usual approach is to replace 
the stress terms by functions of the other dependent variables; 
traditionally relations in terms of velocity shear.  The solutions 
of these equations are sensitive to the assumption made for the 
interfacial stress.  Therefore, a steady flow model has been ex- 
tracted from this system of equations and solved to yield infor- 
mation on the interfacial stress term.  The approach is similar 
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to Keulegan's (1) with respect to the starting equations. 

The model which represents a simple balance of forces 
and continuity of mass in each layer, becomes: 

— hf    <+4£   " -VpCn+hf] (S) 

gj[U(Vhf)] = 0 (6) 

A dh f 
_h/z>-h      £*  ^(n+hf) - gg/ = r./ps(h-h£) (7) 
"f 

Us = 0 (8) 

A rectangular channel of constant width and depth, with 
no entrainment of salt water from the lower layer have been 
assumed.  Equations (5) to (8) may be solved for the variable 
hf,  by eliminating the interfacial stress, T•, and using equa- 
tion (6) to replace the velocity U by a discharge in the upper 
layer.  This procedure results in an integrable differential 
equation whose final solution is a cubic in the interfacial 
depth h.£.  This solution is an analytic function in terms of the 
surface elevation and freshwater discharge or Froude number and 
is shown in Figure 4. 

In order to obtain information about x-, the surface 
profile for a given value of the freshwater discharge must be 
specified.  The one-dimensional tidal equations (2) have been 
solved explicitly for tidal conditions and rectangular section 
geometries representative of the lower Fraser River.  The re- 
sults linking discharge and surface elevation have been used to 
estimate a range of values of these variables applicable to 
"balanced conditions" in the idealized estuary. 

Salt wedge geometries (Figure S) have been calculated 
for three discharges typical of velocities just after the turn 
to ebb tide. These solutions were obtained by imposing a con- 
stant surface slope in equation (9), (Figure 4) , corresponding 
in an average sense to the discharge. In Figure 5 the penetra- 
tion lengths have been normalized using the longest length ob- 
tained for the lowest discharge, Q=~30 ft2/sec. 

Once the salt wedge geometry has been obtained, equation 
(7) may be solved for the interfacial stress.  These stresses are 
plotted in Figure 6 for the three discharges considered previous 
ly.  In each case the stress increases to a maximum value near 
the upstream end and then decreases rapidly to a theoretical 
value of zero at the wedge toe. 
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FIGURE   5.      Calculated  Salt Wedge 
for Three Different Fresh Water Discharge 
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FIGURE 6.  Calculated Interfacial Stress As A Function 
of Distance From Seaward End 
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We are now in a position to examine some assumptions 
about the variation of the interfacial stress term with respect 
to other flow variables. For example, if the stress is plotted 
against the freshwater velocity squared -- reflecting the mean 
velocity shear squared, since the salt water is assumed motion- 
less -- the results shown in Figure 7 are obtained. The inter- 
facial stress decreases in the direction of increasing velocity 
or velocity shear. If we think of velocity shear as the neces- 
sary mechanism for creating the stress, the results are contra- 
dictory. 

The stress variations in Figure 6 were calculated from 
the pressure force in the lower layer and involve only the free 
surface and interfacial slopes.  This can be seen if equation 
(7) is rearranged as: 

xt - PgCh-hf) [g - e g/, (10) 

It is possible that the constant surface slope is an unreal 
boundary condition, resulting in a stress decrease in the sea- 
ward direction that is too rapid.  However, equation CIO) shows 
that, even if 

dx 
as we move seaward,the interfacial stress will continue to 
decrease as 

dh£ 
e air- 

Evidence for a surface profile modification was obtained by 
applying the model for higher discharges and slope values.  In 
such cases, the calculated stress reversed in direction when 

dn dhf •i-£  exceeded the value of e   T—=-.  Clearly, such stress reversals 

are unphysical and suggest that -T£ approaches zero near the sea- 
ward end to maintain the correct  force balances.  The convective 
accelerations would account for such a modification as they cre- 
ate a retarding force on the flow acting like an adverse pressure 
force. 

If the interfacial stress is principally a product of 
mixing; that is, a transfer of momentum across the interface like 
a Reynold's stress, then a seaward decrease in the force term may 
not be unreasonable.  Indeed, preliminary field data indicate a 
higher degree of stratification near the seward end, and a better 
mixed region near the wedge toe.  This suggests a greater inter- 
action between the layers near the upstream end and the possibil- 
ity of higher interfacial stresses in this region. 

Assumptions made for the interfacial stress in the un- 
steady equations (1) and (3), will undoubtedly have a large in- 
fluence on their solution.  On the basis of the "steady-state" 
model, replacing this stress by functions of velocity or velocity 
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squared will introduce incorrect stress variations with distance. 
Better representations may be found in terms of the surface slopes 
or parameters indicating the intensity of mixing.  For example, if 
the interfacial stresst, is plotted against an "entrainment velocity," 
the results in Figure 8 are obtained.  This entrainment velocity 
is simply the average local velocity of the upper layer multiplied 
by the local Richardson number.  This approach was suggested from a 
study of Ellison and Turner's work (3) although the results and 
formulation are not directly comparable or compatible.  A similar, 
but slightly less good, fit  is obtained by plotting stress against 
just Richardson number.  As yet the actual mixing mechanism in the 
river regime is not well understood and presents perhaps the most 
challenging part of this problem. 

The steady flow model has also shed light on the role of 
the convective acceleration term in equation (5).  Equations (5) 
to (8) may easily be solved in the absence of the a—  term; in 
which case the predicted salt wedge penetration averages approxi- 
mately 40 per cent of the lengths shown in Figure 5.  Thus the 
convective accelerations serve to reduce the transfer of momentum 
across the layer boundaries, thereby reducing the interfacial 
stress term.  In the simple stationary model, this means the lower 

can now move further upstream and produce the longer pene- 
tration lengths.  Thus it is necessary that any models of this 
nature retain the convective acceleration terms. 

CONCLUSIONS 

A digital computer model has been written which calcu- 
lates the tidal flows in the Fraser River estuary.  Information 
is extracted from this basic model to calculate convection and 
dispersion of conservative pollutants in the estuary system.  In 
the seaward reaches of the estuary salt water intrudes during 
periods of moderate to low river stages and an additional model 
of this aspect has yielded some understanding of salt-fresh water 
interaction. 

The solution of the salt water intrusion problem depends 
upon a correct representation of the interfacial stresses.  A 
study of the arrested wedge reveals that this interfacial stress 
is not a function of velocity or velocity squared.  In fact the 
interfacial stress is perhaps more nearly inversely proportional 
to velocity and is governed by entrainment, rather like a Reynolds 
stress.  To confirm this result, a plot is given of local Richard- 
son number multiplied by local upper layer velocity against com- 
puted stress.  In this case the Richardson number is simply the 
inverse of the local densimetric Froude number. 
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CHAPTER 134 

DISTORTED MODELING OF DENSITY CURRENTS 

J.J.  Sharp, B.Sc, M.Sc, Ph.D., ARCST., C.Eng., P.Eng.* 

ABSTRACT 

The paper describes a method of choosing scales for the 
correct representation of convective spread in a hydraulic model 
involving densimetric phenomena.    Although most prototype spreads 
are non-viscous in nature it is possible for small scale laboratory 
spreads to become affected by viscous influence when the spreading 
density front is remote from the outfall.    This must be avoided if 
correct representation is to be achieved and the scales for the model 
must be chosen with this in view.    It is often impossible to avoid 
viscous influence in a natural  scale model of reasonable size and 
distortion of the vertical  scale must then be employed. 

INTRODUCTION 

In attempting to design a physical model of phenomena 
involving densimetric spread, there are a number of aspects of the..., 
dispersion and diffusion process which must be considered.    Ackers'  ' 
has  listed these as;    jet diffusion, buoyant rise, convective spread, 
mass  transport by ambient currents, ambient turbulent mixing and 
surface cooling (if applicable).    Each of these has distinct scaling 
requirements and this paper concentrates on the requirements for 
convective spread with particular reference to outfalls located at the 
surface. 

.      .  An existing procedure for convective spread is that due to 
Bam2'3' and makes use of design diagrams obtained from lock exchange 
flow.    Since the method to be described has been developed along lines 
suggested by Barr's approach, it is worthwhile to outline the basis 
of the lock exchange diagrams before proceeding to an evaluation of the 
new method. 

* Associate Professor of Engineering, Memorial University of Newfoundland, 
St. John's, Newfoundland, Canada. 
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SCALING PROCEDURE BASED ON LOCK EXCHANGE FLOW DATA 

Figure 1 represents an illustration of basic exchange flow 
and it has been shown (2,3) that the distance travelled by the over- 
flow, may be related to the time of travel by: 

TA, - H*, <2£-H*]    <» 
where    TA =  (H/g1 Y2;    H = depth of flow;    g'  =  'reduced'  nett   , 
gravitational acceleration at the outfall, 9tf/fii    A/* = density 
difference; /° = base density;V    = kinematic viscosity;    L = 
length of travel;    T = time of travel. 

Considerable experimental work resulted in a graphical  rep- 
resentation of the relationship among these parameters, and this is 
shown in Figure 2, which forms the design diagram for choosing model 
scales. 

/,v A detailed explanation of Barr's method has been given else- 
where ^  ' but the method basically seeks to first establish details of 
an analogous, large scale, lock exchange mechanism which would give rise 
to the conditions expected to occur in the three dimensional prototype. 
Figure 2 can then be used to obtain scales which would allow of correct 
reproduction of rate of spread in a model  lock exchange flow.    It is 
surmised that if the scales are correct for the two dimensional phenom- 
ena they will also be correct for the three dimensional  phenomena. 
Figure 2 indicates the effect of viscous influence on the rate of spread, 
the horizontal  part of each curve of constant T/TA representing the 
region in which the spread is unaffected by viscous influence.    Since 
most prototype spreads will be non-viscous,  the objective is to ensure 
that the model  relationship among the three parameters of Equation.1 is 
such that the model spread also lies outside the viscous zone. 

Consider an analogous lock exchange flow in which 

(91) * H *'*/v   -.   |.oc%iofe     and L/H = 267.    (Longannet data:^2' 
A/» =  .0015 gm./ml.,    H = 15 ft.,    L = 4,000 ft., and v = 
1.2 x 10 5 ft.2/sec).    From figure 2, T/TA = 500.    In a natural scale 
model, the distance and time parameters must have the prototype values 
and, to avoid viscous influence,   0')''*H*'*/v      must therefore be 
greater than approximately 2 x lC.    (From Figure 2) 

The limiting scale of the non-viscous, natural scale is thus 
given by 

*'    H„       I f^io*)   =   'K         * " (Z) 

where 1/x = horizontal scale and suffixes m and p refer to model and 
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prototype respectively.    A larger scale would allow the spread to travel 
further than the design extension with no viscous influence and a 
smaller scale would have the opposite effect. 

If distortion is employed 

(WH)„,   = (.L/H)> • i  (3) 

 (4) 

 •      m     r    v    .        |>.(_) 
(5) 

The required horizontal  scale is normally fixed by space 
considerations, and equations 3-5 and Figure 2 are sufficient to 
calculate the minimum distortion necessary to ensure viscous flow in 
the model.    (3) Greater distortion has the same effect as increasing 
the scale of a non-distorted model. 

For the Longannet model, the horizontal scale was set at 
1/400 and on this basis the required distortion was found to be 6.7. 

CRITICISM OF THE DESIGN METHOD 

Various assumptions are implicit in the method, and these are 
worth comment. 

1. The spread of a lock exchange flow is entirely convective 
compared with the normal circumstances of an outfall where there is 
almost certainly some jetting action.    However, any element of forced 
flow in the model will  inhibit viscous influence.    Thus, if model scales 
are chosen to ensure that a convective flow is non-viscous, a forced 
flow in the model must also be non-viscous and would remain so at 
greater extensions than the design extension.    Barr's design method is, 
therefore, conservative and errs on the safe side. 

2. Figure 2 was prepared from experiments on two dimensional 
data and doubts have been raised (4) as to the applicability of that 
data to three dimensional spread.    The validity of this criticism 
depends,  to some extent, on site conditions which govern the shape of 
the spread, but the use of Figure 2 could be justified simply by the 
absence of more relevant information. 

3. Before model scales can be chosen, it is necessary to 
assume a large scale lock exchange which is thought to be analogous 
to the prototype spread, i.e.  one which will produce the same spread 
conditions as are expected to occur in the prototype.    There can be 
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no doubt that this must be extremely difficult unless considerable 
first-hand experience of exchange flow is available and this severely 
limits application of the method. 

DESIGN DIAGRAMS BASED ON THREE DIMENSIONAL SPREAD 

A simple representation of three dimensional spread from 
a buoyant surface discharge is shown in Figure 3.    It is assumed that 
an effluent discharge, Q, of density,p, flows through a circular pipe 
of diameter D into a quiescent homogeneous body of receiving fluid of 
density/* +fl/>.    The effluent and the receiving fluid are miscible, and 
the kinematic viscosity of each,v  > i's assumed to be the same. 

By similitude reasoning it can be shown ^  ' that 

^L Q*' -$«>   y*3> i*5h°   •••(6) 

(7) 

where L = distance from source to tip of front 
and     T = time of travel. 

The parameter   0(3')   / <3 is a form of outfall den- 
simetric Froude number and, for constant values of   tJ(ft,)w5/jj«'S 

Experiments conducted at two values of    t>(9<>/<? 
have indicated (5) that the relationship among the parameters of 
equation 7 is as given in Figures 4 and 5.    These show similar features 
to Figure 2 and provide alternative design diagrams for scaling pro- 
cedures. 

Prior to experimental work, care was taken to ensure that 
the two values of  D(3,y/5/(3l/5   chosen for study would be suitable for 
application to prototype outfalls. 

Tamai  ^  ' has suggested that most cooling water outfalls 
operate at densimetric Froude numbers of between 2.0 and 14.0 but, due 
to the size of apparatus available, it was not feasible to obtain the 
larger of these limits in the laboratory.    Efforts were therefore 
concentrated on low values of the outfall Froude number and 
Clte,)'/5/G?2/S   = 1-16 and 0.58 correspond to densimetric Froude 

numbers of 0.88 and 5.0 respectively. 
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SCALING PROCEDURE 

The design method is basically similar to that described for 
lock exchange flow but is less dependent on assumed conditions. 

For circular outfalls, values of the basic prototype para- 
meters may be obtained directly from prototype data.    Either diagram 
may be used depending on the proposed outfall conditions, and it may 
be necessary to estimate the final scales from calculations involving 
both diagrams.    However, it will be shown later that the actual'value 
of   D(£i)'/5/CJ'a''s    is not of great relevance during the scaling 
procedure. 

Consider the Longannet outfall.    Basic prototype data are; 
(2,7)    Q = 3,200 ft.3/sec.,y   = .0015 gm/ml.,    L = 4,000 ft., and 

•V   = 1.2 x 10    5ft2/sec.    (extension L = 4,000 ft. was chosen as the 
limit of spread for which correct representation was required in the 
model.) 

The,        LJ9»"S   _  (8) 

Qtie 

aw j Q&')"3 ».8s*.oH  (9) 
•y'5/3 

From Figure 4 

nstr'*   .   i*a  do) 
In a natural scale model, the time and distance parameters 

must have the same value as in the prototype.    Thus the minimum model 
value of  <3C3')''3/"V */J   which would avoid viscous influence is 

QM''V s;3    - 0.6 x 106 

and for a natural scale model the scale is given by 

Jt . ( -to )•* (»w,«*   (/        ....(n) 

A similar process applied to Figure 5 leads to 

i •(*•*&>"* • ''« ••••"" 
These scales show the beneficial effect of the outfall 

jetting action. Barr's data for convective flow leads to a natural 
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scale of 1/14.    For an outfall with low jetting action (Figure 5) 
the limiting scale is  1/93, and with a greater forced element of flow 
(Figure 4) the scale is 1/157. 

EFFECT OF DISTORTION 

The effect of distortion is to reduce the required model 
value of L(3')'* /djVS , thus allowing smaller <$(a,3'/3/x"5/3 
without entering the viscous zone. 

*     ^'*   m:    M90"%  .   J-s/ff ......(i3) 
-*'* <5*/s r      e*/ff 

= T(9.)%.      <  (14) 
<? 

a*vd <?(»*>** QCaO'fe w.    «"*,  (15) 

For a horizontal scale of 1/400 and a distortion of 2, and taking the 
prototype values given in equations 8-10; 

5fc-2 

q>is 
»    12 (? 

<q&>'h m =   o.»foy-»ofo 

(16) 

(17) 

(18) 

Figure 4 shows that these points lie just outside the viscous 
zone and thus, in a model, no viscous influence would be observed through- 
out a spread of 4,000 model  feet. 

Applying the same analysis to Figure 5 shows that, in the case 
of less jet action ( t>(sO"5/6?'/*5 = l-lfo) the model spread would 
become viscous in the latter part of the design extension.    However, 
with a distortion of 4.0, both diagrams indicate freedom from viscous 
influence and thus, provided the outfall densimetric Froude number is 
greater than 0.88, a horizontal  scale    of 1/400 and a distortion of 4 
would give a model spread, equivalent to 4,000 ft. prototype, free from 
viscous influence. 
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An additional constraint is that the correlation between 
the length and time parameters in the model must be identical   to 
that obtained in the prototype.    Figure 6 illustrates the exper- 
imentally determined correlation for non-viscous spread and shows 
that  Dt<ji)'/s/^'/*     must have the same value in model  and proto- 
type.    The outfall must thus be designed on a standard Froudian basis. 
Distortion effects are also given in Figure 6 which shows that any 
distortion alters the correlation in such a way as to reduce the 
required rate of spread in the model below that which will be achieved. 
The overall effect is, thus, twofold.    Distortion can eliminate the 
gross errors of viscous influence, but at the same time reduces the 
possibility of achieving the correct rate of spread. 

It is noticeable that the discrepancy increases as  the 
distortion is increased, and it is therefore important, from the 
point of view of spread,  to keep the design distortion to a minimum. 
Errors are greater at the higher value of t>(9'>'/s /fi?*'s    than at 
the lower value, and this indicates that distortion causes greater 
misrepresentation of spread when the jetting action is low than would 
be the case for an outfall with a considerable element of forced flow. 
For  D(a<)''Z/Q^S s o.gg     the errors are probably negligible. 

These errors are not indicated by two dimensional data 
because in lock exchange flow there is little diminution of tip 
velocity as the spread moves away from the source.    Thus a non-viscous 
spread diagram for lock exchange flow results in a straight line, and 
equations 3 and 4 show that exaggeration would simply move the proto- 
type point (e = 1) along the line towards the origin. 

RELEVANCE OF THE NON DIMENSIONAL GROUP    D(9')'/5/<?s/5' 

As has been stated,  the model outfall must be designed to 
have the same value of DfeO"'s/G?7-/$       as the prototype.    However, 
its actual value is not of great relevance for the purpose of choosing 
scales.    The variation between the scales chosen on the basis of Figures 
4 and 5 is not extreme.    One diagram gives a natural scale of 1/93, the 
other 1/157.    With a horizontal scale of 1/400, the calculated exag- 
gerations are 2.0 and 4.0.    Thus,  it would not be difficult to estimate 
the required scales for an outfall  having a value of D(9»)''s/<$2/5 
between, or near, those chosen for the design diagrams.    In any case, 
it is probable that most models involving outfall studies would require 
a greater exaggeration than 4.0 simply to obtain turbulent conditions, 
and this would ensure the formation of non-viscous spread for any 
densimetric Froude number greater than 0.88. 
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CONCLUSIONS 

The new approach follows the lines laid down by Barr using 
two dimensional data (3) but has three distinct advantages. 

1. There is no need to imagine an analogous lock exchange 
flow, and values of the relevant parameters can be calculated directly 
from prototype data. 

2. The new approach makes use of three dimensional  data 
instead of two dimensional data.    Calculations have shown that exag- 
geration causes errors which are not indicated by Barr's congruency 
diagram but, for an outfall with  t>(^9"3/<J?*/y    less than 0.58, 
the magnitude of the discrepancy is relatively small. 

3. The method includes consideration of the forced element 
of the flow and provides a more accurate result.    There is less tendency 
towards over-design. 

A comparison with Barr's method has shown that the Longannet 
model was probably distorted more than was necessary to obtain correct 
reproduction of the spread phenomenon.    This resulted from scales being 
chosen from data pertaining to a purely convective flow.    However, it 
is not suggested that the Longannet model was over-distorted.    Other 
conditions, such as estuarine circulation and turbulence, are relevant, 
and what must be done is to ensure that the design distortion is not 
less than that required to provide conditions under which the model will 
correctly reproduce the prototype spread.    Greater distortion than the 
minimum builds in a factor of safety against viscous influence but 
introduces errors, which may be important, and an effort should, there- 
fore, be made to keep the design distortion to a minimum. 

The scaling procedure may be criticised on the basis that it 
assumes dilution, velocity structure and depths of spread to be correctly 
simulated, provided rate of spread is accurately reproduced.    Since the 
main aim of the design method is to ensure freedom from viscous effects, 
it is considered that this assumption is not unreasonable, but obviously 
there is a need for further data regarding the structure of three 
dimensional spread. 

Application of the data to circular, closed conduit outfalls 
is straightforward, but it is more difficult to relate the data to 
channel  outfalls.    It may be that Figures 4 and 5 should be considered 
as interim design diagrams until  information is available for open 
channel outfalls, but, until such time, they represent a more satisfactory 
design basis than is otherwise available. 

In applying this scaling procedure it should be remembered 
that this applies to only one aspect of the spread phenomena.    The other 
aspects which must be considered have different scaling requirements 



DENSITY CURRENTS 2347 

and, to ensure a satisfactory model, it is necessary to choose a 
scale which will meet all requirements or, since this is often 
impossible, to determine the best possible compromise. 
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EXPERIENCES WITH TIDAL SALINITY MODEL EUROPOORT 

By: A.J. van Rees*', P. van der Kuur*'' and H.J. Stroband 

SUMMARY 

To guide -the works for the new harbour entrance at Rotterdam- 

Europoort in 1965 a tidal salinity model (scales 1:640 hor., 1:64 vert.) 

was constructed. The model includes a part of the North Sea and the 

Rotterdam Waterway Estuary. For its regular adjustment, use could be 

made of extensive prototype measurements, two-dimensional tidal compu- 

tations and tidal computations by means of the DELTAR (analogue, one- 

dim.). The model has proved to be very valuable for predicting stream 

patterns for nautical purposes because the shipping (huge crude 

carriers) had to go on without danger while the works were being 

carried out. The model has also been used for the solution of harbour 

problems (design, siltation), for predicting cooling water recircula- 

tion, and for advice on salinity intrusion problems. 

1. Introduction 

The seaward extension of the Europoort harbour system is being 

realised on the flats south of the mouth of the Rotterdam Waterway. 

Knowledge of the hydraulic conditions is of fundamental importance 

with the creation of complicated constructions in the field of coastal 

hydraulics. In the area at issue these are not only governed by the 

tidal movement but also to a considerable rate by density differences. 

To check the hydraulic aspects of the consequences of the execution 

of the works, at the moment two methods are available: one- and two- 

dimensional mathematical models can be used without taking into account, 

however, density differences, and use can be made of hydraulic tidal 

sea and estuary models reproducing three-dimensional flow and taking 

density differences into account. A combination of the two methods 
_^  

Delft Hydraulics Laboratory, Delft, the Netherlands 

Hydraulics Division, Delta Works, The Hague, the Netherlands 
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can also be applied, as shown later. 

The present knowledge on the physios of density currents is not so 

far advanced that computational methods can be successfully used for 

such a complicated pattern as the Europoort area with the inland tidal 

area of the Rotterdam Waterway Estuary. On the other hand, there is 

sufficient knowledge about model laws for salinity models, so that a 

real chance of success may be expected. Consequently, at this moment 

the use of a hydraulic model is preferred in which the tidal and den- 

sity currents can be reproduced with a sufficient degree of accuracy. 

The construction of a hydraulic salinity model may thus be justified, 

and this has been affirmed by the results of the model tests carried out. 

2. Preliminary Studies 

In the years 1957-1962 the lay-out of the harbour entrance was 

investigated in a pilot model (tidal model scales 600/100, also tests 

not on Froude scale with waves and mobile bed) . Some aspects were 

checked in a detail model (harbour mouth with flood and ebb conditions, 

permanent flow, scales 375/125, also salinity aspects). The present 

model, which was commissioned in 1965 by the Rijkswaterstaat (Depart- 

ment of Traffic and Waterways) in order to guide the works as an oper- 

ational model, is a tidal salinity model with a fixed bed. 

In the years 1964—1967 an ad-hoc committee on tidal hydraulics 

(Rijkswaterstaat Services, Port Authority of Rotterdam, Delft Hydraulics 

Laboratory) investigated future problems related with water, salt and 

sediment movement in the Rotterdam Waterway Estuary, which resulted in 

recommendations for research. As a result, a tidal salinity flume was 

established to guide the above-mentioned Europoort model with respect 

to the fundamental aspects (a.o. selection of the scales). 

To a certain extent data from field studies and computations were 

available. Since the beginning of this century many field data have 

been collected from the Rotterdam Waterway Estuary. There was a sub- 

stantial amount of know—how about the behaviour of the estuarine system 

(tide, currents and salinity aspects). For the Rotterdam Waterway 

Estuary as a part of the Delta system tidal computations had been exe- 

cuted and a great deal of experience was available in this field (in- 

cluding data from a tidal model, scales 2400/64 of the Delta area). 
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In 1965 no detailed information existed about the coastal region of the 

North Sea. There had been some float measurements for various purposes, 

amongst others to calibrate the pilot model of the mouth of the Rotter- 

dam Waterway; but no detailed insight had been obtained of the flow 

distribution along the coast and the behaviour of the salinity distri- 

bution under the influence of the estuaries in the Delta region. The 

configuration of the sea bottom was well—known by soundings made by 

the hydrographic service of the Navy and the measuring services of the 

Hi jkswaterstaat. 

In 1965i moreover, no advanced computation methods existed for a de- 

tailed computation of the flow pattern in the coastal region. An idea 

of the effect of the new harbour mouth could be ascertained by simply 

applying the potential theory (obstacle in a parallel flow). This gave 

some insight into the flow pattern and the limits where the distur- 

bance would be reduced to an acceptable degree. This information was 

required to estimate the position of the boundaries of the model. The 

tests in the pilot model also gave some information about this aspect. 

The stream atlasses available in 1965 showed that at an adequate dis- 

tance from the coast, the velocities are directed almost parallel to 

a certain direction. For this reason (and for economic reasons) it was 

decided to have the western sea boundary parallel to the above direc- 

tion and to have this limit as a closed model boundary. 

3. Set-up of the Model (Fig. 1) 

The conditions in the harbour mouth are governed by tidal and 

density currents. The tidal range is/ 1.60 m (mean tide), 1.35 n> (neap 

tide) and 1.75 "> (spring tide). The fresh water discharge from the 

Rotterdam Waterway is 1,000 m /s (mean value) and ranges roughly from 

400 rtr/s  to 4,000 m3/s. The salinity of the North Sea is about 33 ppt. 

The current at sea runs almost parallel to the coast and during flood 

the flow is in a northerly direction. High water slack at sea is 3-g- 

hours after high water in the harbour mouth (3-2 hours time lag). For 

the Europoort harbour there is no time lag and for the Rotterdam Water- 

way it is 2-5- hours. 

Consequently the interaction of the currents is very complex, and is 

complicated even more by the action of strong density currents. 
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The 'boundaries of the sea section of the model were chosen on 

limits where disturbances due to coastline modifications are negligi- 

bly small and where, except in some cases, the flow is almost homoge- 

neous. The boundaries of the river system were chosen in the tidal 

region but beyond the region of salinity intrusion. There is one tem- 

porary non-homogeneous boundary (Haringvliet, before the closure of 

the estuary). 

The selection of the scales of the model (1:640 horizontal 

dimension, 1:64 vertical dimension, 1:8 horizontal velocity, 1:80 time, 

1:1 density) was based on similarity according to the Froude law and 

on considerations on diffusion. It should be mentioned that in 1965 

no sound theoretical basis was available for the selection of the 

scales; the tidal flume was not available in time to produce a physi- 

cal background. Information from literature had to be the determining 

factor in the final decision. It can now be said that the choice of 

the scales 640/64 has been justified by experiments with the model and 

by data from the tidal salinity flume. 

The selection of the boundary conditions was a major problem, being a 

determining factor for an efficient boundary control of the model. 

Apart from certain exceptions, the system has proved only well-defined 

if in the case of n boundary conditions in n-1 the flow and in one the 

water level is prescribed. The boundary in which the water level is 

prescribed was necessary because of inaccuracies and schematisations 

in the boundary conditions. This boundary had to be far enough from the 

problem area, sufficiently wide and without transverse variation of 

flow and density. In the present model, the northern boundary fulfils 

these conditions best. 

The bottom roughness of the model was brought to scale by blocks 

(various Bizes, for the greater part cubes with an edge of 0.05 m). 

In the river system it proved to be unnecessary to use mixing devices 

(e.g., air bubble screens) in order to bring mixing to scale. It seems 

that the compensating effect of the exaggerated wall roughness in the 

highly distorted channels is important. Though the sea part of the 

model is quite large, it proved to be unnecessary to have devices for 

simulating Coriolis force. The effect of the Coriolis acceleration is 

implicit in the boundary conditions as they were obtained from proto- 
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type data. For the internal area, two-dimensional tidal computations 

were executed with and without Coriolis acceleration, which have shown 

that there is no important difference in the tidal movement. It is 

obvious that the boundary conditions determine the phenomenon in the 

internal area to such an extent that no additional mechanism is neces- 

sary. A complicated problem could thus be avoided, for no experience 

existed about the effect of Coriolis devices (e.g., tops) in non-homo- 

geneous flow, as in the internal area of the model. 
p 

A hall (3,000 m ) was built for the model with its technical 

equipment and with facilities to make brine. The model was constructed 

on a concrete slab 1.25 m above the hall floor to provide space for 

reservoirs and other facilities. The sea part of the model consists 

of pre-stressed concrete plates following the bottom of the sea, while 

the other part of the model, including the problem area near the har- 

bour mouth, was moulded in a sand bed. The water circulation system 

for the sea boundaries consists of a reservoir of 1,500 m (below the 

model) and a closed canal to the boundaries, and in the system there 

are 3 pumps with a total capacity of 1.5 m /s. For the river boundaries 

there is a small reservoir with a pumping system to realise the tidal 

discharge and the fresh-water inputj the most southern estuary branch 

(Haringvliet) has a reservoir (labyrinth) in which a two-phase system 

can be maintained so that a non—homogeneous boundary condition more or 

less can be realised. For the model the total use of salt is 1 ton 

(mean) and 4 tons (extreme) per hour. 

The control of the model could not be realised as strictly as 

suggested earlier in this survey. The flow in the model is controlled 

(by means of a system with gates) at 12 points along the sea boundaries 

and at 3 points on the river boundaries. On the sea side gates are used 

with overflow, and on the river side with underflow. When calibrating 

the model, the gates are controlled in such a way that the currents on 

the boundaries are in accordance with prototype conditions. Once the 

movement of the gates is known, only the movement is reproduced (bound- 

ary control without feed back). Naturally the system in the final stage 

is very stable and the currents are very well reproduced, but it is 

very time-consuming to find the good calibration. This led to a switch- 

over to volumetric discharge control, a principle which is now being 
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adopted for the river boundaries. Density is controlled by injecting 

brine in the water circulation system of the sea boundaries, with 

samples being continuously extracted from the system and mea- 

sured by means of a specific weight meter (gravitrol). 

In the model the overall stream pattern is recorded by photo- 

graphing floats (5 m, 10 m and 15 m lengths on prototype scale). To 

measure forces and moments (due to currents) along a certain shipping 

route (e.g., in the harbour entrance) a towed plate is used. The plate 

is towed into and out of the harbour, while the speed can be controlled 

and an angle with the route introduced. For tanker problems a plate 

of 300x15 m is used, and for coaster problems a plate of 100x5 m 

(prototype dimensions). For detailed measurements of the flow field, 

micro-propellers are used (in combination with a vane), and for mea- 

surements of the density distribution use is made of conductivity 

probes (in combination with a temperature meter). The tide is measured 

by water-level followers (vibrating needle principle). For the compi- 

lation and evaluation of the results a data-processing system (pencil 

follower, computer, plotter) has been available, but in 1972 a compu- 

ter system is being introduced to take over the total data-processing, 

the checking of the model and in the near future also the boundary 

control of the model. 

4. Boundary Conditions (Figs. 2 and 3) 

To realise the tidal movement in the hydraulic model, the neces— 

ray tidal conditions must be given on the boundaries of the model: for 

instance, the vertical tide on the boundaries on the sea side together 

with the vertical tide on the inland boundaries. To obtain the salini- 

ty distribution, the river boundaries should be supplied with fresh 

water and the sea boundaries with salt water with a constant and 

homogeneously distributed salinity, except in some cases of non—homo- 

geneous flow. These boundary conditions, together with the bottom 

configuration and data on flow resistance, provide sufficient infor- 

mation to realise the non-homogeneous tidal movement. The velocities 

could also be given, perpendicular to the sea boundaries of the model, 

provided at least one or more vertical tides were given at the same 

time for the involved tidal area, whereas on theinland boundaries the 

currents may be given, too. Generally, this boundary condition is more 
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strict than the vertical tide. The outline just given holds for a 

mathematical and a hydraulic model, although for the hydraulic model 

discussed in the preceding paragraph an extremely strict system of 

boundary conditions has to he used because of the reproduction of the 

salinity situation. 

The next problem was to decide how the conditions on the sea 

boundaries and the inland boundaries could be obtained, together with 

sufficient information on the internal area. For this purpose, on 

June 15, 1966, extensive sea measurements were carried out by the mea- 

suring services of the Rijkswaterstaat, including detailed measurements 

of flow, density and silt distribution along rows corresponding with 

the boundaries of the model and in the internal area; water levels were 

measured at stations along the coast and at a few points in the sea 

and at regular distances along the Rotterdam Waterway Estuary. The sea 

measurements were so extensive,however, that it was impossible to carry 

out simultaneously flow and density measurements in the river system, 

so the river flow data had to be simulated by computation. 

As the model could not be extended outside the tidal region, 

boundary conditions were required on boundaries inside. These data were 

computed starting from the data (at the river mouth) of the sea mea- 

surements of June, 1966, as boundary conditions. Computations were made 

by means of the DELTAR, which is an electrical analogon used by the 

Delta Division of the Rijkswaterstaat and simulating the tidal move- 

ment in the northern part of the Delta area (schematised to a system of 

tidal channels with a one-dimensional character) (Ref. 1). The DELTAR 

was essential during the operation of the model, particularly for the 

supply of data when conditions had changed, e.g., after the closure of 

the Haringvliet Estuary. 

At the time of the sea measurements of June 15, 1966, the northern 

part of the Delta plan was not yet completed. As these works would 

already be finished at the time of completion of the Europoort Works, 

it was necessary to close the Haringvliet Estuary in the model for the 

realisation of the actual situation to be expected. Ey this, however, 

not only was the tidal movement in the adjacent sea area influenced, 

but at a more important rate the water movement in the inland tidal 

area. In consequence of this enclosure, a way had to be found to adapt 
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the boundary conditions to the new artificially-created circumstances. 

Due to the cutting-off of a volume of 550*10 m /tide (average value), 

it was to be expected that in particular the velocities at the south- 

ern tidal boundary would be changed. 

By about 1968 the two-dimensional computations had developed so 

far that the measured 1966-situation could be modified. In connection 

with the developments along the Dutch coast as a result of the exe- 

cution of the Delta plan, two-dimensional tidal computations were 

carried out for a rectangular sea area covering the coastal area of 

the North Sea, including the Delta region and ranging about 40 kms 

seaward (the Buropoort area is within this rectangle). The dimensions 

of the computation molecules of the system were 1,600 m x 1,600 m 

(Ref. 2). In order to introduce the necessary vertical tidal bound- 

ary conditions to solve the tidal problem, measurements at sea were 

made on June 27, 1967, in which the vertical tides were measured along 

the above-mentioned rectangle. In the internal area of the rectangle, 

velocity measurements were also made for verification of the results 

of the two-dimensional computation. 

The boundary conditions along the sides of the rectangle were assumed 

to be invariable. This means that the influence of the enclosure of 

the Haringvliet a priori was thought to be no longer noticeable on the 

vertical tides along the sea boundaries of the mathematical model. 

Consequently, by closing the Haringvliet and so putting the veloci- 

ties there at zero, the changes of the velocities along the sea bound- 

aries of the hydraulic model could be computed for the tide on the day 

of the sea measurements (June 27, 1967)• 

Prom the results of computation it appeared that water transportation 

through the southern part of the western sea boundary increased, 

while in the coastal region part of the southern sea boundary there 

was a considerable decrease. Along the northern sea boundary hardly 

any changes could be noticed. The vertical tide in the mouth of the 

Rotterdam Waterway, too, hardly changed after the enclosure of the 

Haringvliet. 

The difficulty was now to translate the changes due to the enclosure 

of the Haringvliet, known from computation, into velocity changes 

on the model boundaries, corresponding with the tide on which the 
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model had been calibrated (June 15t 1966)• This was done by expressing 

the changes of the normal velocities at the model boundaries in per- 

centages, and by presuming that in similar phases these percentages 

would also apply to the changes of the velocities measured on June 15i 

1966, thus adapting conditions along the sea boundaries to the new 

situation. 

The realisation of the northern part of the Delta plan is changing 

considerably the inland boundary conditions which had originally 

existed. Of course, this was to be expected, as the tide used to pene- 

trate into the northern part of the Delta area from three sides, viz., 

the mouth of the Rotterdam Waterway, the mouth of the Haringvliet and 

the inland connection with the southern part of the Delta area (Volke- 

rak). If the entrances - Haringvliet and Volkerak - are left out, the 

tide in the northern part of the Delta area will be damped out consid- 

erably . 

As already mentioned, the vertical tide in the mouth of the Rotterdam 

Waterway had hardly been changed by the enclosure of the Haringvliet. 

Consequently it could be introduced in the DELTAR as a tidal boundary 

condition and the tide of June 15, 1966, could thus be simulated for 

the completed northern part of the Delta area. The currents measured 

in the DELTAR at the already-mentioned inland boundaries of the hy- 

draulic model were introduced in the model. Currents and water levels 

measured in the DELTAR along the Rotterdam Waterway Estuary could also 

be measured later in the hydraulic model. The current in the mouth of 

the Rotterdam Waterway as a function of time, proved to be in good 

agreement with the corresponding measuring results of the DELTAR. 

"5. Experimental Studies 

^•X'-.0£erajtiojial_stodie_s_Europoort_(Figs^ 4i_5_a££_6j_ 

The main purposes of the model is research to support the works 

for the new harbour entrance at Rotterdam-Europoort (Ref. 3). The 

investigations were commissioned by the Rijkswaterstaat, Harbour 

Entrances Department. 

The main aspects are: 

(a) Operational research in connection with the making of a new 

entrance to the Europoort harbours and closing the temporary one. 
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(b) Additional research for an optimum design of the combined harbour 

entrance to the Europoort basins and the Rotterdam Waterway. 

(o) Operational research on the stages of execution of the Northern 

and the Southern breakwaters. 

(a) Operational research has been carried out for the realisation of a 

new entrance to the Europoort harbours and for the closure of the 

temporary one. In four stages ranging from February 1970 up to April 

1972 the planning for the execution of the works was tested and a 

number of alternative solutions were examined. The opening of the new 

entrance was started by dredging from the inland side. A barrier, which 

was part of the old Southern breakwater was temporarily left, but in 

the final stages the breakwater was cut through. A gradual change 

occurred in the stream pattern in the harbour and in the temporary 

entrance. However, as the least change could create difficulties, be- 

cause manoeuvring with big oil tankers in the temporary entrance was 

already critical, the opening of the new entrance had to be done very 

carefully. A jet stream into the harbour would be dangerous for the 

manoeuvring of the tankers in the basin. It was known from DELTAS 

computations that above a critical size the connection between the 

new entrance and the temporary one would operate as a shunt to the 

Rotterdam Waterway. As a consequence the stream pattern in the tempo- 

rary entrance and in the harbour basin would change considerably, 

during the flood period as well as the ebb period. This could be dange- 

rous for the shipping, especially as manoeuvrability is a big problem 

when the speed is reduced considerably on entering the harbour basin. 

The conclusions from DELTAR computations have been confirmed by the 

results from the model. 

In the model stream patterns have been photographed for floats of 

various lengths. For the junction of the temporary entrance with the 

Rotterdam Waterway and for the main shipping routes in the harbours, 

forces perpendicular to the routes have been computed based on velo- 

city data from photographs. 

(b) Additional research is being done for an optimum design of the 

combined entrance to the Europoort harbours and the Rotterdam Water- 

way. The works started from the south with a sand dam which joins up 

with the Southern breakwater through a transit structure. One problem 
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to be solved was the best length of this structure to guide the currents 

along the coast. To find an answer, stream patterns were photographed. 

The optimum length of the Northern breakwater had provisionnally been 

estimated from tests in the pilot model. This problem, which has impor- 

tant economic aspects, was also governed by other aspects apart from 

the hydraulic criteria (manoeuvring length, wind and waves, morpholo- 

gical problems, etc.). In the model the length was varied from 2,150 m 

to 2,950 m, measured from the old breakwater. This proved that the 

stream pattern was not very sensitive. Although a length of 2,550 m 

showed optimum with respect to the stream pattern, the design length 

of 2,750 m was maintained because of other aspects. 

A big extension of the beach north of the Northern breakwater is in 

execution; the design was checked by photographing stream patterns in 

the model and found satisfactory. 

The temporary entrance to the Europoort harbours will not be closed 

completely but an entrance for small shipping will be left and in this 

connection various alternatives have been tested by jphotographing 

stream patterns and by local velocity measurements. 

(c) Operational research on the various stages of the execution of 

the Northern and the Southern breakwater has been carried out. Eight 

stages have been tested for the period April 1971 upto June 1974- 

Por overall data stream patterns have been photographed. In the main 

shipping route, starting in the 66'  approach gully and ending in the 

harbour, forces and moments have been measured by means of the towed 

plate and local velocity measurements were made at various locations 

where current concentrations were feared, for instance, at the end of 

daras. It proved that, starting from a very smooth stream pattern 

(April 1971), as the works proceed the stream pattern will gradually 

become less favourable (more concentrated between the dams), although 

in the final situation there will again be a slight improvement 

(smoother stream pattern). This is most important information for 

shipping. 

Control measurements are regularly executed in prototype to 

check the results of the model. Though comparing the results is some- 

times cumbersome because of different tidal conditions and fresh water 

flow, it has been shown that there is a good correspondence between 
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information from the model and that from nature. Extensive control 

measurements are those during closing the temporary entrance (an 

opening for small shipping was left) and regular measurements at sea 

in the approach route to the harbour mouth. 

£.iL«jOih£r_investigations 

At the request of the Electricity Board of Rotterdam research 

has been carried out on the dispersion of the cooling water of a huge 

electrical plant (in 1990 6,500 MW) to be situated in the new harbour 

area. The cooling water (25O m3/s in 1990 and a temperature jump of 

8 C) can be taken from the harbour and released directly into the sea 

or in the opposite way. Pour alternatives have been tested in the 

model. 

the dispersion was photographed with fluorescine for a tracer and the 

concentration was measured with rhodamine B. Density differences 

were simulated by adding fresh water to the salt water from the intake; 

a few tests were done with warm water, primarily to test thermovision 

techniques. 

A major problem was the expected change in meteorological conditions 

(fog), which would be unfavourable for the quality of the harbour 

entrance. It turned out that this problem was imaginary for about 

one kilometer from the outlet the warm water disappeared, and tests 

showed that a three-layer system had been established: from the bottom 

to the surface cold salt water, warm salt water, cold fresh water. The 

recirculation of cooling water to the intake proved to be unimportant, 

as even the most unfavourable alternative. 

On assignment by the Port Authority of Rotterdam designs have 

been tested for a container harbour connected to the Rotterdam Water- 

way. The harbour lies in the estuarine region, and the flow conditions 

in the harbour mouth are governed by the tide and density differences. 

For overall data stream patterns have been photographed, and the nau- 

tical aspects have been analysed on the basis of forces computed 

along certain shipping routes. To analyse the morphological aspects 

the velocity distributions in various cross—sections have been measured 

and from velocity data in the harbour mouth the exchange flow (prima- 

rily due to density differences) has been computed, on the basis of 
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which and of the expected silt concentration a prognosis of the 

siltation has been made. The effect of the harbour on the salinity 

intrusion has also been analysed. 

At the request of the Rijkswaterstaat, Rotterdam Waterway Autho- 

rity, the consequences of connecting a canal (depth 6 m, width 150 m, 

length 25 km) to the estuarine system have been analysed. The canal 

is a part of the harbour system which leads from the inland side into 

the Europoort harbour area; it is connected by a sluice to the Old 

Keuse, a branch of the Rotterdam Waterway. Because of the ever- 

increasing shipping, particularly push tows, it is necessary either 

to build more sluices or to create an open connection. The latter 

solution has been investigated in the model. The criterion is the 

response at the salinity situation, although the steam pattern in the 

junction is also important for nautical reasons. By examining both 

situations (closed and open canal) in the same model experiment, 

maximum accuracy (+0.3 ppt in concentration difference and + \ km 

in intrusion length) could be achieved. Alternative configurations 

of the junction were analysed on the basis of photographs of stream 

patterns. Particularly interesting is the phenomenon in the mouth 

of the canal: because of the high tidal velocities and the small 

density differences, there is no dispersion due to critical flow 

conditions. The canal thus serves the function of a fresh water 

barrier. 

6. Discussion of the Results 

£.J, ^Analysis, £f_%e_shi£pin£ problem ^Pig^, j) 

In the model the currents have been recorded as a function of 

place and time. But with these data alone the preparation of an 

advice on the navigability of a harbour entrance is a difficult task. 

The relation between navigability and currents (e.g., in a harbour 

entrance) is not well-known and the problem therefore involves the 

integration of the knowledge and experience of a number of disciplines 

Fortunately there exists a substantial know-how in various disci- 

plines and information is available with respect to many aspects, 

a.o. • 

1. Plots of tankers entering a harbour entrance, including the 



2368 COASTAL ENGINEERING 

recording of positions as function of time, drift angles and rudder 

angles; comments and interviews with pilots are simultaneously 

collected. 

2. Experiences with sense perception-physiological research regarding 

the factor "man" in the system, e.g., from tests with ship simula- 

tors. 

3. Response of model ships to certain types of currents in typical 

situations (e.g., influence of berths and bottom). 

4. Measurements in prototype of the currents in the same situations as 

mentioned under 1 and/or simulations of the currents in a model. 

5. Forces and moments on model ships towed along fixed routes with 

tests in a ship model basin, in addition to the information under 3. 

For purposes under 6, also tests with a towed plate have been done 

(Ref. 4). 

6. Currents in a tidal salinity model. As this type of model is highly 

distorted, tests with model ships are not possible, therefore tests 

are made with a towed plate. In situations where this is not possi- 

ble (e.g., in curved shipping routes), data are computed from stream 

patterns. 

Much work is being done in this field, for a great deal by Rijks- 

waterstaat: 

- Data are collected from existing situations to try and analyse the 

relation between current patterns and criticisms of the pilots. The 

effect of new situations is smoothed by instructing the pilots be- 

forehand through stream atlasses about new situations, predicted 

from stream patterns measured in the tidal salinity model. 

— On the initiative of Rijkswaterstaat a Nautical Committee has been 

formed on which the various disciplines and pilot organisations are 

represented. This committee co-ordinates the activities in the 

various fields and watches the nautical aspects with respect to the 

works in execution. 

The lack of good criteria is obvious. Judgment of data for routes 

where there has been hardly any shipping or model data rising above 

limits known from the past, involves the danger that there are no 

criteria which indicate that the situation is inadmissible. Besides, 

the factor "man" is hard to judge; it has proved in some cases that 
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situations which initially were found difficult, did not create pro- 

blems after some experience. In general, however, it is not necessary 

to judge the model data in an absolute way as just described. A great 

part of the work consists of comparison of mutual situations or com- 

parison of situations with a reference situation. Nevertheless, not 

only forces and moments, but also gradients of these functions might 

have repercussions for shipping. There is an obvious lack of know-how 

to judge this; yet this problem can also be solved, in most cases by 

referring to known situations. The data on, for example, forces and 

gradients are tabulated as a function of place and time and are com- 

pared with similar data from a reference situation. Some well-selected 

codes help to visualise the relative improvement or worsening, so that 

a final judgment can be made (in co-operation with the Nautical Com- 

mittee) . 

§.•—'—$Hal!?ii?-S. £f_Yari°usjrobJL£ms XFi&. §) 

The analysis of dispersion due to density differences as with 

salinity intrusion problems, is based on intrusion lengths and longi- 

tudinal and vertical salinity distributions. When the model reproduces 

the tide (water level, flow) in an accurate way, the convective trans- 

ports (in one-^limensional terms) are reproduced correctly. The repro- 

duction of the dispersive transports can be checked by comparing these 

transports in model and prototype, and these data can be directly 

computed if the spatial distribution in a cross—section of horizontal 

velocity and concentration is known. The model has been scaled on a 

correct overall reproduction of horizontal dispersion; local diffusion 

aspects cannot be analysed in the model. 

In the case of dispersion problems with no or very small density 

differences,a field in which the dispersion of cooling water from an 

electrical plant has been investigated, the success of the studies 

depends on whether the horizontal distribution of the effluent is the 

predominant phenomenon. As the model has been scaled on a correct 

reproduction of the horizontal dispersion (in longitudinal and in 

transverse directions), realistic results can be expected. 

For siltation problems in a harbour a tidal salinity model is 

essential if the exchange due to density currents is predominant 
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(there is also an exchange in connection with the tidal prism and the 

effect of vortices in the mouth). The exchange flow can be computed 

from velocity data in the harbour mouth. When the silt concentration 

is known, the siltation can be predicted, if the longitudinal salinity 

distribution in the river is also known, by applying the formulas for 

the exchange flow in the sluice problem for this case (with the 

appropriate empirical coefficient). 

For siltation problems in a river the model gives only little 

information. The predominance of the time mean value of the flow at 

the bottom is a criterion for siltation (no predominance means silta- 

tion), but for the Rotterdam Waterway it does not seem to be important. 

Sedimentation and erosion can hardly be predicted from the model. The 

velocity fields in a model with appropriate scales for a correct re- 

production of salinity dispersion have some significance. For an 

overall impression a "bottom" velocity (1—2 m above the botton) is 

generally used as a rough indication of changes in morphological con- 

ditions. 
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FIG. 1a    PLAN OF THE MODEL AREA 

FIG. 1b   VIEW  OF THE  MODEL 

FIG.1   GENERAL INFORMATION 
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FIG. 2a VELOCITY   DISTRIBUTION 
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FIG. 4a STAGES OF EXECUTING THE NEW ENTRANCE EUROPOORT 

FIG. 4b STAGES OF EXECUTING THE TOTAL PLAN OF THE NEW HARBOUR MOUTH 
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FIG. 5a   FLOW  PATTERN - BEFORE MAKING  NEW  ENTRANCE 
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FIG.7a   SET-UP WITH TOWED PLATE FIG.7b TYPICAL STREAMPATTERN 

FIG.7c  TESTS  IN TOWING TANK 
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FIG. 8a RELEASE OF COOLING WATER 
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CHAPTER 136 

The schematization for tidal computations in case of 

variable bottom shape. 

by J.J. Dronkers 

Synopsis. 

Mathematical and physical methods can be applied for tidal 

studies. After general considerations on these methods, some prac- 

tical aspects of tidal computations are discussed, in particular 

the schematization for tidal computations in case of variable bot- 

tom shape in shallow coastal waters. The relation with the coeffi- 

cient of friction is dealt with. A combined one- and two- 

dimensional tidal computation is considered. Also an example is 

given of the determination of the coefficient of friction in a 

very shallow region; the variations, which are found in this prac- 

tical case are discussed. 

1. General considerations on the application of mathematical 

and physical methods for tidal studies. 

Tidal problems may be solved by means of mathematical or phys- 

ical models. Both kinds of models are approximations of the reality; 

in some respects in a different way. 

In the analytical methods the water motion is represented in 

a continuous way. They can explain general physical aspects, e.g. 

progressive standing and Kelvin waves. These methods can only be 

applied in case of schematical tidal regions, and simplified as- 

sumptions e.g. the equations must be linearized. The value of the 

analytical method may be doubtful when it is necessary to use a 

computer for evaluating the solution in a particular case. An exam- 

ple is the evaluation of the harmonic method on a computer. This 

method can be applied in case one or two harmonic components must 

'Director,Hydraulics Division,Delta Works,The Hague,Netherlands. 
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be considered. In case of more components a computer evaluation of 

an analytical solution is not recommendable. 

In a physical model the practical solution is obtained by 

measurements at certain locations. They can represent the tide in 

complicated tidal regions. They show more details, e.g. eddy streets, 

which occur at sharp bends, and in case piers are present. Such phe- 

nomenae cannot be represented in a sufficient way in the mathemati- 

cal models considered till now. The shape of the bottom can also be 

represented better, although it is limited in case the distortion 

of the scale model is considerable. On the other hand it is diffi- 

cult to represent the Coriolis forces in a sufficient way in case 

these forces have a considerable influence on the water motion. 

The numerical tidal methods have qualities between the meth- 

ods, mentioned above. They can describe the tidal motion in rather 

complicated tidal regions, and the Coriolis force can be included 

in a correct way. To which extent these methods can be used is 

still a point of discussion and experience. This depends on the 

phenomenae, which must be studied, on the required data, and on 

the accuracy, which is demanded. 

The solution by means of a numerical method is a discrete 

solution of linear finite difference equations. In the finite dif- 

ference solution the water levels and velocities are computed at 

certain grid points. Usually the grid points for the water levels 

are different from those for the velocities. The discretization of 

the equations causes however difficulties, which do not occur in 

analytical solutions, and in physical models. Moreover it is diffi- 

cult to determine the accuracy of the finite difference solution 

by means of mathematical formulae. It must be obtained from expe- 

rience . 

Two numerical evalutation techniques exist: the explicit method 

and the implicit method. The non-linear terms in the finite dif- 

ference equations are often represented in a different way by vari- 

ous authors. In the explicit method the water levels, and the veloc- 

ities at a future time step are immediately computed from those at 

previous time-steps. In an implicit method they are obtained after 

the simultaneous solution of a set of linear equations. Therefore 
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the mathematical treatment of an implicit system of equations is 

more complicated than that of an explicit method. On the other hand 

in an explicit system the size of the grid net depends on a sta- 

bility condition. This condition, which determines the time step, 

depends also on the friction, and the Coriolis coefficient. Such 

a condition is not necessary for an implicit system. The time step 

in case of the application of an implicit method, can be chosen 

several times greater than for an explicit scheme; it depends on 

the accuracy only. In particular this is of importance in coastal 

waters were deep gullies and shallows are found. 

In the application of implicit and explicit methods instabil- 

ities of special kind, so called space-instabilities, may occur in 

the computation, in case the non-linear convective terms are in- 

cluded in the tidal equations. They may occur in particular in re- 

gions where large velocities, and variations in their directions 

occur, e.g. at sharp bends in an estuary. These instabilities do 

not occur when the convective terms are omitted. These problems 

are discussed in detail by Grammelveldt, 1969, and Kagan, 1970, 

for explicit schemes. It is shown that an explicit scheme e.g. 

that of Hansen's has a "computational viscosity", which depends 

on the grid size. In case of non-linear equations the "mathematical" 

wave interaction can induce a transfer of energy into the short 

wave range, in which it accumulates with time. Only a finite number 

of numerical waves can be resolved in a finite grid. This type of 

instability can be suppressed by introducing an artificial viscos- 

ity term, which causes a smoothing effect. However it is the ques- 

tion to which extent the accuracy is affected. Kagan shows that 

the minimum possible wave length, which is determined by the grid 

size, cannot be suppressed by an artificial viscosity term. 

Obviously the introduction of the boundary conditions in math- 

ematical models is much more simple than in physical models, where 

special apparatus must be applied. 

From mathematical point of view the vertical tide, as well as 

the velocities should be introduced at the open boundaries, unless 

the convective terms in the equations of motion are small or may 

be neglected near the boundary. In this respect difficulties did 
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not occur in the two-dimensional tidal computations, applied in 

the coastal area of the coast of the Netherlands. At the open bound- 

aries the water levels are introduced. The velocities obtained by 

measurements depend often on the local conditions determined by the 

bottom shape. Therefore they are not used as boundary conditions. 

The finite difference solution of the tidal equations is correct 

at some distance from the boundary. The inaccuracy of the results 

at the coast line may be a serious objection from practical point 

of view. 

2. Schematization of tidal regions for two-dimensional 

tidal computation. 

2a. General considerations on the size of grids. 

A one dimensional case like a river is schematized into a 

number of sections of equal or unequal length. The length of a 

section is determined such that the variation in the bottom shape 

is limited as possible. Considerable variations can take place at 

the boundaries of the sections; if necessary a separate equation 

of Bernoulli must be considered at these transitions. Furthermore 

the length depends on the locations, where the water levels and the 

velocities must be computed, and on the required accuracy of the 

results. The length of the sections in the rivers of the Netherlands 

is about 5 to 10 km's. 

In two dimensional regions a square net is applied for numeri- 

cal computations. The size of such a grid depends on the bottom 

shape, and moreover on the importance of the convective terms in 

the equations of motion. 

In the sea the convective terms cause rotating currents or 

circulation. Circulation is also caused by the Coriolis forces. The 

extent of these circulations to be considered in the computations 

cannot be smaller than double the grid size. If smaller circulations 

have to be considered the grid size must be taken smaller. Therefore 

a finer net is required when the convective terms are important. On 

the other hand the number of velocity and water level points, that 

can be considered in the computations on the computer, determines 

also the size of the grid net. E.g. in the Atlantic Ocean the size 

must be chosen many times greater than in the North Sea, where 
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30 km's or smaller is to be preferred. Large grid sizes can be 

applied when ever variations in the bottom shape are small with 

respect to the depth. Such variations are much greater in the coast- 

al zones. Also the number of tidal data in the coastal zone to be 

required is much greater. 

The size of the grid, considered in the coastal waters of the 

Netherlands, is 1.6 km. This zone extends from the coast line up 

to 30 km in the sea, and 150 km along the coast line. For more de- 

tailed and accurate information near the coast a smaller zone is 

considered. The size of this zone is about 10 km perpendicular to 

the coast line. The grid size is 0.4 km. In this region shallows 

and gullies occur, and moreover the irregular shape of the coast 

line must be represented. The boundary conditions at the sea side 

of the smaller zone  are obtained from the results of tidal compu- 

tations in the bigger zone, Dronkers 1970. The boundary of a smaller 

zone must be chosen such that the tidal data are not influenced 

noticeable by the tidal motion in the smaller zone. 

Often a square grid cannot represent the bottom shape in the 

mouths of estuaries, where deep gullies and shallows occur, in a 

correct way. One square of the grid can cover the shallows as well 

as the gully. In this case it should be desired to determine sepa- 

rately an irregular net for the gullies and the shallows,. Then the 

length and the width of the various rectangles of the grid may be- 

come unequal, and the accuracy of the finite differences in x- 

direction is different from that in y-direction. 

In the immediate neighbourhood of the coast line beaches occur, 

which are dry during a part of the tide. The slope of the bottom may 

be of the order of 1 m per km or more. Because of the small depths 

it is necessary to consider very small grid sizes. Such detailed com- 

putations are not carried out till yet. 

It is necessary to check the results of tidal computations by 

means of vertical tide and velocity measurements. In particular it 

is important in coastal waters, where small differences in the ver- 

tical tide may affect the directions of the velocities considerably. 
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2b. Improvement on the accuracy of tidal computations by 

introducing modified Chezy coefficients. 

The most important forces, which determine the tidal motion 

in the sea are the inertia forces, the Coriolis force and the 

gravity force. Usually the friction is of less importance, Also the 

convection terms can often be omitted. Friction and convection be- 

come more important in coastal waters. 

The results of the computations in the coastal region of the 

Netherlands1 Delta show that the computed velocities in the gullies 

are often lower, and on the shallows higher than the velocities ob- 

tained from the measurements. Accordingly the schematization must 

be improved by taking smaller grid sizes, or by modifying the Chezy 

coefficient. 

Fig. 1 shows the effect of modifications in the Chezy coeffi- 

cients for a part of the mouth of the Haringvliet. The Chezy coef- 

ficient has been changed in the regions within the dotted lines 

from 60 to 90 m2/sec. 

From tidal computations in rivers a general knowledge exists 

about the values of the friction coefficient C (Chezy) or n (Manning), 

as a function of depth and bottom material. In all applications it is 

necessary to compare the resulting velocities and water levels with 

those obtained from measurements. In ease considerable differences 

occur four factors must be considered: the size of the grid net; the 

influence of the location of the boundary conditions; the values of 

the Chezy coefficients, and the influence of the convective terms, 

due to the variations in the velocities. In the following it will 

be shown how the schematization can be improved by introducing mod- 

ified Chezy coefficients, which take into account the variation of 

the bottom shape. 

The modified Chezy-coefficient of a square (Ax, Ay) will be 

determined in case of the following assumptions. The values of C 

are known as a function of the depth. The velocity vectors in the 

square are parallel, and its magnitudes do not differ considerably 

from the mean value. These assumptions include that the convective 

terms in the equations of motion can be neglected in the square. 

Finally it is assumed that at a certain moment the difference in 
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head, due to the friction forces, is constant over the square,, 

The formula for the modified Chezy coefficient will be applied 

to the particular case that the velocities have directions paral- 

lel to the x-axis, and the variation in the bottom figuration only 

occurs in the y-direction. Let the square be subdivided in y- 

direction in n parts of equal depth. The total quantity of water 

in a cross-section of the square A x,Ay in the x-direction is, 

a u Ay = ai u1 A y1 + ag u2 A y2 + ••• + an 
u
nAyn       (l) 

in which a. are depths and u. are velocity components in x- 

direction. Because the values of the slope of the water surface 

i— are assumed to be constant in the square in x-direction, it Ax H 

holds according to the formula of Chezy, 
2 2                2       p 

Ah _    ul u2               _^n   uf_        ... 
Ax ~ „2 e „2    ~   ~ r2            ~ r2     '                Kd> 

S al L2  a2             °n an    ° a 

in which the velocity u, the Chezy coefficient C, and the depth a 

are the mean values over the square. 

It follows from (l) and (2) after replacing u (m =s 1,2 ... n) by 
1 IYI 

T— , that 

C a—Ay «, Ct a^Ay, + ^  ^"A^ +  + Cn a^'^y,, 

C a 

3/2A„_„  „ 3/2 . r     ^  r 3/2 . r     ^ ^r 3/2 

In case the depth changes continuously over the cross-section Ay, 

the following relation is obtained for the mean value of the Chezy 

coefficient, C, and the mean depth a, 

C a3/2 Ay=   fY  C(y) a(y)3/2 dy . (3) 

In the general case the velocity has components in the x- and the 

y-direction. Then the variable y in (3) must be replaced by the 

variable y , which is determined by the rotation of the axes x 

and y over the angle Ct to the axes x  and y ; a is defined by 

the direction of the velocities in a square. Then the factor uV, 
2    2 ^ respectively vV, in which V = (u  + v )  must be considered in 

the resistance terms. Because the velocitv vectors are parallel, 
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V can be replaced by   , respectively —:  . 
cosa     r sina 

Let a square subgrid be formed over the square (Ax, Ay) (fig,2). 

Then for each column in the y-direction formula (3) holds good. 

After addition of the results of the equation (3) for the sub- 

sequent columns, it is found, 
x y 

/ / 
C a3/2AyAx =  /  / C(x,y) a3/2(x,y) dx dy,        (4) 

0  0 
3/2        • 3/2 

in which C a   is the mean value of C a   over the square (Ax, Ay). 

The formula (4) holds for the general case that the velocity vector 

is not parallel to the x-axis. 

The modified value C  of the square is obtained from 
3/2     3/2 m 

C a   » C a   , in which am is the mean depth in the square. mm i" r ^ 
Generally it holds Cm>C. The analogous method can be applied to 

the river sections, Dronkers, 1964, Chapter XI. 

3. The schematization for a combined two- and one dimensional 

tidal computation. 

In this section the combined two-dimensional tidal computa- 

tion for a part of the sea, and the one-dimensional computation for 

a river is demonstrated (fig.3). In case the grid size and the di- 

mensions of the sections of the river are different, the schema- 

tization of the transition zone must be modified such, that the 

grid and the sections of the river fit together. In the transition 

section of the river this means that the width will become equal to 

the size of the grid: Ax = Ay, and that the mean velocity and the 

total quantity of water passing through the cross section, the dis- 

charge, does not change. This discharge is determined by the tidal 

conditions upriver of the transition section. Moreover the differ- 

ence in head due to the resistance force must not change. Hence 

2       2 
b a  =Ay a, and C  a. = C a , (5) 

in which a is the mean depth of the modified section, a^ the depth 

of the original section; C and C  are the corresponding values of 

the Chezy coefficient. 

These equations determine the modified depth a and coefficient C. 

If the width of the mouth of the river, b., is more than twice 
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the value of Ay, more sections with equal width Ay, next to each 

other in the river mouth, must be considered. 

The finite difference equations for the transition zone are 

mentioned below. The method for the solution of the tidal equations 

is dealt with in general terms. 

In fig.4 the points are denoted, where the velocity components 

u and v, and the water levels h are computed in the transition zone 

from the sea to the river. An implicit scheme is applied, Leendertse, 

1967. For the river the formulae of the third implicit scheme are 

applied, Dronkers, 1969. The water level and discharge, Q, or ve- 

locity, u, are taken at the same location, the beginning, or the 

end of each river section. The advantage of this method is that 

river sections with unequal length can be considered for the sche- 

matization of the river. An analogous method is applied in the sche- 

matization for the application of the harmonic method. 

The convective terms are not considered in the formulae for 

the sea, however the Bernoulli term is included in the equations 

for the river. 

Each time step consists of two parts. In the first half time 

step t + jl , the values of the velocity component in x-direction, 

u , and the water level with respect to the mean water level, h , 

are computed by means of implicit equations. The velocity component 

in y-direction in the sea, v', is determined by an explicit equation. 
1      II      " 

In the second half time step t + 5 T , v  and h  are determined im- 

plicitly, and u  is obtained from an explicit equation. No values 

of v have to be computed in the river, and therefore some modifi- 

cations are to be made in the computational scheme. 

In the following the finite difference equations are mentioned 

for the transition zone from the river to the sea. In fig.4 the lo- 

cations of the variables with indices n and m are denoted. At the 

coast m = M, and for the river n = N. The most upriver section is 

denoted by m = M . 

The squares of the grid in the sea which are on the same line as 

the river, have index m,N. For M + l^m^M., the equation of motion 

for the river is: 

5h     1  5u    |u| u     1    5u ,,, > 

^    g  5t   C2(a+h)   
g   5x 
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in which h is the water level, u the velocity, a the mean depth, 

and b_the mean width of the river at time t and place x. This 

equation is replaced by 

(Ax)m r ,     -] 
h  , - h a  -     (u  . - u  „) - (u ~ u )  - 
m+1   m     xg   L m+l   m+l     m   m J 

(Ax>m   l>+l•mJl'W+um) 1   , ,,   . t. 
-    -.       =   -   77—   (u       .+u   )(u       .-u   )    , 

C  (a + h )       e  m       ra 

(7) 

in which (Ax)  is the length of the m-th section and 2 X is the 

half time step. 

The equation of continuity, 

5h    5Au , . 
b St = " 5x~ (8) 

in which A is the area of a cross-section, and b the storage 

width, is replaced by 

,     ,    (Ax)_ b_ 

m+1   m      x 

These equations are written in the form: 

h  _ - h + T]  u.+ 9  u=ii  . m+1    m   ' m  m+1 m  m  ^m-1 

—•   T(h' ,-h „) + (h'-h )1      (9) A    m+1  m+1      mm m L J 

(m = M+1,....,M1) (10) 

v(h  „ + h ) + u  „ - u  =f 
m m+1   m    m+1   m  = m * 

in which the coefficients depend on those of (7) and (8). 

By means of the application of the sweep method in the up- 

river direction, the set of equations (10) can be rewritten in 

the form 

u =  -  q h     -t     u     +s      .   +  b     .,   h   . ^ 
m-1 ^m-1     m mm m-1 m-1     M+1 

1 , , (11) 
h cs-p     u    +r    +a     hw   . ,       M +  2< m< M. 

m rm    m m m    M+1 *•    ^   1 

Similar formulae are derived for the application of the sweep 

method in the downward river direction. Recurrent formulae for the 

computation of the coefficients q, t, etc. can be derived, 

Dronkers 1969. 

After the successive elimination of h  and u  in the set of 
m     m 

equations (11) in the upriver direction, and elimination in the 
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set of equations in the downriver direction, respectively, by means 

of the sweep methods, the following relations are obtained between 
i       '       i i 

UM+1 N' ^M+l N' UM  M and ^M  N a* *ne beginnin6 an<^ a* the^end of 

the river: 

! i i 

hMt,N 
+ PM,N UM1,N 

+ aM+l,N hM+l,N + rM+l,N ~ ° 

*      i        t        *     i       # *•1^/ 

PM+1,N UM+1,N + hM+l,N + aMx,N 
hM ,N + rM+l,N ~ ° 

The finite difference equations for the transition zone from 

sea to river follow next. First  the equation of motion in x- 

direction is applied to square ABCD of fig.4 for the first half 

time step. This equation 

5u  _       5h   gVu 

in which fi is the coefficient of Coriolis, is replaced by 

u'    « u      - a. (h'       _ h*   > + ip_ (v     + v       ) _ 
m,n   m,n  2k  m+l,n   m,n    8   m,n   m,n»l 

m 
4 J (u  .,+u  „ „)  + (v  ,,+v  „ „ )  I  + 2 u  . „ 
[[  m,N  m-l,N       m,N  m,N-l  J       m+l,NJ 

um,r 
(13) 

C2  (2a   +h +h  .  J m,n   m,n  m  m+l,n 

Then the equation of continuity is applied to the square EFGH, 

5h   5au    5av   ~ 
5t   5x    5y ~ 

The finite difference equation becomes, 

h'   t=h    +-pr(a    +h   )u m, n    m, n   4k  m, n    m, n   m, n 

-(a.   + a  .   „ + h   +h^)u.   + (14) 
m-l,n   m-l,n-l   m,n   m-l,n  m-l,n 

+ (a    + a  .   +h    +h   , „ ) v    + m,n    m-l,n    m,n    m,n+l   m,n 

+ (a   ., + a  „   ., + h   +n   „ ) v    .. m,n-l   m-l,n-l   m,n   m,n-l  m,n-l 

The explicit equation for v   follows from the finite difference 
m,n 

equation of the motion in y-direction (see square IJKL); 
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5v       r, 5h        e  Vv 
Bt * Q - " -« 37 - ^- • 

(u'  +u  .  +u    „ ) - §f (h    „ - h   ) 
m,n m-l,n m,n+l   2k  m,n+l   m,n 

(15) r 1   ,    '                i                     t           ,2 2        1   2 

•^  (u         + u     „       +u         „ )     + v 
T    L9       m,n m-l,n m,n+l m,n  J     v' 

C2       (a + a     ,       + h'        + h'        J 
m,n       m,n m-l,n m,n m,n+l 

The unknown values in equations (13) and (14) are 

tit i i 
u   , h   , h  .  , and u  .   etc.: v    is the unknown value in 
m,n'  m,n  m+l,n      m-l,n     '  m,n 

equation (15). 

In the sea these equations are applied to the grid for l^m^M; at 

the coast m B M. The index n varies between n = 1 and n a N+l and 

from n ts N+l up to n t: N . A solution by means of the sweep method, 

determines these values (Leendertse, 1967). Equation (15) determines 

v in the sea. 

However for n = N the equations (12) for the river must be 

added to the system of implicit equations mentioned in (13) and 

(14). Furthermore a relation between u „ and h„ . „ (see fig.4) 
m ,J\     M+l ,I\ 

must be added to the equations (12). Applying the equation of con- 

tinuity to the rectangle FBCG (fig.4), it follows, 

a „ (u„ . „-u ,,) a -  — 3(h., „ „-h„ . .,) + (h ,,-h ..)   (16) 
m,N   M+1,N  m,N      41 [  M+1,N  M+1,N      m,N  m,N J 

The boundary condition at the coast is: u   = 0 (n / K). Also 

h    etc. are given at the boundary in the sea. The equations for 

the second time step can be set up in a similar way. 
it   n      it 

In this time step the unknown quantities are u , h  and v . Then 

an implicit set of equations similar to (13) and (14) hold for h 
it ti 

and v , and an explicit equation for u . 

In equation (13), u  is replaced by v , and the finite differences 

in x-direction are replaced by those in y direction. Furthermore 

the quantities which are defined for the time level t in equations 

(13-15) are replaced by the time level t + J T , in a way that they 

get the index ( ). The equation of motion for the velocity compo- 

nent v is applied to square IJKL in fig.4, and the equation of con- 

tinuity to the square EFGH. 
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Because in the equations for the river, v  and v  do not occur, 

the solution of the complete set of equations of sea and river is 

different for the second time step. The values of v  and h  in the 

sea are determined by the set of implicit equations. The boundary 

value of uu  at the mouth of the river is taken at time level M,N 
t + | 1 , which is computed at the previous half time step. The 

equations for the river are not considered in this set of equations, 

because after the computation of v  and h , the values of u  in the 

sea is determined by an explicit equation. Next values of u  and h 

in the river are again found from a set of implicit equations  for 

which u   and h„ „ are the boundary condition. This set of implic- 
m,N      M.,N 

it equations are solved in the same way as described above for h 

and u „ 

From the preceding computational scheme it appears that the dimen- 

sions of the section FB of which the length equals half of the size 

of the grid, must be modified such that the width is equal to the 

grid size k. The formulae for the modified dimensions are given in 

formula (5). The lengths, widths, storage widths and depths of the 

sections upriver of point follow from the schematization of the 

river. 

4. The Chezy coefficient in very shallow regions. 

The execution of tidal computations in very shallow regions 

of which the depth is small at low water or in which some parts are 

dry, encounter many difficulties. The convective terms can usually 

be neglected on the shallows because of the very small velocities. 

However the values and the directions of the velocities may change 

considerably in the transition zone from the channels to the shal- 

low region. In this zone the values of the convective terms maybe 

of the same order or larger in comparison with those of the other 

terms in the tidal equations. A very fine net must be considered 

for computations in such regions. 

Friction forces are most important on the shallows. To get 

an impression about the Chezy coefficients in very shallow region, 

detailed tidal and velocity observations in a part of the Brouwers- 

havense Gat of the Delta region in the Netherlands are carried out. 
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results are shown in relation to the depth. 

It appears that considerable variations occur in the values 

of the Chezy coefficients for a certain depth, though in general 

the values decrease with decreasing depth in accordance with the 

expectation. Accurate computations cannot be carried out on shal- 

lows, because of the variable bottom-shape in the shallow region. 

This example appears too complex for schematization. Nevertheless 

the storage of the shallows must be taken into account in the tidal 

computations. Furthermore the friction term should be the only term 

to be considered in the equations of motion. 

The determination of the Chezy coefficients in a river is 

dealt with by Dronkers, 1964. The measurements and computations 

mentioned in this section, are carried out by the Measuring Station 

at Zierikzee, Delta Works, 
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The mean slope of the shallow in the direction of the coast is 

about 1:1500. The bottom material consists of fine sand (150 \i  ), 

mixed with silt. 

Fig.5 shows the detailed contourlines of the depths of this 

region, and the locations where vertical tide and velocity meas- 

urements were taken. 

The dimensions of this region are about: length 3 kms and 

width 2 kms. The region has been divided into 32 rectangles of 

which the dimensions are: length 750 m (x-direction), and width 

250 m (y-direction, perpendicular to the coast). The mean depth 

in each rectangle has been determined with respect to the mean 

water level. The velocity vectors are resolved into the x-direction 

(u-component) and into y-direction (v-component). The tidal range 

was about 2.9 m. The maximum depth, where velocity measurements 

are taken was 3 m below mean sea level, and the minimum depth 1.4 m„ 

The vertical velocity distribution are determined at intervals of 

15 minutes. The minimum distance from the bottom was 0.2 m. The 

water levels are measured at intervals of 5 minutes at each gauge 

(see fig.5). A very accurate levelling of the gauges has been car- 

ried out for this purpose. The maximum differences in water level 

are of the order of 5 cm per km. 

The mean velocities and their directions at any 15 minutes 

are represented graphically on the maps and decomposed in the x- 

and y-direction. The mean velocity components are determined on 

the sides of each rectangle (fig.5) by interpolation of the meas- 

ured velocities. 

After this preliminary work the equation of continuity, and 

the two-dimensional tidal equations of motion are applied to the 

water motion in each rectangle. The equation of continuity has been 

applied for the checking of the velocity measurements, because the 

quantity of water flowing to and from each rectangle at a certain 

instant must balance the quantity of water remaining within the 

rectangle at rising tide, or leaving the rectangle from high water 

to low water. The computations are carried out after each period 

of twenty minutes. The equations of motion are applied for the de- 

termination of the values of the Chezy coefficient. In fig.6 the 
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CHAPTER 137 

COMPUTER CONTROL AND DATA ACQUISITION OF A TIDAL MODEL 

by 

E.R. Funke* 

ABSTRACT 

A large tidal model of the St. Lawrence River covering 
the region from Montreal to lie du Bic is connected directly 
to a mini computer for data acquisition and control of the 
tidal boundary.  Some of the more important concepts for the 
design and operation of a computer based system for this 
application are described.  Details of an adaptive feedback 
controller for diurnal tides are given. 

A 16 mm film (N.R.C.-Division of Mechanical Engineering, 
film no. HYP 620, same title) describes the instrumentation 
and operation of the model.  A report (N.R.C.-Division of 
Mechanical Engineering, Report No. MH-110, same title) 
provides further details of this system. 

THE MODEL AND THE COMPUTER HARDWARE 

The National Research Council under the sponsorship of 
the Ministry of Transport is operating a 750 ft tidal model 
of the St. Lawrence River covering a 325 mile section of the 
river from Montreal to lie du Bic.  The model has a horizontal 
scale of 1:2000 and a vertical scale of 1:120.  Steady but 
adjustable tributary inflows are provided at various upstream 
locations.  The model has one tidal boundary and a digital 
computer is used to control this boundary over one repeating 
diurnal cycle by means of a 35 cfs axial flow impeller pump. 
In addition one may use three 10 ft long weirs in this 
control which do not, however, significantly improve 
performance of the tidal control scheme. 

The computer is an Electronics Associates Inc. EAI 640 
with 16K words of 16 bit core, 1.65 microseconds cycle time, 
2 disc drives, a teletype writer, a card reader, a drum 
plotter and a small magnetic tape recorder.  In addition, 
there is an analog to digital interface with 96 single 
ended analog input and 8 analog output channels, 16 output 
control lines, 8 sense lines, 8 general-purpose interrupts 
and a digital timer. 

* 
Associate Research Officer, National Research Council, 
Ottawa, Ontario, K1A 0R6. 
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THE ACTIVATORS 

Pitch control of the tidal pump is primarily affected 
by a hydraulic feedback controller.  The pilot valve of this 
controller is connected to a stepping motor through a preci- 
sion screw drive.  This stepping motor is driven directly by 
two output control lines from the digital computer.  Similarly, 
stepping motors are attached to their weirs through screw 
drives and these motors are also driven through separate 
output control lines. 

THE TRANSDUCERS 

There are 48 floating bulb water level gauges (N.R.C. - 
Division of Mechanical Engineering, LTR-HY-30, "A Laboratory 
Type Water Level Gauge", J. Ploeg) and up to 20 velocity 
meters (N.R.C. - Division of Mechanical Engineering, LTR-HY-29, 
"A Drag Plate Velocity Meter for Use in Hydraulic Laboratories", 
B.D. Pratte, September 1972) are installed along the model. 
These are designed around Hewlett-Packard linear differential 
transformers.  The level gauges are located in the model in 
the same geographic areas as tidal recording stations on the 
river.  In addition to the measurement transducers there are 
several devices used for the monitoring of various opera- 
tional and fault conditions.  These include:  -weir position, 
-pitch position, -weir or pitch limits, -power failure, -low 
hydraulic pressure, -butterfly or gate valve open or closed, 
-pump flow in or out, and others.  Up to 6 multi-turn, 
manually operated potentiometers are provided which may be 
programmed to permit operator intervention in the functions 
of the control program. 

OPERATIONAL FEATURES PROVIDED BY THE COMPUTER SOFTWARE 

The computer software is almost entirely written in 
FORTRAN IV.  It performs three distinct on-line functions; 
-the control of the tidal boundary, -the acquisition of 
measurement data and -the optional display of some data. 
These functions include the following features; -independent 
open loop control of three weirs, -control of one tidal pump 
by means of a feedback control function and a pump control 
table, -ability to evolve this pump control table, -monitor- 
ing and optional reporting of various fault conditions such 
as limits and jams, -data acquisition of 96 analog channels 
and 8 sense lines and their conversion to physical variables, 
e.g. levels to inches, currents to inch/sec and status to 
'fault' or 'no fault', -storage on disc of converted data 
for the last 2 diurnal cycles,-calculation of tidal extremes 
over last diurnal cycle and mean discharges for up to 15 
stations from current, elevation and cross-section area 
information, -the optional plotting of instantaneous water 
surface profiles and the optional typing of discharges or 
tidal extremes. 
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In the off-line mode the computer may be used to perform 
the following:  -the optional smoothing of the pump control 
table by means of a Fourier transform algorithm,-the genera- 
tion by means of a Fourier transform algorithm of a tidal 
profile over a diurnal cycle of 612 points using hourly 
readings as an input, -initialization of the control program 
including the calculation of head over weirs for any given 
overflow and the subsequent setting of the weirs to this 
elevation, -the facility to read and write various fixed 
parameters and control profiles via typewriter, card reader 
and magnetic tape, -the display by plotter of all experi- 
mental data.  During run time the tidal elevations and 
velocities are stored on disc as blocks representing a scan 
of all gauges.  The output program can select from one block, 
data from any number of level gauges and plot these as a 
function of distance from upper end of model or pick one 
gauge from all blocks and plot its output as a function of 
time.  The tidal extremes may be plotted as a function of 
distance from upper end of model representing the envelope 
of tidal excursions for the entire river), -the plotting of 
a grid system as a function of distance from upper end of 
model, -the calibration of level gauges.  (This feature 
provides for the automatic setting of weirs to a predetermined 
level and after excess water has run off and the model has 
settled, the program will take 5 0 consecutive readings over 
40 seconds, and compute the average voltages and their 
standard deviations.  This output represents one point on 
the calibration curve of all gauges.  Repeated application 
of this procedure at different levels makes up a complete 
calibration run), -a quick check for all level gauges. 
(This is provided by computing the mean elevation of all 
gauges with the use of present calibration constants.  Any 
gauge that is significantly out of calibration will reveal 
itself readily in comparison to all other gauges.) 

DESIGN CONCEPTS FOR THE SOFTWARE SYSTEM 

The Transducer Card 

The transducer card is an IBM punched card associated 
with each transducer, potentiometer or switch and which con- 
tains all pertinent information such as station name, its an- 
alog channel number and its calibration constants.  In addi- 
tion there is a 'formula type number' which defines the 
particular conversion formula applicable to this transducer 
and, consequently, the manner in which the various constants 
are to be tised.  For example, a level gauge is converted 
according to y = (v - B)/A + M and a velocity gauge is 
converted as u = sign(A) • sign(v) • /|v|/|A|, where v is 
the voltage reading, B is a bias voltage at mean water level, 
A is the sensitivity constant and M is the mean water level 
relative to datum.  Both velocity and level gauges carry one 
constant D as a distance in miles from Montreal.  This permits 
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the plotting of water surface profiles and the interpola- 
tions of elevations associated with discharge calculations. 
The conversion program currently in use handles up to 8 
formulas, most of which are related to fault detection 
transducers. 

Scale Factors and Data Types 

Although conversion arithmetic is executed in floating 
point, for reason of economy all constants and variables 
are carried in storage in integer format.  This leads to a 
choice of dimensions of variables suitable for this require- 
ment, e.g. voltage readings are in millivolts, elevations are 
in inch/1000 and velocities are in (inch/1000) per second. 
The dimensions of some calibration constants are chosen to 
give at least 3 figure accuracy as, for instance, the constant 
A for level gauges which is in millivolts per inch.  Dimen- 
sions of converted variables are usually carried in model 
units as this facilitates the evaluation of experimental 
data.  However, at the time of final output of the measure- 
ment data, this is converted to prototype dimensions.  This 
principle is, however, adaptable.  The main objective is to 
reduce the amount of operator effort and if, for example, 
the run time calculations of discharges are more meaningful 
to the operator if carried in prototype units, then this 
will in fact be done. 

Operator Control of Programs 

The programs are packaged into 6 units.  Each unit 
nearly fills the available core memory and includes a number 
of the described tasks.  Each task is accessible to the 
operator through the typing of a one or two digit number 
which will cause the program to branch to the selected task. 
For the output program a control card is used to select a 
particular function and to specify pertinent parameters for 
this purpose.  Consequently, the operator can prepare a deck 
of control cards that will cause the computer to carry out 
a pre-selected sequence of events.  This control card is 
sufficiently simple to prepare so that the operator will not 
require any particular programming knowledge to modify it. 

The Feedback Control Scheme for the Tidal Model 

The feedback controller for this tidal model is basically 
a proportional plus derivative controller which is, however, 
augmented by an adaptive scheme.  The fact that the tidal 
profile is repetitive is used to advantage, and the control 
scheme is programmed to learn from past mistakes and to take 
appropriate corrective action at an early enough time in the 
next tidal cycle. 

The schematic of the control scheme is illustrated in 
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Fig. 1.  In this diagram, the tidal profile, which exists 
in the computer as a table of numbers, is represented as a 
cam.  As this hypothetical cam rotates, the corresponding 
movement in the computer is the stepwise incrementation of 
the table index every 0.8 seconds. 

The reference input is taken from the 'cam' at a 
particular phase.  This is compared to the water elevation 
at the control point, which is a gauge near the lower boundary 
of the model.  This control transducer is substantially the 
same as the ones used for general data acquisition.  The only 
difference is the choice of the linear differential trans- 
former which has a ±3 inch range while most other transducers 
have a + 2 inch range.  It is necessary to have an instrument 
with a large deflection range as there is a distinct danger 
that the water elevation might exceed these limits with a 
subsequent loss of signal.  If this happens, the computer 
may compute an error of the wrong polaifity and the system 
would then go completely out of control. 

The transducers with a larger range have smaller 
resolution and accuracy in terms of absolute value.  A 
typical figure quoted by Hewlett-Packard is .5%, which 
corresponds to an error due to non-linearity and resolution 
of .015 inch.  Careful calibration will reduce this figure 
to .005 inch.  So far the model control has proved adequate 
for the measurements that are being made.  However, if it 
should become necessary to improve the accuracy of the feed- 
back control, one may double up on the feedback transducer, 
one for fine control over the normal operating range and the 
other for coarse control in the fringe areas. 

The areas in Fig. 1, which are surrounded by dashed/ 
dotted lines, represent the jobs carried out by the various 
subroutines.  In the normal feedback control situation the 
switch SJJ is closed and SQ is open.  The control function 
that is computed by the subprogram FDBCTR is based on 
present and previous errors and is given by 

IEU. = A *(E. + E. ,)/2 + A *(E. - E. _)/2AT. 
l    ox    l-l       1   l    1-2 

The program remembers past values of error but discards 
those beyond (i-2)AT. 

Manual potentiometers are available to control the 
coefficients A and Ai. These 3-turn potentiometers are 
programmed through their transducer cards to give an output 
of one when turned fully clockwise and zero when turned 
fully counter clockwise. At the present time values of 
A0 = .067 and A]_ = .05 are used with the dimension of E 
being in inch/1000 and AT = 0.8 seconds. 
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The feedback controller alone is not adequate for 
satisfactory operation.  With the selected loop gains, 
control errors in the order of 0.1 inches are normal.  In- 
creased loop gains lead to instabilities.  More sophisticated 
control functions which are designed around a lumped para- 
meter approximation of the tidal basin proved critical. 
These lead to instabilities that are imperceptible at the 
control point but become undesirably amplified at several 
upstream locations with shallow water depth. 

The method that is now being used with considerable 
success is based on the principle that a feedback controller 
should overcome primarily the unpredictable element in the 
control objective.  Anything that is known a priori about 
the control task should not be achieved by the feedback 
error control.  Rather, one should attempt to regulate the 
system as well as possible through an open loop control and 
whatever errors are made in this effort, due to random 
disturbances or misjudgement of system parameters, can then 
be corrected for by the feedback controller. 

The open loop controller that is required here is a 
profile of control signals to the tidal pump that will 
regulate the impeller pitch to cause flow in and out of the 
tidal basin in such a way that the water elevation at the 
control point corresponds to the reference input.  This 
profile is not easily determined by theoretical considera- 
tions or measurement.  As a matter of fact, it was found 
that the simple placement of several roughness elements at 
certain places in the river model gave an almost imperceptible 
local change in water level, but could cause a major effect 
on the pump control profile.  In addition, the pump has a 
nonlinearity in the vicinity of zero pitch which behaves 
more or less like a 'dead zone1.  This nonlinearity is also 
a function of the head difference between the model and 
the sump which is variable.  In the presence of these 
difficulties is was thought best to devise a scheme that 
would generate the required pump control profile through a 
learning procedure.  This option is activated by closing SQ 
in Fig. 1. 

When the controller recognizes an error and computed 
the corresponding control function IEU, then it is assumed 
that this corrective action, which is taken now, could 
yield better results if it had been taken a little sooner. 
For this reason, the quantity IEU^ is added to the pump 
control profile at a point just ahead of the current table 
index 'i'.  If the pump control profile is ITBL2C^ and the 
present value of the control function is IEU^, then the 
learning function is expressed as 

ITBL2C.  .I = ITBL2C.  .1 + SO*IEU. 
1~1 A. 1 1-1   J.1. • 1 1 J|next cycle J|this cycle 
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where SO is an adjustable gain constant which is now always 
set to 1 and j is an adjustable phase control constant which 
is now set to 5 seconds/.8 seconds = 6 steps. Care is taken 
of course to recycle the index whenever table limits are 
exceeded. 

When control conditions are changing or a new tidal 
profile is required, then it is necessary to place the 
computer system into this adaptation mode by closing the 
switch SQ.     This is referred to as the 'updating' of the 
pump control profile.  This procedure may take up to 8 
diurnal cycles until the error has vanished to acceptable 
limits.  After this it is customary to store all control 
parameters, including the tidal profile and the pump control 
profile, on digital magnetic tape.  This allows the operator 
to recall from tape any particular tide which has been run 
previously and put the model into operation within minutes. 
Start-up transients at the control point for fully updated 
tides are shorter than one diurnal cycle. 

CONCLUSIONS 

The application of a computer based tidal control and 
data acquisition system has substantially improved convenience, 
accuracy and repeatability of experimental work on tidal 
models.  These advantages are in addition to the obvious 
labour saving benefits.  There are, however, two areas that 
require more development or study for further improvement. 
From a systems point of view it appears more desirable to 
restructure the software so that all model control and data 
acquisition programs are made fully compatible with a 
generalized data acquisition and data analysis system for 
a hydraulics laboratory.  This would eliminate duplication 
in programming efforts.  Secondly, the present feedback 
control scheme is considered unpractical for tidal profiles 
extending over more than two or three diurnal cycles.  It 
is now felt the controller can be improved by the inclusion 
of a simple one-dimensional numerical approximation of the 
scaled model for the estimation of the dynamic storage at 
each time step.  This study could lead to interesting exten- 
sions to two or three boundary models. 
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CHAPTER 138 

DEFORMATION OF TIDAL WAVES  IN SHALLOW ESTUARIES 

•by 

CLAUDE MARCHE1 and HANS-WERNER PARTENSCKX3 

ABSTRACT 

Several mathematical models have been lately presented which 
describe the tidal wave propagation within an estuary.  The existing 
models derived from the method for damped co-oscillating tides are based 
on sinusoidal wave profile. 

Meanwhile a tidal wave which moves upstream, generally exhibits 
a progressive deformation which tends to unbalance the length of time 
between flood and ebb tides. The actual profile is therefore no longer 
sinusoidal. 

Our investigation uses the potential method, and takes into 
account the wave amplitude which is usually neglected compared with the 
water depth. 

Finally, the velocity potential is obtained explicitely, using 
a double iterative method. Tidal elevation, particle velocities and 
trajectories are given by the same computer programmed algorithm. 

Our study shows that l) the phenomenon can be clearly visualized 
on the theoretical curves and 2) the magnitude of this deformation is 
inversely proportional to the water depth, becoming significant when the 
ratio f|/h reaches the critical value of 1/10. 

Damping and geometrical effects are also considered and the 
theory was applied to the St.Lawrence Estuary. A partial positive 
reflection of the incoming tidal wave is assumed at the narrow section 
near Quebec, whereas a complete negative reflection is assumed at the 
entrance to Lake St.Peter.  The calculated and observed wave profiles, 
velocity distributions, and phase shifts are in good agreement. 

I.  INTRODUCTION 

Several mathematical models have been developped, describing 
the tidal wave propagation in an estuary. The existing models, for- 
mulated by A.T. Ippen and D.R.F. Harleman, for the Delaware Kstuary and 
the Bay of FundyflJ, as well as that of H.W. Partenscky for the St.Lawrence 
Estuary [ 2,3] , made use of the method for damped co-oscillating tide, 
based on a sinusoidal wave profile. 

1) Lecturer, Ecole Polytechnique, Montreal, Canada. 
2) Director, Franzius Institute, Technical University of Hannover, 

Germany. 
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However, a tidal wave ascending an estuary, generally under- 
goes a progressive deformation which tends to unbalance the respective 
ebb and flood times of the water mass. The actual profile is therefore 
no longer sinusoidal.The theory,developped in this paper, allows us to 
explain and retrace this wave deformation, by taking the influence of 
the water depth into account. 

II. DEFORMATION OF TIDAT, WAVE IN A. SHALLOW RECTANGULAR CHANNEL 

1. Velocity potential and free surface elevation 

The velocity potential of an oscillating wave of small ampli- 
tude propagating in the positive x direction is solution of the Laplace 
equation 

V2 0! = 0 

where index 1 indicates the incident wave. 

Direction of motion 

+ 

^ *)(*.« Mean water 

' \ 
^v^ \a^^f vj 

Bottom,   z - -h 

Wm/!/l/l//m/ll////llll/W///l////////////////)ll//l!/l/))MM)/////}ll/l)/lli 

Fig. 1: Definition sketch 

We consider the hypothesis of the small amplitude wave theory verified; 
however, we locate the free surface at elevation z - T| 1  , variable, 
and not at the mean elevation z = 0. The boundary conditions to be used to 
evaluate the resulting solution are: 

at z - T| a 

at 

at 

• afe8 

> ax ay 

ax 
ajj 
ax 3z 

s Vi  = o 

= 0 
(1) 

at z h : 
3z 

= 0 
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By neglecting the higher order terms, the boundary conditions can he 
written in a simplified form: 

at z = 711 
at 

g TU = 0 

at] i     aA   = 0 

at       az (2) 

at z = - h :      ^a_=o 
dz 

We note that the boundary conditions (2) differ from the usual conditions 
for waves of small amplitude by an order of approximation. This leads 
us to assume as a first approximation an initial solution of the form: 

,   ag cosh G, (h + z)   /„      ,N  A, g   ,        , ,„•, <?t = —  L-5   cos(G, x - at) =  *  cos(G, x - at) (3) 1   a    cosh Gx h a 

The boundary conditions (2) will now be applied to the velocity potential 
function JZ^ . Solution (3) fulfills the boundary conditions if 

a9 = g Gj tanh G1  (h + Th) U) 

is verified.  In the above equations, a is the amplitude of the tidal wave, 
T| j is the instantaneous surface elevation given by 

T!^ I |§L  and G, = 2n 11 g at      2 Li 
is the variable wave number. 

It should be stressed the importance of equation (4-) which shows 
that a and Gx are related by a variable expression depending on the 
elevation T] x , the latter being a function of time and space.  Field 
measurements have shown the rigourous equality of the period of different 
tidal waves.  This verification allows us to present the third equation 
needed: 

a = j - constant 

Equation (4) is an implicit equation in Gj , and an iterative computer 
programmed method will yield to a numerical solution in the system 
formed by equations (3) and (4-).  The uniqueness of the solution of 
this system is proved for all possible physical conditions.  The defor- 
mation clearly appears when a comparison is made between the wave profile 
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obtained from this theory and the sinusoidal profile. 

Figure 2 illustrates the type of deformation which a five 
feet amplitude wave undergoes, during propagation in a channel of 

fifteen    feet depth. We note in particular a descending time of 
six tenth (6/10) period versus an ascending time of four tenth (4-/10) 
of a period. Several similar curves, calculated for different water 
depths showed that the importance of the deformation becomes appreciable 
for a ratio of amplitude to depth of 

T)/h> 1/10 

approximately. 

The application of this theory to the potential of a wave 
reflected at x = B in the same rectangular channel leads to the 
following expression, with index 2 being used for the reflected wave: 

0    ^  agcoshG     (h + s)   eos(GsX_gt+6)   = klcos(Gax-at +  6)        (5) 
a cosh G8n a 

with: 2n 
Go   ~ — 

a = g G2   tarih G2 (h + T| s ) 

and 6 = 2nn-2G3B 

The velocity potential of the resulting wave is given by 

$ = 0i  + xr 0s (6) 

where x is the reflection coefficient of the reflected wave at x = B. 
r 

2. Introduction of    geometry and damping effects 

The generalization of this theory to a practical application 
requires the introduction of two additional parameters: geometry and 
friction. In the most general case, the resulting wave profile is 
given by the expression 

% i h i r   -n(x-B) p,(x-B) -I 

fl = a(^)  (j^)  ALe      sin(GlX - ot) - xrAE e     sin(G8 x -at + 6)  (7) 
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with the supplementary condition: 

a2 = g Q1   tanh Ga (h + T[1 )  = g Gs tanh G8 (h + T|2)    (8) 

where: 

h is the mean water depth 
b is the mean width 
h is the overall damping coefficient 
Ax  and Ag are terms as defined in equations (3) and (5) respectively 

Expression (7) is valid and may be used for any real estuary, with the 
condition that Green's Law "be satisfied. 

3. Water -particle velocity 

By virtue of the definition of the velocity potential, the 
horizontal and vertical components of a local fluid particle velocity 
due to the passage of the incident wave in a rectangular channel without 
friction are obtained by differentiation of the velocity potential in 
each direction: 

501 = ag Gt cosh G,  (h + T\1 ) 
5x    a     cosh Gjh 

50! = _ ag (J! sirih Gx (h+z) 
5z      a     cosh Gjh 

sin(G,. x - o-t)    (9) 

cos(GlX-at)      (10) 

The implicit equation 

G x tanh G x (h + 111) 

defining the term 01 =  2rr/Lx used in the expressions (9) and (10). 
A numerical solution is utilized to determine the velocity components 
V  and V as functions of x and z.    Figure (3) shows a characteristic 
variation of the horizontal velocity during a wave period. We note 
from this curve a difference between the absolute values of minimum 
(5.20 feet/sec) and maximum (4.15 feet/sec) velocity of the particle 
considered: The velocity of reflux is of greater importance than the 
velocity of flux. 

Therefore, for incompressible, two dimensional motion in the x, z 
plane the continuity equation requires that the corresponding period 
of time of rise and fall be unequal. This last observation corroborates 
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the mathematical and physical results concerning the tidal elevation, 
shown on figure (2). 

4. Water -particle trajectories 

Another modification of importance given hy this theory 
concerns the trajectories of particles. These are solution of the 
differential system 

<& ^ = rlt 
u   v   at (11) 

In the integration of this system, we do not use the small 
particle movement hypothesis, thus allowing us to consider that 
particle velocity is only a time fonetion. The complete integration 
of the system (11) may he made numerically, and without particular 
hypothesis, and leads to the following algorithm: 

%i n = 1 

T 
/ n ~ 
I   m 

/    T 

u(x 
"n- 1, ,)dt + XQ (12) 

n = 1 

(n-1)- 

W(x t  ,)dt 
n-1 Zo (13) 

where: 

Xj.       Z+ 

n and  un are the instantaneous horizontal and vertical displace- 
ments from 0 to tn respectively and, 

T/m is the increment of the numerical solution expressed as a 
fraction of the period. 

Figure (4) illustrates the trajectory of a particle under the 
effect of a wave propagating in a very shallow region. We note 
that the initial ellipse obtained from the small amplitude wave theory 
is downward deformed. 
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Trajectory of particle 
tinder a wave of shallow 
depth (theory of d'AIRY) 

Trajectory of particles 
under a wave of very 
shallow depth 

Minor Axis 

Major Axis 

^TTT^TIh 

Figure 4 

This deformation is easily explained by continuity by observing the 
velocity differences of flux and reflux. The calculated trajectories 
for different water depths show that there exists a variation in 
trajectory comparable to the well-known variation of ellipses in 
small amplitude wave theory. The major axis of the deformed ellipse 
remains constant at any depth, whereas the minor axis, in the vertical 
direction decreases with depth. 

III. APPLICATION OF THE THEORY TO THE ST. LAWRENCE ESTUARY 

1. Physical characteristics of the estuary 

The St. Lawrence Estuary is composed of two parts of different 
geometry.  The first concerning the estuary itself is a convergent form 
between its ocean entry and Quebec City.  It is prolongated by a second 
part of more constant width and far shallower depths, bounded at the 
location of the enlargement known as Lake St. Peter. 
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These two distinct parts of the estuary, "bring us to consider 
two successive reflexions of the ascending tidal wave: one partically 
positive at the straightening of Quebec (Section R1 ) , the other total 
and negative, at the sudden enlargement at Lake St. Peter (Section Ha) . 

2. Results 

Some physical parameters are required for the solution of the 
actual conditions in the estuary. These are: 

- The reflection and transmission coefficients particularly in the 
sections R1  and R2 . These are furnished by a geometric study 
in that sector. 

- The height of the tidal wave in the sections of reflection. 
These are found in the bibliography. 

- The precise geometry of the estuary, the surface width and the 
average depth of each section under study. 

Based on these informations, the application of the mathema- 
tical model allows us to predict the tidal elevation, the particle 
velocity and their trajectory at each section of the estuary, the 
instantaneous wave profile and the velocity distributions along the 
estuary at any time. 

A comparison of the recorded and calculated elevations at the 
tidal stations of Neuville and Grondine (figure 5), which are located at 
the upper shallower part of the estuary, is shown on figure 6 and 7. 
These curves show the expected deviation from the pure sinusoidal motion 
due to the restricted water depth in this region.  In the deeper part of 
the estuary, the graphs of 11 (t) regain a more sinusoidal form. 

Figure 8 presents the variation of the horizontal velocity 
of the particles at three sections of the upper part of the estuary: 
Neuville, Grondines, and Batiscan.  We note from these three curves 
a difference between the absolute value of minimum and maximum 
velocities, which is proportional to the maximum velocity itself. 

Figure 9 shows the trajectory of a particle initially located at 
Grondines and at a distance of seven feet above the bottom. We note 
that since the displacement is a periodic function of time in the 
expressions (12) and (13), the trajectories are closed curves. For 
comparison, the trajectory of a particle initially located at Batiscan 
above Grondines is shown on the same figure. We note that the conjugated 
effects of the damping and the geometry of the estuary tend to reduce 
the particle displacement in accordance with the wave propagation.  In 
the deeper part of the estuary the trajectories appear elliptic. 
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An instantaneous profile calculated for the upper part of 
the estuary is shown in figure 10. The calculation was made for 
5 A.M. on May 5, 1963, a date for which a detailed recording was 
available. A comparison with the recorded data shows the accuracy 
of the theoretical values of the tidal elevations. On the other hand, 
these curves clearly show the effect of the total negative reflection 
of a tidal wave and its decline in the upper part of the estuary. 

CONCLUSION 

The mathematical model herein developped and applied to the 
St. Lawrence Estuary gives a good approximation of the tidal motion 
in both, the deeper and shallower part of the estuary.  Especially 
in the shallower zone, the results show the well-known deformation of 
the wave profile which could not he predicted by preceeding mathematical 
models. The theoretical development used here, allows a computer 
oriented approach which could be modified to incorporate into the 
equations some of the more complex aspects of propagation of the tidal 
wave in an estuary, particularly the effect of the fresh water discharge, 
which was not yet included in the present study. 
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CHAPTER 139 

MATHEMATICAL AND HYDRAULIC MODELS OF TIDAL WAVES 

by 

1) 2) Jtirgen   Silndermann        and   Hans   Vollmers   ' 

ABSTRACT 

A systematical comparison between experiments in hydraulic 

models and numerical computations for the case of the pro- 

pagation of tidal waves in schematic estuaries is carried 

out. It is the aim of the investigations to present the 

advantages and disadvantages, the possibilities and limi- 

tations of the two models. The results show, generally, 

a fair agreement between measured and computed quantities 

even in the case of the occurence of horizontal eddies 

within the fluid. 

INTRODUCTION 

Whereas the hydraulic model has acted as an indispensable 

tool of coastal engineers in years past, purely mathemati- 

cal methods gained in importance only in recent times. 

This development can be attributed primarily to the advan- 

ces made in computer technology. In principle both methods 

the hydraulic model and the hydrodynamical-numerical (HN) 

method, are well suited in simulating the dynamics of na- 

tural water bodies. However, before one can ascertain how 

the two methods can be optimally combined so that the mo- 

del simulates natural processes to a high degree of accu- 

racy, it is first necessary to investigate the advantages 

and disadvantages of each, their possibilities and limita- 

tions. This paper presents further results of a systematic 

1) Prof.Dr., Technische Universitat Hannover 
Germany 

2) Dr.-Ing., Bundesanstalt fiir Wasserbau Hamburg 
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comparison of the two methods for tidal waves in schematic 

estuaries. Preliminary results were given by H. Vollmers 

at the 12th Coastal Engineering Conference [l]. 

U V V 
A 

Y 
Fig. 1  Schematic estuaries 

In order to gain experience and to determine some basic 

guiding principles, work commenced on simple, yet repre- 

sentative models. These are to be gradually adapted to 

natural configurations. Fig. 1 shows the forms of the 

schematic estuaries used. They are similar in shape to 

those found along the German North Sea coast. The special 

layout and dimension of the models was determined by the 

space available in the laboratory, to location and setup 

of the measuring apparatus and, also, the characteristics 

of the HN-models and the available computer capacity. 

In each case, we assumed a constant depth of 15m. The 

width at the entrance of the region was k   km. Forms A to 

D, that's those more distinctly one-dimensional, had a 

length of 55 km. Forms E and F, more two-dimensional, had 

a length of 16 km. The diameter of the circular extensions 

was 10 km in case E (jade) and 5 km in case F (Dollart), 

The coastal boundaries were approximated by vertical walls. 

For the estuaries A to D, we studieo the temporal and 

spatial behaviour of a M  tide of amplitude 1.5m. For the 

cases E and F, the amplitude was increased to 3 m i*1 or- 

der to obtain distinct measurable effects. 
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In the mathematical models used for comparison, the corio- 

lis force was neglected as the hydraulic model could not 

simulate this effect. In order to obtain some first hand' 

information on the effect of the coriolis force, in parti- 

cular for case E and F, corresponding HN computations were 

carried out. 

Due to core limitations, the mathematical model utilizes 

vertically meaned horizontal velocities. Comparison with 

measured velocities had therefore to be limited to mean 

values. A HN-model which includes the third dimension and 

thus permits a realization of the full 3-o'imensional velo- 

city structure, has now also been completed [2]. 

THE HYDRAULIC MODEL 

As the current processes examined here are, to a large 

extent, influenced by inertial and gravity forces, we can 

assign to the transformation ratio nature/model the well- 

known Froude Number. In the hydraulic model the length 

and width scale was set at 1:1000, the depth scale was 

set at 1:100. With these scales a mean tidal period last- 

ed 7*^-5 minutes. The model floor is composed of sand im- 

mobile under existing velocities. This floor, preformed 

by appropriate waves (approximately 1 cm amplitude) allow- 

ed us to simulate friction to a good degree. In Fig. 2 

next to the just analyzed form E, we may also see the con- 

tours of form D, and the dimension of the 55 km long rec- 

tangular channel, form A. 

The tidal waves were produced by a mechanical control 

system. During the experiments water levels and current 

speed were measured with vibrating points System Delft, 

self registering floating gauges and micro propellers. 

Directions were determined either with the help of small 

paper strips or photographically with a floating body 

free to rotate in the horizontal plane. As boundary con- 

ditions in the mathematical model we used the values at 

the entrance as measured in the hydraulic model. While 
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carrying out the speed measurements not only the time va- 

riations over a tidal cycle were determined but also the 

vertical distribution. Measuring locations in the hydrau- 

lic model were equivalent to corresponding grid points in 

the mathematical model. 

Fig. Model installation 

THE MATHEMATICAL MODEL 

The quasilinear, vertically integrated hydrodynamic equa- 

tions were taken as the basis for the model. In order to 

solve the corresponding initial value problem numerically, 

an explicit method developed by Hansen, the HN method, was 

used [3]. The mathematical model based on this principle 

can be adapted to natural regions to a good degree. As 

empirical input data it is necessary to prescribe merely 

the tidal amplitude at the entrance and the geometry of 

the area in question. 

The particular layout of the computational grid in the fi- 

nite difference method is determined by the type of problem 

to be solved, the necessary accuracy one wishes to attain 

and the allowable computation expenditures. Model forms A 

to D were computed one-dimensionally, that is, not consi- 

dering cross-streams but considering a variable cross-sec- 

tion. The estuary forms E and F were treated 2-dimension- 
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ally. The following differential equations are used 

(11»  *H&-*#M^V^U-*-AH*U-«#-0 

with u,v  = components of the vertical meaned -velocity 
vector in the x-, y-direction, respectively 

£    = deviation of the sea surface from the undi- 
sturbed level 

h    = mean water depth 

t    = time 

A„  = horizontal eddy coefficient 

f    = coriolis parameter 

g    = acceleration of gravity 

r    = friction coefficient 

This system of hyperbolic partial differential equations 

is nonlinear and hence particularly suited to shallow 

water dynamics which are known to be distinctly nonlinear. 

In addition, boundary conditions must be added as follows 

,,, .. along the coastline 

(2.2)  £(t) = Acos!6t- K) at the entrance of 
the estuary 

where  A = amplitude 

d  = frequency 

36= phase of the incoming tidal wave. 

As initial conditions we assume a state of rest: 

(3) u = v = Oj    £  = 0 
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In a one-dimensional calculation the equations are corres- 

ponding simplified. 

Now a brief description of the HN models for the estuary- 

forms A to F will be given. The appropriate grids and na- 

tural dimensions may be seen by Fig. 3. The layout of the 

grid points is well suited to the structure of the diffe- 

rential equations. The grid locations where tidal oscilla- 

tion are generated are marked. 

i- 4 km- - -4 km —-        •— - 

2 

109 { 
110{ 

— 4 km—-i 

10  11        1? 

Pig,   3     Numerical  grids   for   the  estuaries 

SiwTcfe 
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4.11 models have the following scales: 

Ax  = A y  =  500 m spatial grid distance be- 
tween two similar compu- 
tation points 

h water depth 

time step 

15 m 

Models A to D: A t = 30 sec 

Models E, F  : A t = 25 sec 

In each case, the computation were carried out until sta- 

tionary conditions were achieved. The maximum time to reach 

this state was 5 tidal periods. 

COMPARISON OF THE RESULTS 

The numerous measurements and numerical results under con- 

sideration permit a very detailed comparison between the 

two methods. Within the limitations of this paper, only a 

representative selection can be given. Results will be 

given only to the extent where they extend those already 

reported at the Washington conference. 

40    60    60    70    80 

Fig. k     Tidal ranges for different estuaries 

no Profile 
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Pig. k   shows a comparison between the computed tidal ampli- 

tudes and the corresponding- measured ones. The comparison 

is quite good. The maximum differences are of the order 

of a few centimeters; ever 50 $ of the differences lie 

within measuring error. The convective terms were neglect- 

ed in the equations of motion. Including these terms re- 

duced the above differences. Fig. 5 shows a comparison 

between computed and measured tidal curves at cross-sec- 

tion 56 of estuary B (at the point of transition from rect- 

angle to triangle) over several tidal periods. The agree- 

ment in both curves as regards form, amplitude and tidal 

duration is good. 

o-o-o- calculated 
 measured 

Thw 

Tnw Tnw      Time 

Thw = tide high water 
Tnw r tide low water 

Fig. 5  Computed and measured tidal curve for the 
water elevation in cross-section 56 of 
estuary B 

With estuary forms E and F we essentially wanted to compa- 

re the current structure in the whole model rather to make 

a detailed comparison of water level and current velocity. 

Fig. 6 shows a comparison between computed and measured 

current velocities over a tidal period. Flood and ebb cur- 

ves are very similar; the agreement is adequate. Shown 

also are curves for profile 5 in model A. One can see that 
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the characteristic distribution of flood and ebb agree. 

t rrr 

15 Time in hours 

Fig. 6  Computed and measured current velocities 
during one tidal period in cross section 5 
of estuaries A and E 

Of particular interest is the comparison of the velocity 

structures for form E. One could expect that separation 

regions would form at the circular expansion areas especial- 

ly at flood times. The development of these separation zo- 

nes under nonstationary conditions is particularly instruc- 

tive. Initial computations with the mathematical model how- 

ever showed that, except during a short time interval at 

slack water, no separation occurred. It seems that suffi- 

cient conservation of vorticity was not achieved in this 

model. This failure could be eliminated by the inclusion 

of the convective terms. With help of synchronous output 

of the measured velocities, we were able to simulate and 

compare a classical vortex. The comparison was good. 

Figures 7 (a) to (d) show the computed velocity fields 

(marked with arrows) with the corresponding fields in the 

hydraulic model for various sequential tidal phases. In 

Fig. 7 (a) the vortex has just started to be formed near 
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the expansion region. Fig. 7 (d) shows the -vortex at its 

largest extension at the start of the ebb currents. It is 

just beginning to disintegrate. A boundary layer flow 

diminishes it in the central region of the estuary. 

(a) 

DIRECTION   OF  THE  VELOCITY  AFTER   T   -   91875       SEC  IDEGREE) 

(b) 

DIRECTION   OF THE VELOCITY AFTER   T -   95600     SEC  IDEGREE) 

Fig. 7 a,b  Computed and measured velocity fields in case 
of estuary E for two tidal phases separated 
by time interval of 1/12 tidal period 



TIDAL WAVE MODELS 2433 

(c) 

DIRECTION   OF  THE VELOCITY  AFTER   T  *   99325      SEC  (DEGREE) 

"|'1«V -59*     -3»-*«»-l2k -9B/-11]*- 179* 
1 -USJ -98/   -tiir -B3j   -671 -2Tf 

(d) 

DIRECTION   OF THE VELOCITY AFTER   T >   103050    5EC  (DEGREE) 

Fig. 7 c,d  Computed and measured velocity fields 
in case of estuary E for two tidal 
phases seperated by time interval of 
1/12 tidal period 
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The possible effect of the coriolis force in the more 2-di- 

mensional formes E and F as also in nature is of particular 

interest. Computations showed that, although the water le- 

vel distribution did not change significantly, the hori- 

zontal velocity structure at particular phases of the tide, 

were altered significantly. As an example, Fig. 8 shows 

the current distribution at the same time as in Fig. 7(d) 

but including the coriolis effect. One may see the large 

change - in particular the unsymmetric distribution of 

the direction field. 

DIRECTION  OF THE VELOCITY AFTER   T  .   103050     SEC  (DEGREE) 

1 1 3 * 5 *> 7 a 9        10        11        12        U        1*        15        16        17        16        1«        ZO        21 

Fig. 8  Velocity fields a.» in Fig. 7 (d.) including 
the coriolis force 

Figures 9 (a) and (b) show two current situations for 

estuary F. Two eddies have formed in the expansion area. 

Just before slack water the whole circular basin consists 

one large vortex. To be noted is the good comparison as 

regards the area of deformation. Just at this time the 

eddy also extends somewhat into the rectangular canal and 

causes a deflection of the streamlines. 
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(a) 

DIRECTION   OF THE VELOCITY  AFTER   T  -   88150      SEC (DEGREE) 

INSTANTANEOUS  VALUE 

1*      IS      16      n 

(b) 

DIRECTION   OF THE VELOCITY AFTER   T  .   99325      SEC   I DECREE I 

INSTANTANEOUS  VALUE 

Fig. 9 a,b  Computed and measured velocity fields 
in case of estuary P for two tidal 
phases separated by a time interval of 
1/k   tidal period 
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CONCLUSIONS 

Seen overall, the results of the hydraulic and mathemati- 

cal model compare well for the tidal waves considered. The 

essential characteristics of the currents have been quali- 

tatively reproduced. The quantitative comparison shows, 

nearly without exception, only small differences between 

measured and computed quantities. This is especially true 

for the simple forms A and B. For these forms the hydrau- 

lic model can be substituted by an equivalent mathematical 

one. 

No detailed quantitative comparison have yet been made for 

the estuaries E and F. The development of the current sy- 

stem at particular tidal phases is however so similar in 

the two systems that, in general, the two methods can be 

considered equivalent. 

On the basis of measurement we have some to the general 

important conclusion that for the HN models the convective 

terms could not be neglected when analyzing tidal phenome- 

na. On the other hand, the insertion of a simple quadratic 

friction term with a constant friction parameter seemed 

adequate. A comparison of the computations, with and with- 

out the coriolis force, showed that for two-dimensional 

regions large differences can occur in the current patterns 

although the surface elevations are not appreciably changed. 

The results presented here, indicate that it would be worth- 

while to improve the mathematical model. Thus, we intend 

to include the vertical structure in future and, by using 

a variable spaced difference net, to be able to simulate 

the real geometry to a higher degree of accuracy. It would 

then seem possible to replace the hydraulic experiment, 

for cases similar to the ones examined by a HN model. The 

hydraulic model can, on the other hand, be utilized in 

those complex instances where satisfactory mathematical 

formulations do not as yet exist. 
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CHAPTER 140 

TIDAL HYDRAULICS IN THE CANO MACAREO 

Konstantin Zagustin, Ph.D.1, Frank D. Masch, Ph.D., P.E.2, 

and Robert 0.  Brandes, Ph.D.3 

ABSTRACT 

Investigations have been undertaken to predict the tidal amplitudes 

and current patterns at the mouth of the Cano Macareo in Venezuela to the 

Atlantic Ocean. These studies were undertaken as part of a more compre- 

hensive feasibility study sponsored by the Corporacion Venezolana de 

Guayana for location and orientation of a 60-foot deep navigation channel 

and for the design of related channel appurtenances. In the analysis, 

three simulation methods were employed conjunctively. These included one- 

and two-dimensional mathematical models and an electro analogical model. 

Model results have been supplemented with prototype data and other infor- 

mation based on field observations. 

Analyses provided for determination of tidal hydraulics, first, to 

establish baseline conditions as they presently exist, and second, to 

evaluate the effects of various proposed channel alignments. The two- 

dimensional mathematical model and the electro analogical model both 

provided for inclusion of a pronounced longshore sea current which plays 

an important role in determining current patterns at the mouth of the 

Macareo. In addition, the use of a berm to modify the sea current in the 

vicinity of the channel entrance was investigated. 

'Consulting Engineer, Associate Professor and Head, Hydraulic 
Laboratory, Central University of Venezuela. 

Principal , Water Resources Engineers, Inc., Austin, Texas. 
3Senior Engineer, Water Resources Engineers, Inc., Austin, Texas. 
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INTRODUCTION 

This paper describes a model study performed on the Cafio Macareo 

estuary, a branch of the Orinoco River delta in Venezuela, Figure 1, to 

determine the best location for a navigation channel and the additional 

structures necessary to provide minimum maintenance dredging. The study 

is part of a total project being developed by the Corporacion Venezolana 

de Guayana to provide navigation for large vessels to the industrial area 

of Ciudad Guayana located on the Orinoco River. To minimize dredging of 

the 60-foot deep channel, the plan foresees the closure of the Carlo 

Macareo 180 kilometers upstream of its mouth at "Boca de Serpientes", 

with provisions for inclusion of a lock system to cope with differences 

in water levels. This scheme will reduce sediment deposition along the 

channel while at the mouth of the river the tidally-generated currents 

should be sufficiently strong to keep sediments moving. 

The model analyses, both mathematical and electro analogical, 

were undertaken to predict the flow behavior through the mouth of the 

Cafio Macareo after the river is closed and a constant discharge is released 

to prevent salinity intrusion. Studies were also performed to determine 

circulation patterns produced by tidal influence in the vicinity of the 

river's mouth with the proposed channel and its appurtenances in place. 

UNIDIMENSIONAL ANALYSIS 

To determine the river discharge at ebb and flood conditions at the 

mouth, a one-dimensional numerical analysis of the tidal propagation along 

the river was made. Field work was undertaken to determine the cross- 

sections of the river at intervals of three kilometers, and equivalent 

rectangular cross-sections were computed for use in the numerical proce- 

dure. A typical tide was selected and computations were made for the 

natural conditions, first, to make a preliminary check on the available 

field data, and second, to adjust the friction factor and other parameters 

in the problem. When this initial step was completed a maximum typical 
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tide was used to run  the one-dimensional numerical model for the case 
with the river closed 180 kilometers from its mouth. The results, as 

shown in Figures 2 and 3, provided boundary conditions in the form of the 

time-history of discharge and water surface elevation for use in the two- 

dimensional models of the river mouth area. 

BIDIMENSIONAL ANALYSIS 

Two-dimensional solutions of the flow field were obtained by two 

methods; a numerical scheme applied by Masch and Brandes and Zagustin's 

electro analogical model. The two-dimensional numerical solution used 

took into account all of the pertinent variables in the problem including 

the water level variation with time, spatial discharge variations with 

time, sea currents, depth variations, friction factors, and fresh water 

discharge. While the numerical procedure used provides a sufficiently 

accurate description of the physical processes involved, the spatial 

resolution of results, however, is somewhat limited by the grid size 

used because of computer time and storage requirements. The analogical 

solution, on the other hand, is restricted to ideal flow and cannot easily 

account for time variations, but can provide indications of the streamline 

patterns for ebb, and flood flows. These two conditions are important in 

the analysis of sediment motion, particularly since it was found from the 

one-dimensional results that there was a relatively long period when the 

flow characteristics remained nearly constant at each condition. The 

fact that depth variations could be reproduced accurately and that stream- 

line configurations could be obtained as needed, provided additional 

complementary information for use with the numerical solution. 

ELECTRO ANALOGICAL MODEL 

The electrical analogy for determination of the streamline patterns 

is based on the similarity between eqs. (1) and (2). Equation (1) represents 
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the flow of an ideal irrotational fluid in a variable depth field and is 
given as 

3f , 
3y ; 

where d  is the depth at a point (x, y) and f  is the stream function. The 
equation of electric potential in a uniformly conducting field with variable 
thickness, t , is given as 

xy    3 

i_(t— )+— ft— )      =     0 (2) 3x * xy 3x ' 3y v \y    dy ' u yc> 

where e is the electric potential. 

To have a correlation between streamline and equi-potential lines, 
the analogic model must be built with a thickness of conductor material 
inversely proportional to the depth. The analogic model built for this 
study utilized Teledeltos paper as a conducting medium, and hence the 
number of layers of the Teledeltos paper was maximum in the areas of low 
depth and minimum in areas of high depth. The applied voltage was pro- 
portional to the flow discharge in the river and the magnitude of the 
sea current established for each condition. 

TWO-DIMENSIONAL HYDRODYNAMIC MODEL 

Mathematical characterization of the hydrodynamics of a two-dimensional 
estuarine system requires the simultaneous solution of the dynamic equations 
of motion and the unsteady continuity equation. The theoretical basis for 
these equations has been dealt with in detail in the literature and will 
not be repeated here. 

Neglecting the convective acceleration terms but including wind 
stresses and the Coriolis acceleration, the equations of motion applicable 
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to tidal flow can be written as 

3qx 

W " My 3 "  3x ii q        =      - g d f~   -    f q q      +    K V2 cos 0 (3) 

3q 

at2"    '    " Mx ~ y u 3y    "    '   H Hy    '     ,s "w Cq        =      - g d ~-   -    f q q      +    K V2 sin 0 (4) 

The equation of continuity for unsteady flow can be expressed as 

3q 3q . 

3y 3t (5) 

In eqs. (3), (4) and (5), q and q are the vertically integrated flows per 

foot of width at time t in the x and y directions, respectively (x and y 

taken in the plane of the surface area); h is the water surface elevation 

with respect to mean sea level (msl) as datum; d is the depth of water at 

(x, y, t) and is equal to (h - z) where z is the bottom elevation with 

respect to msl; q = (q2 + q2)1'2; V is the wind speed at a specified ele- 

vation above the water surface; 0 is the angle between the wind velocity 

vector and the x-axis; K is the non-dimensional wind stress coefficient; 

and a  is the Coriolis parameter equal to 2 u sin $ where w is the angular 

velocity of the earth taken as 0.73 x 10"" rad/sec and $ is the latitude. 

The bed resistance coefficient, f, is computed from the Manning equation as 

[gn2/2.21 d7'3] where n is the Manning roughness coefficient. The Manning 

coefficient can be estimated either from the Stickler Formula knowing 

spatial and point distributions of sediments or it can be determined em- 

pirically from comparisons of measured and computed tide and velocity 

histories. 

The numerical solution involved an explicit computational scheme in 

which the two-dimensional vertically integrated equations of motion and 

the unsteady continuity equation were solved over a rectangular grid of 

square cells used to represent the physiography of the system and to 
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specify boundary conditions. Two different grid networks were used to 

describe the study area at the mouth of the Cano Macareo. Resolutions 

of one and one-half kilometers were used in representing the area from 

deep water up to the point of river closure, Figures 4 and 5, respectively. 

The models were excited with representative tides in deep water, a long- 

shore sea current over the continental shelf, and a constant release at 

the most upstream reach of the river. 

The time histories of water surface elevation and component velocities 

for one tidal cycle were obtained for each water cell in each of the grid 

representations including the adjacent shallow areas subject to flooding 

at high tide. By scanning these results, velocities in each cell were 

resolved into vectors and then plotted at flood, ebb and slack conditions 

and compared with results of the electro analogical model. 

DISCUSSION 

The two-dimensional solutions of the tidal hydrodynamics with the 

numerical and the electro analogical procedures were carried out initially 

for natural conditions without channel improvements using boundary con- 

ditions determined from the one-dimensional analysis, Figures 2 and 3, and 

the available field data on the longshore sea current. The results obtained, 

also shown in Figures 2 and 3, compared satisfactorily with the field meas- 

urements of velocity magnitudes and directions at selected cross sections. 

For the numerical solution with the one kilometer grid, a spiral 

type channel was included to take into account the storage effects of the 

river up to the point of closure. The depth and length of the spiral 

part of the channel was obtained by trial using the one-dimensional re- 

sults as a reference. The magnitude of the sea current was divided into 

three parts and a variation of each magnitude with time was specified. 

In Figures 6 and 7, the comparison of Masch and Brandes' numerical compu- 

tations and Zagustin's analogical results is presented for ebb and flood 

tide conditions. 
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Partially as a result of the initial runs, it was decided that a 

lateral protection was required to maintain most of the channel length 

in the estuary free of sediment. Several combinations of barriers were 

tested to protect the channel at its exit to the sea. In these tests, 

the one-half kilometer grid was used with the numerical computations and 

a more detailed electro analogical model was also built. In both cases a 

more exact representation of the sea current was taken into account. 

Figures 8 through 11 show velocity patterns at flood, ebb and slack tide 

conditions as obtained from the models for a given geometrical configu- 

ration of the proposed barriers and channel alignment. After studying 

several combinations of berms, sea current barriers and channel align- 

ment, a recommended layout, Figure 12, was selected based on minimizing 

sediment transport problems but still maintaining manageable velocities 

from the standpoint of navigation. 

CONCLUSIONS 

The numerical and analogical simulation models described in this 

paper have been shown to provide the capability for analyzing estuarial 

circulation patterns resulting from alternative channel configurations. 

The models which have been applied to the Cano Macareo, an estuary of 

the Rio Orinoco, were calibrated using data collected in the field and 

results obtained from a one-dimensional method of analysis. Several 

geometric configurations of channel alignment were investigated as well 

as different berm lengths and locations parallel to the channel and 

alongshore. For each configuration, velocity vectors were determined 

and then evaluated to select a recommended configuration to minimize 

sediment problems. 
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CHAPTER 141 

ELBE TIDAL MODEL WITH MOVABLE BED 

by 
1 2 Hans Vollraers  and Egon Giese 

ABSTRACT 

The Bundesanstalt filr Wasserbau (BAW) was charged to in- 

vestigate an estuary tidal model of the Elbe-river (North 

Sea). The model, fitted with a movable bed, serves for spe- 

cial research with regard to suitable actions for the en- 

largement and maintenance of the main navigable channel 

in the sea area. 

Because in tidal estuaries the interaction of fluid and 

solid material is extremely unknown, the investigation was 

undertaken to find out the arising morphological changes, 

only caused by tidal currents, considering structure or 

dredging works present or planned in prototype. The proce- 

dure seems advantageous and a better way as speculative 

interpretations of sediment movements, derived from flow 

velocities in a fixed bed model. 

The horizontal scale of the model is 1:800, the vertical 

scale 1:100. After basic considerations as similarity, 

hydrology, morphology, respectively, specifications of the 

modelling technique are given and finally some test results 

are discussed, 

SIMILARITY CONSIDERATIONS 

In general the sediment transport in open channels cannot 

be described for models only by the Froude law, because 

1 Dr —Ing Bundesanstalt fllr Wasserbau,Hamburg,Germany 
2 Ing(grad) 
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the perfect rough area of the resistance number is rarely 

available. Therefore it seems necessary to make compromises 

between the similarity laws of Froude and Reynolds. 

The specific sediment transport can be expressed, as 

q;   = f( S> ?"<   S, V, D, w, uj 

whereby        ^ = ]f~^ 

It denotes: 

?,?5    = specific density of the fluid and    [ML~J] 
bed material 

f?      =   relative specific density = >      ~Z-- 

g = gravitational acceleration 

V'     = kinematic viscosity 

w      = fall velocity of the grain in 
resting water 

u# = shear velocity 

h = water depth 

D = characteristic grain diameter 

I = energy gradient 

q' = specific sediment transport 

K = Karman constant 

Dimensionless parameters can be formed with these charac- 

teristic values: 

[1] 
[LT-2] 

[L2T-1J 
[LT-1J 

[LT-1] 

[L] 

[L] 

[1] 
[dynL-1T-1J 

[1] 

Reynolds numbers: Transport numbers: 

R   _ "* • p  R   _ w • D G   _   q*'   • s 3±. 

Froude numbers: 

F  =-Sii ; F  =  ,w2 The term Z = —^  
*   S" g D '  w   g"g D fu» 

shows advantageous the 

Sedimentological diameter:       distribution of grains 

<?'   \V3       I R*2\V3   I  R S \ ^3      transported in suspension. 
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It has been found out that the numbers F and R have their 

special significations for the outline of transport occur- 

rences. Gehrig [l] has developed similarity relations by 

comparison of these numbers for model and prototype. These 

relations allow the estimation of horizontal and vertical 

model scales as well as details of material constants D 

and §' .   Conditions therefore are: 

The model must be distorted and the resistance number is 

in the range of R^ ^70. 

• g,_t' NATURE 
y i' MODEL 

HORIZONTAL SCALE RELATION L 

Fig. 1  Scale relations for movable bed models [l] 

The starting equations are: 

D _  i/g "N IeN DN =  l/g "N K *eH   DN 

F„ = 
g hN IeN g  hN IeN K $f 

S\  ** D 
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The symbol (>*») denotes the reverse values of the similari- 

ty scale, K = ^ is the similarity relationship of the dis- 

tortion. Two terms can be derived from these definitions; 

(~)   h3   =   LU5§< (1) 

(-)  D3=?'-1 
(2) 

Fig. 

.     _ L .. 1 1 11 

,              LUCITE 

<Q   6 n 
POLYSTYR0L1 [ LIGNITE 

v      GILSONIT 1 BAKELITE      SAND 

Id   5" 

<    4 -. 
1 
1 

1 ""      T 

10 
1 

N 
I/) 

t" 1 

< 

,0°- 

n 
o 
o 
II 

So 

in 
o 
o 
ii 

00 

CO 

s 
1         "©1 
I 
I .... 

r- 
o 

i v» 
i i 

,— 

o 
to 
o 

f   1 

*s    <">l 

-J—J—h 
2        3     4    5 6  789 „., 

10 ' 
3    <   5  67 89 „0 10 

RELATIVE DENSITY S'« (^fo1) 

Scale relations between density and grain 
diameter of the model bed material [l] 

The Fig. 1 and 2 show the graphs of these equations. Suit- 

able scale relations can be determined. 

The following principles should be taken into considera- 

tion: 

a) The horizontal relationship L of the model depends 

on the available area. 

b) The vertical relationship Ii depends on the accura- 

cy for the determination of the water levels. 

c) Distortion and model discharge affect L and h. 
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d) D and 3 will be determined adequate to available 

or buyable material. 

e) In tidal models, the time scale for morphological 

changes can only be found empirically. (Histori- 

cal tests). 

HYDROLOGICAL AND MORPHOLOGICAL INFORMATIONS 

The boundaries in the sea part of the tidal model (Fig. 3) 

were chosen with great accuracy after previous historical 

investigations [2]. The inlet contains special construc- 

tions for the adjustment of the tide wave generation. Flow 

velocities, flow directions and water-level slopes show 

good agreements between model and prototype for a great 

range of different tidal waves after adjustment. 

Helgoland 

53° 54 29 N 
8°13'22'VB 

Rotersarid  o^ 

Jade -,^/esei 

remerhaven 

Fig. 3  Boundaries of the model in the sea are: 
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Series of mean tides in the model did not satisfy natural 

occurrences. Therefore a month's cycle with 57 different 

tides was used with half monthly unequality between neap 

tide and spring tide (Fig. k). 

t- o 
x a: 
— Nl 

SPRING TIDE  NEAP TIDE 
700 4 

SPRING TIDE 

4 
NEAP TIDE SPRING TIDE 

TIDENR.M  5   10  15  20  25  30  35  40 15      50  55 

Fig. k     Mean monthly tide curves (Cuxhaven) 

The chosen scales for the model, required a very mobile 

bed material with a specific density of 1.05 g/ccm(gram 

per cubic centimeter). The material has a uniform grain 

diameter (D~2 mm) and forms itself a good roughness 

under flow conditions. Because investigations will last 

several years, material should not change its characte- 

ristic. The plastic material POLYSTYROL satisfies require- 

ments, but this material is very expensive. With a layer 

of about 10 cm, 120 000 kp (kilopond) were needed. The 

water-repellent property can be reduced by additives. In 

general, morphological changes observed in situ and model 

have been found in good agreement when the tide period 

in the model was modified. 

Density currents and the coriolis acceleration are hardly 

to realize in distorted models with movable beds, here 

they were neglected, nevertheless the flow parameter are 

in good agreement. 

UJ ;> 
UJ 

• —J 

UJ 
Q 

Z < 
UJ 



ELBE TIDAL MODEL 2463 

MODEL CONSTRUCTION 

The model was built from the mentioned boundary in the sea 

area up to the extreme point of the tidal influence at the 

weir Geesthacht. The length in axis is about 170 km. Ham- 

burg, the main harbour of West Germany, has a distance of 

about 100 km from Cuxhaven at the river mouth (Fig, 5). 

53°30' 

•'0     20       30     40      50 
-1 -J 1 ' 1      KILOMETER WEIR GEESTHACHT 

Fig, 5  The Elbe-River from the sea up to the extreme 
point of tidal influence (weir Geesthacht) 

Besides special constructions for tide generation with a 

steerable sector gate, eleven adjustable pressure pipes, 

distributed over the width of the inlet (30 m), serves 

for exact quantitative water dispersion adequate to dis- 

charge cross-section. Before test runs the movable bed 

was moulded by placed tin profiles (later on removed), 

which are based on a step-like substructure of concrete 

(Fig. 6). 
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-SIDE  WALL 

-HOSTYREN 
TIN PROFILE 

TOP CONCRETE 

CONCRETE SHELL 

SAND FILLING 

FLOOR 

i CROSS CONNECTION I ^FILLING AND  DRAINAGE 
TUBE 2" | ELEMENTS 

LMAIN  DISTRIBUTION LLONGITUDINAL DISTRIBUTION 
TUBE4" TUBE 1V 

PILES 

Fig. 6     Model cross-section for the movable bed part 
(schematical) 

.ELEVATED TANK 

MAIN DISTRIBUTION TUBE i 

i—i—i—i—i—i 
0     3     6     9    12    15 

METER   MODEL 

LONGITUDINAL  DISTRIBUTION  TUBE  I1-*   WITH  THE 
NUMBER) ) OF FILLING/DRAINING ELEMENTS 

Fig.   7     Distribution   system   for   irrigation  and   draining 
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The model has a square dimensional acting irrigation and 

drainage system, so that morphology cannot be destroyed 

during filling and draining (Fig. 7). Measurements and ob- 

servations are possible from mobile bridges [3]. 

ELECTRONIC INSTRUMENTS 

An electronic optical system reads tide curves, recorded 

on an endless tape as theoretical values. Vibrating points, 

system Delft, with remote control are installed as effec- 

tive value for tide generation and as water-level gages. 

Steering and recording of data occurs in a central control 

station. Furthermore the following measurements are practi- 

cable (likewise by remote control): water-level slopes, 

velocities, measured with micro-propellers, flow directions, 

and the sounding of morphology with an optic-electrical 

system mounted on a float (Fig. 8). This instrument can be 

applied to a water-depth of 32 cm below a necessary cover 

height of 10 cm. 

LENSES 

DIAPHRAGM 
SOURCE  OF LIGHT 

MARK l/V    PANE   OF GLASS 

PHOTO -RECORDER 
SCANNER 

DRIVING-WIRE 

SCANNER 
§|§||ft OPAQUE 

BOTTOM 

MOVING 
FORCE 

Fig. 8  Optic-electrical recording instrument for 
morphological sounding 
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This must be considered for the construction of the inlet. 

The profile sounding was realized after dark, because the 

influence of foreign light is extremely high. 

SIMILARITY CONTROL 

The verification of similarity occurs in two steps: 

a) Dynamical similarity 

b) Morphological similarity 

To a. Test results of water-levels, flow velocities and 

flow directions as well as flood and ebb durations were 

compared between model and prototype. Therefore the Froude 

law was stated. The model area, later on fitted with a 

movable bed, was provided with a quasi fixed sand bed but 

with artificial formed surface roughness. All occurrences 

are in good agreement, as an example may serve the presen- 

tation of different measured tide curves (Fig, 9). 

- PROTOTYPE 
-MODEL 

•^"-CUXHAVEN 

<!>-BRUNSBUTTEL 

<t>-eLUCKSTADT 

M>-STADERSAND 

HAMBURG 
ST. PAUL! 

KM 
724,0 

695,7 

674,3 

654,8 

623,0 

13    15   17    19   21    23    1 

TIME (HOURS) 
11    13 

ZOLLENSPIEKER 598,3 

Fig. 9  Comparison of tide curves in model and prototype 
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To b. The morphological similarity can be expressed as a 

time relation, in which natural bed changes are reproduc- 

able in the model. Therefore historical tests were used 

in steps from 1910 to 1970. The tide period, derived from 

Froude, must be enlarged with a factor t.k   to get favour- 

able values for roughness and bed deformations. Finally 

the morphological time scale was found out with 1/705i 

(one day in nature is about two minutes in model). 

FIRST PRACTICAL MODEL TESTS 

The first tests have been carried out to prove the stabili- 

zation effect of a new main navigation channel, following 

natural canal development tendencies north-west of Cuxhaven. 
8*30" 8*10' 

- NAVIGATION   COURSES 
••10} SEA  LEVEL 
- 52 M   BELOW   LEVFL 

Fig, 10  Part of the Elbe-river estuary 
(north-west of Cuxhaven, 1969) 

Till to-day sailing and arriving ships used two channels, 

the "Center Channel" and the "Northern Channel" (Fig.. 10). 

It is designed to widen and deepen the "Center Channel"for 

the whole traffic and especially for bigger ships. In the 

past decades the existing bipartition of the navigation 

channels leads to highly unstable conditions by different 

flood and ebb current directions and from this, likewise 

difficulties occur for navigation. With the completion of 
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a 9.25 km long training wall in the sea area 1968 (Fig.10), 

stabilization effects can be observed but the two naviga- 

tion channels are still too flat. The new scheme for the 

widening of the "Center Channel" includes an additional 

extension of the training wall (about J   km lengthening) 

and therefore two plans should be investigated in compari- 

son with the existing wall length. 

Fig. Schemes of the training wall extension 

In Fig. 11 denotes test I the existing length of the train- 

ing wall, test II a tangential extension and test III an 

extension in a break off form, respectively. The existing 

longitudinal shape of the wall is given in Fig. 12. The 

wall is a riprap construction on fascine mattresses. 

 L, _ LAND CONNECTION 
(KUGELBAKE ) 

MEAN^HIOH . WATER_ 

-TIDAL   RANGE 

SEA   LEVEL (0) 
= MEAN   LOW   WATER 

OKM 

Fig. 12  Longitudinal section of the training wall 
with slope details 
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The new widened and deepened "Center Channel" (500 m width, 

12 m depth below sea level), was considered as present in 

the model when the tests started. Each test lasted 186 

hours in the model, what corresponds to a natural extra- 

polation time of 15 years in prototype. The measured sil- 

ting rate at the end of this time, inside of the new dred- 

ged channel, was reduced to a year's rate and specified 

in per cent (Test I = 100 %). 

MODEL  PROFILES   15   , 16     17     18     19     20    ^1     22    23    24    25    2fi    21     2B 

Fig. 13  Test results of the measured silting rate 
in the new "Center Channel" in relation 
to the training wall extension 

The results given in Fig. 13 in per cent and with their 

local distribution, show a minimum rate for test II with 

the tangential extension. This is clearly more advanta- 

geous as the breaking form in test III with 117 $. In 

this case the break off form catches more material and 

compensates the training wall extension. 

For test I with the existing training wall length the 

silting rate of the "Center Channel" was measured with 

1.475 million cubic meter per year (model volume multi- 

plied with model scales and devided through the number of 

test run years), for a channel width of 500 m. As a possi- 

ble chance to compare dredging rates between model and 

prototype may serve Fig. 14. 
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Fig. 14  Development of the mean water depth in 
relation to the dredging rates in prototype 

The prototype informations show a mean dredging rate 

(1962-1969) of 1.05 million cubic meter per year for the 

mean channel width of  350 m. With the extension factor for 

the width of 500/350 = 1.^3, this rate will be enlarged 

to 1.5 million cubic meter, similar as the rate, calculated 

from the model. This agreement is actual surprising but 

it is better to look not only at quantitative but more at 

qualitative results. However, the facts of these tests 

show obviously the possibility to minor the dredging rat© 

in the "Center Channel" by extension of the training wall 

in form of test II. 

The complex shoaling occurrences are outlined in Fig. 15. 

The different shoaling directions known in prototype and 

well simulated in the model too, are produced from diver- 

ging flood and ebb current directions. Resultant flow 

directions, noted for several measuring points, explain 

the relationship between sediment transport and flow direc- 

tions and demonstrate the difficulties for the stabiliza- 

tion of the navigation channel. 
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GELB- 

J      /SCHARHORN 

MEASURING   POINTS 

__ CURRENT VECTORS IN DEGREE TO NORTH 
. c~\ (RESULTANT FLOW OF EBB AND FLOOD) 
10 CM   PER  SECOND 

-^  DIRECTION   OF SEDIMENT   TRANSPORT 

Fig. 15  Shoaling dynamic in the "Center Channel" area 

Further testing sections considered changed position runs 

of the "Center Channel". Details are given in Fig. 16. The 

measured silting rates are also given in per cent with re- 

spect to test I. The training wall has here the extension 

of about 3 km with a total length now of 12.25 km for all 

variants (IV to VI). 

GEIB- 

EXTENDED   TRAINING   WALL (TEST   11) 
"""T^   WIDENED   CENTER   CHANNEL FOR   TESTS I -H 
 TEST   BZ  = 557. 
 TEST   1   = 827. 
 TEST VI   = 687. (NOT   NOTED) 

i 

Fig. 16  Changed positions of the "Center Channel" 
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The results show, that a small turn of the "Center Channel" 

against clockwise direction (test IV), gives nearly the 

same per cent number as in test II (55 %   to 56 $). However, 

in this case the navigation course is not advantageous. 

Test V deals with a small approach of the "Center Channel" 

in direction to the training wall, but the shoaling rate 

increases (82 %). In Test VI a mixing of the "Center Chan- 

nel" runs IV and V decreases again the shoaling rate (68 %). 

First of all, the tests to find out the optimum position 

showed the extreme sensibility of the movable bed and the 

influence on small constructional changes. On the other 

hand one can see that the natural developed channel, now 

stabilized by the training wall, is obviously the optimum 

channel course. 

CONCLUSIONS 

The presented study on a tidal model with a movable bed 

points out the successful reproduction of morphological 

occurrences in a tidal estuary. The valuation of the dif- 

ferent construction plans of the training wall extension 

shows an optimum for the tangential lengthening (Test II), 

that means a minimum dredging rate for the "Center Channel", 

as the main navigation channel in the Elbe-river estuary. 

It is to mention that the measured quantitative shoaling 

rates were only used as a qualitative comparison basis. 

We know that it is impossible to reproduce all natural 

phenomena complex in a model, but in some instances, these 

models are a valuable help for the estimation of construc- 

tional or dredging works in coastal areas. 
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CHAPTER 142 

FIELD AND LABORATORY STUDIES; 
NAVIGATION CHANNELS OF THE COLUMBIA RIVER ESTUARY 

M. P. O'BRIEN 

Dean Emeritus, College of Engineering 
University of California 

Berkeley 

INTRODUCTION 

A model of the estuary of the Columbia River was built and tested at 
the University of California, Berkeley, during the years 1932 to 1936, to 
study the effects of proposed changes in the navigation channels on the 
currents and sediment movement. The project was sponsored by the North 
Pacific Division of the Corps of Engineers, and the engineering results 
were reported at that time in internal memoranda.  The basis for the 
selection of the scale ratios and other factors affecting the design of 
the model were reported in some detail (O'Brien, 1935), but only a brief 
note was published regarding the operation and the accuracy of the model 
(Johnson, 1948).  In some respects this model is still unique, and a 
description of it may be of interest to the coastal engineers. 

This paper deals primarily with the model itself and not with the 
practical problems of channel maintenance and improvement, but some 
information regarding the regimen of the Columbia is necessary background 
for understanding the problems which were to be studied in the model. 
Figure 1 shows the configuration of the estuary, the jetties, and the 
ship channel.  The river was then unregulated; the freshwater discharge 
exhibited an annual cycle with an average annual flow of 235,000 second- 
feet, an average summer freshet discharge of 660,000 second-feet, and an 
average low-water flow of 70,000 second-feet.  The tide shows a diurnal 
inequality, with the long run-out following higher high water; the diurnal 
range of tide is 8.5 feet, and the average range is 6.5 feet.  Freshet 
flows affect the range and lag of tide in the river section above the 
estuary to such a degree that the published USC and GS Tide Tables were 
valid only for the months September through May and not for the freshet 
season.  The range of tide is approximately constant from the ends of 
the jetties to Harrington Point; the lag over this reach is approximately 
two hours. At low river stages the tide is evident as far as Bonneville, 
140 miles from the mouth; the tide wave progresses with steadily decreas- 
ing amplitude and there are no nodal points.  The tidal prism varies both 
with range of tide and river stage; at low river stages, the prism corre- 
sponding to an 8 foot range is between 600,000 and 700,000 acre feet. 

2475 
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^  j-SOUTH  JETTY 

^^^(XXmm RIVER ESTUflRY 
OREGON 

Fig. 1--Area covered tn Columbia River Estuary model 

The average annual suspended sediment load at the Dalles at that time, 
when the river was unregulated was 10,000 tons per year.  The gradient of 
the river and the current velocity decrease, and the depth increases, 
below the Dalles; some of the suspended load at the Dalles probably moves 
as bed load in the lower river.  At an average flow of 235,000 second-feet 
throughout the year, the average concentration of suspended material must 
be approximately 50 parts per million to transport 10,000,000 tons per 
year in suspension.  However, the concentration in the estuary reached 
this level only at high freshet stages and was materially less throughout 
the remainder of the year.  If the estimate of suspended load at the Dalles 
was correct, and if this load was transported through the estuary, high 
rates of net movement as bed load must occur there. 

Two independent samplings of the bottom of the entire estuary showed 
the median diameter of a composite sample to be 0.0096 inches.  The median 
diameter of samples from the beach and offshore was 0.0075 inches.  The 
settling velocity of the estuary bottom material ranged from 0.10 to 0.15 ft. 
per sec. 

OBJECTIVES OF THE MODEL STUDY 

When model scale experiments were proposed, there were two unrelated 
problems in the area near the mouth of the Columbia; one concerned the 
channels in the estuary and the other the erosion of the ocean shore just 
south of the south jetty. 

During the early stages of construction of the south jetty the shore- 
line of Clatsop Spit built seaward rapidly and the desired crest elevation 
of the jetty was attained with a lighter section than designed. Accretion 
continued for a few years but erosion followed; if erosion continued the 
light section at the base of the south jatty might be breached.  It was 
thought that a scale model might provide the basis for correction of this 
problem.  However, field studies of the movement of sand by wind on the 
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flat shore of Clatsop Spit and correlation of winds measured at the beach 
with those measured concurrently at North Head and at the Lightship showed 
that the observed erosion was caused by onshore winds transporting sand 
from the beach across the spit and into the lagoon (O'Brien and Rindlaub, 
1934).  Consequently, erosion of the outer beach was omitted from the 
program. 

An interesting consequence of these studies of wind drift was a 
program of dune building and stabilization which was carried on for almost 
ten years.  Its success was indicated by a recent paper (Kldby and Oliver, 
1966) which reported that the dunes south of the south jetty are stabilized 
at about +25 ft. MLW and that the erosion of this shore appears to be 
approaching a terminal position asymptotically. 

The other problem to be studied in the model was the location of the 
navigation channel between Harrington Point and the jetties.  As it then 
existed, the ship channel made a sweeping curve, crossing the estuary to 
Tongue Point and following the south shore to the entrance (Fig. 1). A 
straight channel from Harrington Point to the entrance would be both 
shorter and easier to navigate, but this alignment would require dredging 
through the shoal area west of Harrington Point. Other less drastic 
changes were also under consideration. 

At the time there was little experience with models involving both 
waves and tides, and the first question to be resolved was whether or 
not a scale model would furnish information regarding the currents and 
sediment movement in the estuary with the necessary accuracy, and in 
sufficient detail, to evaluate the proposed changes.  The first phase of 
the study (O'Brien, 1935) was planned as a test of the validity of the 
model technique.  It was anticipated that at least two horizontal scale 
ratios and several vertical scale ratios would be modeled and tested in 
the course of the program.  The first model, built to a horizontal scale 
ratio of 3600, was thought to be the smallest in physical size which 
might yield reliable results. 

FIELD INVESTIGATION 

Elimination of the beach erosion problem from the scope of the model 
study considerably simplified the boundary conditions to be represented 
because it became unnecessary to reproduce ocean waves and this fact, in 
turn, permitted much greater flexibility in the choice of the horizontal 
and vertical scale ratios. 

Reproduction of the currents required modeling of the entire estuary 
and river to the end of tide water.  Surveys had been made frequently in 
the navigation channels, but the shoal areas, a major fraction of the area 
of the estuary, had been surveyed only infrequently.  There was available 
a fairly complete survey made in 1935 and this survey was supplemented by 
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local surveys made at other times; these surveys formed the basis for the 
fixed-bed model (Univ. of Calif., 1936).  Depths over the shoals probably 
show some seasonal variation, especially after the freshet season, and 
this fact should be kept in mind in appraising the reliability of this 
model. 

Current measurements had been made by means of both current meters 
and surface floats.  Current meter measurements were made at several 
boat stations across sections near Clatsop Spit in 1932 and near Clatsop 
Spit and Flavel in 1933; recordings were continuous at five points in the 
depth and over several days at each boat station.  Float runs had been 
made at many points in the estuary over the years.  In short, field data 
on the currents were sufficiently detailed and extensive that it was 
possible to construct a reasonably complete pattern of the currents at 
different ranges and phases of the tide.  However, the current measure- 
ments were not made at the same time as the base survey. 

The fresh water flow of the Columbia is relatively large, especially 
in the freshet season, and salinity gradients might possibly affect the 
currents in the estuary. No quantitative information was available on the 
salinity in the estuary and its spatial and temporal variations.  Several 
salinity traverses were made along the ship channel at different river 
flows to establish the approximate magnitude and position of the maximum 
horizontal and vertical salinity gradients within the estuary proper. 
Since the heavier saline water tends to move Inward along the bottom and 
the freshwater to move outward on the surface, the effects of a strong 
salinity gradient might have been appreciable on the currents and a major 
factor in the bottom sediment movement.  Later, after the currents had 
been measured in the model, it was possible to correct the position of 
the isohalines to a constant phase of the tide and to determine the approx- 
imate horizontal motion of the salt wedge during a tidal cycle (Univ. of 
Calif., 1936); O'Brien, 1952). A study of the vertical variations in 
velocity at the current meter stations gave unmistakable evidence of net 
salinity currents, inward at the bottom and outward at the surface.  Calcula- 
tions from the field measurements showed that the inward salinity flow 
was approximately 100,000 sec. ft. 

Earlier, extensive studies had been made at Berkeley of the movement 
of salt water through fresh water (O'Brien and Cherno, 1934), and this 
experience led to the conclusion that although salinity currents undoubtedly 
existed in the Columbia River estuary, representation of this phenomenon 
in this model would introduce severe complications, both in operation and 
in the interpretation of the results.  There was no field evidence then 
available that flocculation occurred in the zone of increasing salinity or 
that the bottom salinity currents caused shoaling at particular points. 
Salinity effects were not represented in the model. 

The internal summary report of these model studies (Univ. of Calif., 
1936) contained this statement: 

"As regards the reliability of the model, it appears certain that 
failure to reproduce the salinity effects results in an error which 
is greatest in the region of the greatest rate of change of salinity... 
If the model were to be used to study the currents between the 
jetties, the effect of the salinity gradient would require more 
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careful study. However, the salinity survey showed that the 
salinity gradient is probably of negligible importance in the 
areas under study.  Furthermore, comparison of model and pro- 
totype currents showed good agreement." 

In recent years the currents near the Columbia River jetties have been 
studied in a model in which the salinity gradient was reproduced (Herrmann 
and Simmons, 1968). 

Tongue Point in Astoria, Oregon is the primary reference tide station 
for this portion of the Pacific Coast, and a long period of tidal measure- 
ments was available. The tide generator in the model permitted continuous 
variation of range and duration and specific sections of the tide record 
could have been reproduced but at a considerable cost and delay of operations. 
An analysis was made of the frequency of different tidal ranges and of the 
duration of phase and it was found that the duration did not change appre- 
ciably with range and that range was the dominant variable.  The energy 
transmitted by the tidal wave is proportional to the square of the range 
and this transmitted energy measures the capacity of the tide to generate 
currents and move bed material. Accordingly, the standard range repro- 
duced in the model was the root-mean-square of the ranges, which was 8ft., 
approximately the diurnal range. A standard tide curve was prepared for 
the modal by averaging a number of consecutive tide cycles at Astoria 
measured concurrently with the 1932-33 Current Survey to obtain a curve 
representing percentage of range versus percentage of duration. 

The tidal prism varies both with range and river flow. Adequate field 
data on river stage and tide range at points along the river to the limit 
of tidal effects were available for adjustment of the friction in the model 
to conform to the prototype. 

In brief, the hydrographic and dynamic boundary conditions to he 
represented in the model were adequately defined and a valid appraisal of 
the accuracy or inaccuracy of the model was assured. 

DESIGN AND CONSTRUCTION OF THE MODELS 

Osborne Reynolds (1887) has pioneered the use of movable-bed tidal 
models with apparently valid results.  In Table I (O'Brien, 1935), the 
characteristics of a number of earlier tidal models are compared with the 
first model of the Columbia River.  By this comparison, the model seemed 
conservative but it represented a substantial extrapolation beyond the 
scale ratios and distortion of the few river models built in this country. 
For this reason, the first Columbia River model incorporating a movable 
bed was regarded more as an experiment on models than as a working model 
of the estuary.  The extensive studies made as a basis for designing the 
movable-bed model were reported at the time (O'Brien and Rindlaub, 1934; 
O'Brien, 1935) and will only be summarized here. 

The primary problems of designing a movable-bed tidal model are to 
select a material which will be moved by the tidal currents and to select 
vertical and horizontal scale ratios which will produce natural patterns 
of currents throughout the tidal cycle in those portions of the estuary 
under investigation, at velocities which will move this material, and at 
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Table   I 

CHARACTERISTICS  OF   IMPORTANT ESTUARY MODELS   BUILT UP TO 1935 

(Prom  O'Brien,   1935) 

Prototype Mersey Mersey Seine Rangoon Severn Columbia6 

Experimenter 
Reynolds, 

1885 

veroon- 
Harcourt, 

1886 

Vernon- 
Harcourt, 

1886 

Alexander 
Globs and 
partners, 

1932 

A. H. Gibson, 
1932 

U. S. 
Engineers, 

1934 

Purpose 
Effect of 

regulating 
works 

Effect of 
regulating 

worKs 

Channel- 
improvement 

Channel 
tnrough 

outer bar 

Effect of 
barrage on 
silting and 
currents 

Estuary- 
and Dar- 
channels 

Range of 24 16-21 21-41 8 
tide (ft) 

Diameter or 
sand In pro- 0.008 0.009 0.008 
totype (In) 

Diameter of Same as 
sand tn 0.006 0.0065 Rangoon 0.007 0.0076 
model (in) River 

Horizontal 
scale 

31800 
10600 

30000 40000 
8068 
7050 

8500 3600 

Vertical 

scale 
960 
396 500 400 192 200 64 

Period of 
tide In 
model (sec) 

40 
80 

25 76 74 99 

Reproduction 
of tides 

Hinged 
trough 

Hinged 
trough 

Hinged 
trough Plunger Plunger 

Pumping 
and gravity 

Waves 
Used in 

part No By fans No Yes 

Scales and sizes of model refer to first series of experiments. 

a single scale ratio of volumetric transport.  These are severe specifi- 
cations and, clearly, cannot be fully realized. The practical question 
is whether bed material and scale ratios can be found which will yield 
acceptably close agreement with the prototype.  The test of the validity 
of the model is to subject the model to proper boundary conditions of tide 
range and river flow and compare the model hydrography with past surveys 
in nature.  If the model is thus verified, the assumption is made that 
changes in the configuraiton of the model will produce changes in its bed 
which will be predictive of corresponding conditions in the prototype. 

Granular material is moved by water at rates which depend upon the 
tractive force of friction, which is in turn related to the average 
velocity and the depth.  Experiments indicated that there is a critical 
velocity at the bed below which a material is not moved and that critical 
velocity reaches a minimum value below which it increases with decreasing 
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diameter of material, probably because the grains are so small as to be 
submerged in the laminar layer.  In order to attain velocities in the 
model as large as possible, and necessarily above the critical velocity, 
over all areas of the estuary under invesitgation, the depths and range 
of tide in the model should be as large as possible, that is, the 
vertical scale reduction should be small.  However, if this requirement 
is met and the same scale factor is applied to the horizontal dimension, 
the area of the model generally becomes too large and costly to be 
feasible. The usual solution of this dilemma is to distort the model by 
applying different scale ratios to all horizontal and vertical dimensions, 
both hydraulic and hydrographic. 

Distortion of a model introduces many sources of discrepancy between 
model and prototype in addition to those inherent in small, undistorted 
models. 

- The skin friction drag or hydraulic gradient will be less 
than that corresponding to the scale ratios.  In the first 
Columbia River model, the friction slope in the model was 
approximately four times that in nature, whereas it should 
have been in the ratio of 3600/64.  The tractive force on 
the bottom is correspondingly distorted. 

- All of the bottom slopes will be greater in the model than 
in nature, and the form drag in the model will be relatively 
greater than in nature - by an unpredictable amount. 

- Eddies with vertical axes may occur in the model behind 
projecting point at which the slope of the bottom has been 
greatly distorted but not in nature. 

- The natural angle of repose of the model material and the 
bottom slopes in nature set a limit on the permissible 
distortion, if similarity is to exist. 

- Ripple spacing and height appeared to depend on material 
size and current velocity, and hence would probably be 
related to the vertical scale ratio; ripple lengths would 
probably be relatively too large in the model. 

These possible complications and the problem of selecting a suitable bed 
material led to much study and speculation before the design was completed. 

If the velocities in the model are sufficient to move the material 
selected, turbulent flow will probably occur and the head losses will be 
approximately proportional to the square of the velocities, thus following 
the vertical scale ratio as requried.  However, the magnitude of the 
energy loss in the estuary and the balance between skin friction and form 
drag on the bottom would affect the model response.  The energy transmitted 
into the estuary by the tidal wave is proportional to WLH2, where W is the 
width of the channel, H is the tide range, and L is the length of the tide 
wave in water of constant depth.  Comparing the energy at the jetties and 
that at the entrance to the river at Harrington Point showed that the loss 
of energy in the estuary was approximately 75 percent of the 4 x 1012 ft 
lbs/tide which entered.  Calculation of the loss by bottom friction gave 
3 x 10lz ft lbs/tide, which is in agreement with the first calculation. 
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There was no evidence of appreciable reflection.  Thus, it was established 
with reasonable accuracy that friction within the estuary plays a major 
role in determining the magnitude and distribution of the current velocities. 

A possible type of hydraulic distortion which would increase the model 
velocities was to shorten the duration of the model tidal cycle.  The 
velocity of advance of the tide is fixed by the depth, and the distortion 
would alter the phase relationship between elevation and velocity at 
different points along the channel but, since the vertical curvature of 
the surface is small, the cycle of current direction and phase might 
remain unaltered at each point with only an increase in velocity.  Experi- 
ments on the model, with the tidal cycle shortened from 100 to 60 seconds, 
indicated that this technique is feasible technically, but this model 
tide duration proved to be too short for accurate control and measurement. 

The time scale for the movement of corresponding volumes of sediment 
may be distorted by increasing the number of tidal cycles in a model year 
if the pattern of velocities in the model corresponds to the prototype 
and if the material in the model is kept in motion over the same fraction 
of the tidal cycle.  This scale ratio can be determined empirically by 
operating the model until there is movement of volumes corresponding to 
measured changes in nature. 

Consideration of the general model laws, the special factors men- 
tioned, the space available, and the cost, the decision was made to model, 
with vertical boundaries, the high-water line of the estuary, river, and 
ocean shore to a scale of 3600.  This arrangement would permit modeling 
different vertical scales without altering the plan form.  The material 
used had approximately the same mean diameter as the weighted average of 
the material in the estuary*.  The river section above Three Tree Point 
was represented by a labyrinth in which the bottom elevation and the width 
corresponded approximately to those of the river.  The friction loss in 
the river section was adjusted by metal strips until the range and lag of 
the tide at each range of tide and river flow agreed with the prototype. 

*Private communication from Prof. A. H. Gibson (dated Jan. 5, 1934) 
who had assisted Prof. Reynolds in the Mersey experiments: 

"As regards the question of sands for the bed materials, all 
models on which we have been working for the last 7 years or so 
have been those of tidal estuaries in which the flow has taken 
place alternately in both directions. We have, in these cases, 
determined the best bed material experimentally; that is, by 
choosing two surveys at a sufficiently long period apart, mould- 
ing the bed to the first survey, and running the appropriate 
number of tides and then re-surveying. We have then chosen the 
material which gave closest agreement with the second survey.  In 
the case of our Severn model, we tried 12 materials of different 
grain sizes and densities, and finally adopted a sand whose mean 
diameter was about 25% less than that of the actual sand in the 
estuary. 

As it happens, the sands in the other estuaries which we have 
had to investigate were not very different in fineness from those in 
the Severn, and as a result we used the same type of bed material 
for these also." 
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MOVABLE BED MODEL 

The movable bed model was built and operated to a vertical scale 
ratio of 64.  The initial bed was leveled at an elevation corresponding 
to the average depth over the whole estuary. The average annual river 
flow of 235,000 sec-ft and the weighted tide range of 8 feet were applied. 
No measurement of the bed transport into the estuary had been made; the 
rate fed into the model at the river end was adjusted to maintain a 
constant bed level there.  This rate, converted to prototype quantities 
at the model scale ratio, was 29 x 106 tons per year, which seemed high 
but possible, when compared to a suspended load of 10  tons per year at 
the Dalles. 

The movable bed model was operated until the bed reached equilibrium. 
A good channel had developed along a straight line from Harrington Point 
to the jetties and there was no channel in the model corresponding to the 
navigation channel in the prototype.  This negative result was discour- 
aging at the time and it was concluded that a reliable movable-bed model 
would require a much larger horizontal scale. The decision was made to 
rebuild the model with a fixed bed to a vertical scale of 128. 

Subsequent studies of the movement of powdered coal (specific gravity 
= 1.33; median diameter = 0.0041 inches) in the fixed-bed model showed 
that the sediment load brought down in the freshet season is deposited 
on the shoal area between Harrington Point and Point Ellice and that it 
is gradually moved out between the jetties during the remainder of the 
water year.  The channel indicated by the model probably was in a good 
location under average conditions but it would have been closed completely 
after the freshet each year.  Under regulated river flow, this straight 
channel might be feasible. 

FIXED-BED MODEL 

The 3600-scale model was molded in roughened concrete to a vertical 
scale of 128; the remainder of the program was carried out in this model. 
The bed conformed to the hydrographic survey made in 1935 which included 
most of the area of the estuary.  Gaps in this survey were filled in from 
surveys made at other times.  Depths in the estuary change both seasonally 
and from year to year, especially in the shoal areas where freshet flows 
deposited large quantities of sediment, and these deviations from the 1935 
survey would affect current velocities and directions measured at other 
times. 

The fixed-bed model program assumed that if the model currents 
conformed to measurements in the estuary the changes in currents due to 
dredging and training works could be predicted and that the trend of 
changes in bed configuration could be estimated from the currents. 

Over the years, many current measurements had been made in the estuary 
using both current meters and floats.  The hydrography at the time of these 
measurements was not known precisely and it was necessary to assume in 
making comparisons of the model with nature that the bottom was the same 
as shown in the 1935 surveys.  Differences in depth between the dates of 
the current measurement and the bottom survey modeled probably caused 
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discrepancies in the comparison of velocities, particularly over the shoal 
areas. Other causes of disagreement between velocities in the model and 
in nature were: 

1. Winds over the estuary are relatively strong and pre- 
dominantly from the west.  Some surface currents in the 
estuary probably were affected by winds at the time of 
measurement, particularly over shoal areas. 

2. The model was out-of-doors. Much of the current data were 
obtained by timed photographs of confetti on the surface. 
Imperceptible air currents moved the confetti. Runs made 
while there were noticeable air currents were eliminated, 
but some remaining photographs undoubtedly were affected. 
These measurements in the model gave the surface current 
only. 

3. The velocity and direction of the currents at each point 
varies with the phase of the tide.  Comparisons must be 
made at the same phase of tide at each point.  The celerity 
of the tide wave depends on the existing depth; it was diffi- 
cult in some cases to determine the exact phase of the tide 
in nature during a specific float run. 

4. A miniature propeller current meter was used in some of the 
model tests.  The tidal cycle lasted only 100 seconds.  An 
integral number of revolutions required a finite time; the 
measured peak velocities were lower than the true value. 

5. The ocean tide varies continually in range, and to some 
extent in duration; the model was operated at the tide 
range and duration and the river flow existing at the time 
of field measurements, but the preceding sequence of tides 
was not followed. 

6. There are unavoidable errors - and some blunders - in all 
field or laboratory measurements. 

To minimize the effect of these possible causes of discrepancies, the 
field measurements were segregated in time into ten phases of the tide; 
comparisons of model and nature were made as precisely as possible in the 
same phase at the same location under the same range and duration of the 
tide and at the same river flow.  Fortunately, the number of field measure- 
ments was sufficiently large to permit meaningful averages within these 
concurrent brackets of conditions to minimize the errors due to wind, 
changes in depth, and possibly salinity variations. 

The model was controlled to match the prototype tide curve at Tongue 
Point, the reference station of the Tide Tables, and adjusted to yield the 
desired backwater curve at one discharge and the range of tide in the river 
to the limits of tidal effects.  When so adjusted and controlled, the 
degree of agreement in tide range and backwater elevation was shown in 
Figure 2.  The lag of the tide, which could not be adjusted independently 
was as shown in Figure 3.  The range at the jetties in the model was 18 
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percent less, and the celerity of the tide through the estuary was greater 
than in the estuary.  Similar comparisons were made at other river flows 
and tide ranges with similarly favorable results.  The discrepancies were 
attributed to the relatively lower friction losses in the model which may 
have, among other effects, permitted some reflection of the tide seaward 
from the estuary, whereas no appreciable reflection was found in nature. 

Many comparisons of model and prototype current velocities and direc- 
tions were made and only a sampling of these results will be presented 
here to indicate the character of the results.  Comparisons were made at 
corresponding tide ranges but exact duplication of tide was not always 
possible; the field velocities were corrected to the model range of tide 
by the relationship „  „ 8 

V = V, ,     ,. x  . 
(observed)  Range 

Table II shows one such comparison of float measurements at a fixed 
river discharge made during the central 40 minutes and 5 minutes of the 
tide phase. The phase divisions are referred to the tide at Tongue Point 
and Phase Division One follows high water.  The exposure time for the 
photographs of the model was 0.63 seconds, corresponding to 3.5 minutes 
in nature. The agreement was improved in almost each case by considering 
the shorter time interval. 

Table III shows a comparison of velocities measured by current meter 
in both model and prototype at a section across the estuary at Clatsop 
Spit.  Figure 4 compares the variation in velocity over a tidal cycle. 
The field measurements were made in 1932; the bed of the model corresponded 
to the survey of 1935. 

Most of the current measurements were made by photographing confetti 
strewn on the water surface. The exposure time was accurately controlled 
(see Figure 5). 

The current directions scaled from drawings of field float observation 
and photographs of the model agreed within the precision of the measure- 
ments.  The disagreement showed no regular variation with either location 
or phase. The average differences in direction during the division of the 
tidal cycle are shown in Table IV.  The probable error in the model was 
=1=5 degrees and in nature at least =1=2 degrees. 

The comparisons of model and prototype cited were made when the 
reliability of the model was still in question. The results indicated 
that a larger model would not be required and that the measurements in 
this model would provide a sound basis for engineering plans. The next 
step was to make more precise and detailed comparisions in the areas of 
particular interest. 

Float measurements had been made in nature in considerable detail in 
the area near Harrington Point.  These measurements were segregated by 
phase division in areas judged to have common hydraulic characteristics, 
and the average velocity and direction were computed for each group of 
measurements.  The center of gravity of the field float runs was determined 
and the velocity and direction at this point in the model were measured by 
current meter and direction indicator. An excerpt from the report on this 
comparison appears in Table V. 
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TABLE II 

Ratio of Field and Model Velocities for Tide Ranges 
between 7 and 9 feet. (Surface Floats) 

Phase Division 

10 

Aver- 
age 

Mouth to 
Fort Stevens 

Channel to 
Astoria 

Channel 
Astoria Tongue 
Pt. 

Tongue Pt. 
Harrington Pt. 

Harrington Pt. 

Miller Sands 
Cut-off 

Shoals at 
Miller Sands 

Snag Island 
Jetty 

Elliott Pt. 

1.09 0.85 1.71 - -- 031 1.25 0.81 
(0.T6) (1.15) (0.85) 

- 0.80 0.89 1.51 
(0.79)(0.95)(1.19) 

2.06 1.25 
(1.29) (1.25) 

1.41 1.24 -- 1.76 -- 
(o.94)(0.84)  (0.76) 

— 0.681.03 0.99 
(1.03) (0.99) 

— 0.78 1.031.25 — 
(l.0D)(l.C4) 

3.08 1.34 0.82 0.70 1.05 
(2.25) (1.32)0.-00) (0.82) 

1.62 

(1-77) 

- 1.05 
(0.97) 

1.06 
(1.06) 

1.09 
(0.94) 

0-95 
(0.93) 

1.43 
(1.25) 

1.62 

(1.77) 

1.09 
(0.86) 

O.82 
(1.01) 

1.15 
(1.03) 

0.90 

(0.99) 

1.06 
(1.06) 

Average* 1.79 1.18 0.79 1.07 1.02 — 0.80 1.03 1.22 0.. 
1.04 

(0.99) 

* The averages are computed from the summations of all float runs 
and not as straight numerical averages of the figures in the body 
of the table. 

() Figures in parenthesis show the velocity ratio taken over the 
central 5 minutes of the phase division. Total of comparisons, 183. 
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TABIiE III 

Ratio of Currents at Five Clatsop Spit Stations in 1932-33 to the Model. 
Field Velocities are the Average of Five Depths. 
Range 7 to 9 feet in Nature. (Current Meters) 

Date 
Phase 

Dis- 
charge 

5 \6 10 
Aver- 
age 

9/13 to 
9/15 
1932 

4/6 to 
4/8 

125,000 

320,000 

0.57 

Eblj 

2.16 

Eblj 

1.22X18 

phases, : 

1.32X19 

phases,  : 

1.06 

..06 

0.99 

.15 

1.Olio.84 

phases, 1 

0.86!o.82 

Flood phases, 1 

0.86;- 

Flood 

O.77!- 

0.80 

1.98 

0.80 

'.85 

1.16 1.02 

1.00 

Average of all comparisons, 1.005 

TABLE IV 

Average Difference in Current Direction During 
the Divisions of the Tidal Cycle 

Phase     . 1 2  ! 3 '.  4 '.5 !6 '.  ? '.8 '.9 ! 10 '. Average 

Average   [ 
difference' - _ 
in angle •(i\ 
(degrees) j*-3' 

-1.4:-7.0:-5.1'--0.6: - :-8.4:-2.4:+1.9:-2.6:  -2.3 
(17);(10);(19):(5) ; ;(5) ;(i5);U9);(7) ; 

( ) Figures in parenthesis show number of float directions compared. 
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Fig. 5- Typical photograph for measurement of 
surface currents in the model. 
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TABI£ V 

Current Measurements at Harrington ..Point 

Comparison of currents in model vectorially by phase divis- 
ions with those for nature given in Tech- Memo. No. 8, Low River 
Stage before Cutoff. 

a) Run Wo. 9- C-D Per General Program, Hun Ho. 9 

Conditions ;     Corresponding to average in nature from 
HW at Tongue Point at 9.8 o'clock, Hov. 13 to 
LVJ at 18.7 o'clock, Hov. 16, 1933, the period 
during which float runs were made. 

Range: 
Elev. LW: 
Period: 

6.7 ft. 
1.0 ft. 
140 i/a 

at 
at 
sec 

Tongue Point. 
Tongue Point. 
. (model) 

River Flow: 152.000 sec. ft. (mouth) 

Table of Comparison, Azimuths of Current Directions by 
Phase Divisions in Model with Directions of Velocity Vectors 
for Nature given in Tech. Memo. No. 8. 

Area 
No. 

Phase 
Divis. 

Azimuth from True North 

Model Ha ture 
Start of End of Middle of 

Phase Divis. Hiase Divis. Hiase Divis. 

degrees degrees degrees degrees 

XXI  e 9 I2I4 125 
It 1 56 U6 

2 *SW *SW ^ 231 226 
10 57 53 

XXIII e 2 95 *SW *SW 86 
3 281 277 
h 285 290 
8 280 102 109 94 
9 99 99 

XXV  c 3 270 269 
1 272 275 
9 91 91 

10 91 93 

*SW - Slack Water 

b)   Table of Comparison, Converted Modal .Phase Division 
Velocity Magnitudes with Nature as given in Tech. Memo.iiMp.i 8. 

Area No, Phase 
Divisions 

Magnitude of Velocity 

Model Ha ture 
ft/sec. ft/see. 

XXI    k 5 2.8 3.6 

XXIII  e 3 3.2 1.6 

1 •no it.7 

XXV    e 3 2.li 3-0 

h 3.1 3.'t 

AV. 3.2 3.3 
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The agreement between model and prototype was good in the channels and 
deeper areas at strength of flood and ebb currents.  The discrepancies 
between model and prototype were greatest over the shoal areas and near 
slack water. 

MOVEMENT OF BED MATERIALS 

Bed-movement was simulated in the fixed-bed model by using powdered 
coal having a specific gravity of 1.33 and a median diameter of 0.0041 
inches.  Theory and the observed behavior in the model indicated that 
this material was relatively more difficult to move as bed-load than the 
sand in the estuary; it was the most suitable material available for these 
qualitative experiments.  Another technique used was to place permanganate 
crystals on the model surface at key locations. The important features of 
the pattern of bed movement were as follows: 

- Under average conditions of river flow and tide, coal placed in 
the ship channel off Three Tree Point was moved rapidly, spreading 
both upstream and downstream along the ship channel and southward 
over the shoals as far as Snag Island Jetty. At the end of these 
runs, coal was found along the Ship Channel as far as Tongue Point 
and only a small amount had been carried onto the shoals west of 
Harrington Point. 

- At freshet stage, coal placed in the main channel off Elliott Point 
passed through both the old channel and the Miller Sands Cut-Off. 
Part of the coal then followed the channel towards Tongue Point, 
but the major portion of it was carried onto the shoals west of 
Harrington Point. A very large accumulation of coal occurred west 
of Harrington Point along the line of the proposed channel "D". 
With channel "D" open, a greater percentage of the material 
reaching Harrington Point passed along this path than with it 
closed. West of Tongue Point the main bed-movement is outward 
across the estuary along the north side. 

It was these experiments with coal in the fixed-bed model which answered 
the major question regarding channel location.  The best channel indicated 
by the movable bed model from Harrington Point along the north side of the 
estuary to the jetties would be closed by sediment after each year's 
freshet. 

In an effort to account for sand movement through the estuary, labo- 
ratory experiments were carried out on a number of sands, including one 
from the Columbia River estuary (O'Brien and Rindlaub, 1934; O'Brien, 1936). 
The work showed that the rate of transport was a function of (V/D^) for 
a particular sand.  Samples from the estuary showed a median diameter of 
0.0096 inches.  Local variations in sand size could not be considered in 
computing the bed-movement because of insufficient bottom samples, and the 
computations were made assuming a uniform sand size equal to that of the 
estuary sample tested in the laboratory. 

Table VI shows the rate of movement at several points in the estuary 
during representative phase division.  Table VII shows the rate of movement 
in pounds per hour at four sections in each of the ten tide phases, the net 
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TABLE VII 

Bed Transportation 
(pounds per hour) 

ase Section I 
(jetties) 

Section II 
(Clatsop Spit) 

Section III 
(Chinook) 

Section IX 
(Jim Crow Point) 

Average Freshet Average ; Freshet Average ] Freshet Average Freshet 

i- * 1,000 * 96,000 * 1,000:* 225,000 *2,000: «28,000 0 0 

3 *2?,000 *390,000 *215,000:*1,270,000 •11,000: *360,000 0 *85,ooo 

3 *90,000 *570,000 *197,000:*1,730,000 *95,000*1,150,000 *19,000 *295,000 

4 *46,000 *76o,ooo *2 30,000^1,170,000 «S 00,000*1,300,000 *167,000 *426,000 

5 *l6,000 *72,000 *8i,ooo: *58o,ooo *25,000*1,580,000 *205,000 *430,000 

6 0 0 0:       0 0: *36,000 *41,000 *i,300,000 

7 -5,000 -64,000 -78,000: -246,000 o: -38,000 *27,000 *370,000 

8 -6u,ooo -208,000 -292,000: -840,000 -218,000: -730,000 0 *82,000 

9 -69,000 -150,000 -441,000: -890,000 -666,000:-l,300,000 0 0 

10 0 0 0:  -41,000 -3,000: -77,000 0 0 

Net 
Move- 
ment 
per 
tide 
(pounc 

*52,000 

is) 

*l,8 30,000 -194,000 !*3,700,000 -810,000*2,900,000 *570,000 *3,720,000 

Net 
Move- 
ment 
per 
year+ 
(tons 

*17,000 *625,000 -37,000:*L ,260,000 -277,0001*980,000 *195,000 *1,270,000 

Notes: 

* Indicates movement Seaward 

- Indicates movement Inward 

+ Taken as 680 tides 
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movement in pounds per tide, and the annual movement in tons in a year of 
680 tides under average annual and freshet river flows.  Figure 6 shows 
the computed rates of bed transport during Phase Division 4. 

At an average flow of 225,000 second-feet throughout the year, the 
average concentration of suspended material must be approximately 50 parts 
per million to transport 10,000,000 tons in suspension - the amount 
indicated by measurements at the Dalles.  Even at points of greatest 
agitation, such as over the hole off Tongue Point and around the old dikes 
at Harrington Point, the concentration of suspended material in the 
estuary reaches this value only at freshet stages.  The average concen- 
tration throughout the year is believed to be materially less than 50 ppm 
and much of the material must move as bed-load if this annual load in the 
upper river is to be transported through the estuary. 

The suspended load in the upper river amounted to 10,000,000 tons 
per year or 2,350,000 pounds per hour. At strength of ebb current under 
freshet conditions, with an extreme range of tides, bed movement exceeds 
this figure only at two sections within the estuary and is small at Jim 
Crow Point and Clatsop Spit. 

This study of sediment movement in the estuary was not pursued farther 
because the other experiments described had provided answers to the engi- 
neering problems under study. 

The analysis of bed-load movement indicated that regulation of the 
river in such manner as to reduce peak flows may have a disproportionately 
great influence on the channels of the river and the estuary.  It has been 
estimated that at Wesport and Eureka bars, bed-movement is unimportant at 
fresh-water flows below 350,000 second-feet. Above this discharge, the 
transportation of material increases very rapidly and regulating the flow 
will reduce the total volume of material transported by the same total 
volume of water.  The effect of such a change will vary with location in 
the river.  Near tributaries which supply material, the average capacity 
to remove material will be reduced and shoaling will occur, whereas at 
points distant from sources of sand, depths should increase. 

CONCLUSIONS 

1. The movable bed model may have been more reliable than it was 
believed to be at the time, and this approach may have been 
abandoned prematurely. 

2. The fixed-bed model to a vertical scale of 128 and a horizontal 
scale of 3600 reproduced with acceptable accuracy the range and 
lag of tide and the direction and velocity of the currents. 
The agreement was good in the channels and deepwater areas near 
strength of ebb and flood currents.  Over shoals and around the 
time of slack water, the discrepancy between model and prototype 
was larger. 

3. The movement of powdered coal in the model under average and 
freshet river flows appeared to agree qualitatively with the 
movement in the estuary. 
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4. Tidal models, which do not involve either wind waves or salinity 
gradients, may be modelled to small scales and large distortions 
with reliable results. 
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CHAPTER 143 

FLUSHING CHARACTERISTICS OF SMALL-BOAT MARINAS 

by 

1 2 
Ronald E. Nece and E. P. Rlchey 

ABSTRACT 

Results are presented for a laboratory study Investigating the effec- 
tiveness of using a small-scale laboratory model to predict tidal flushing 
patterns in small-boat marinas.  Laboratory results are compared with field 
measurements taken in an existing small-boat harbor. 

Model limitations are indicated, but it is concluded that simple, 
small-scale models can constitute an effective, economical tool in the 
evaluation of designs of small, enclosed basins where water quality problems 
associated with circulation patterns in the basin are important.  Some impli- 
cations are made concerning the effect of basin planform upon circulation 
patterns. 

INTRODUCTION 

Most coastal engineering projects reported in the current literature 
are of such magnitude that design studies usually incorporate one or both 
of the following:  a large-scale laboratory model study, in conjunction 
with a comprehensive program of field data acquisition needed for both model 
input and verification; or, a computer numerical model study of the harbor 
or estuary area concerned, again making use of field data to provide 
boundary conditions leading to solutions for currents, tidal elevations, and 
sometimes pollutant motions. As questions of water quality assume ever 
greater importance in coastal engineering works the continued use of the 
above methods, and especially the growth of numerical modeling, is both anti- 
cipated and logical. On the other hand, there will continue to be projects 
of a much smaller order of magnitude which do not justify the expense of a 
large-scale model study, for which two-dimensional numerical models with 
their required detailed field data input might represent a very uneconomical 
exercise in mathematics, and for which one-dimensional mathematical models 
would not be detailed enough and would mask significant local effects. For 
such lesser projects the use of small-scale laboratory models may be worth- 
while and justified in project evaluation. 

This paper reports on a preliminary study in which small-scale models 
are considered as a tool in the design and evaluation of small-boat harbors 
with respect to their flushing characteristics.  In order to determine the 

1. Professor of Civil Engineering, University of Washington, Seattle, 
Washington. 

2. Professor of Civil Engineering, University of Washington, Seattle, 
Washington. 
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effectiveness of small laboratory models in describing water motions asso- 
ciated with harbor flushing, a model of an existing installation was con- 
structed.  Prototype vs. model performance could be obtained fairly simply 
by taking advantage of the conveniently located, small, well defined and 
relatively manageable tidal water body of the field installation. 

Previous emphasis on small-boat basins, or marinas, has been on pro- 
tection from wave action, but more marina installations will be examined 
in the future with special attention to their environmental impact.  Con- 
cerns include how marinas respond to pollution sources and if marinas them- 
selves constitute pollution sources, knowledge of current patterns for use 
in oil spill protection and/or cleanup, and how well marinas are self 
flushing. 

The study reported here was influenced by regional needs in the Puget 
Sound area of the State of Washington, U.S.A. A 1968 study projected an 
increase in the number of permanent winter rental moorages in Puget Sound 
and adjacent waters from an existing 11,600 in 1966 to 74,300 in the year 
2000 (l)1. While more recent demographic estimates may be more conservative, 
the magnitude of the problem still is large.  It also has been estimated (1) 
that an average of 3 feet of shoreline is utilized at present for each 
moorage, and that approximately 200 miles of shoreline in Puget Sound are 
considered suitable for potential marina developments. Optimum siting and 
design of future marinas therefore will be of considerable environmental 
importance in the Puget Sound area, which can be considered representative 
of other coastal regions in terms of small-boat use. 

Another factor bearing upon future installations is that many existing 
marinas no longer could be built in their present configurations under 
regulations enacted recently.  In the State of Washington, marina bulkhead 
and/or breakwater configurations can have significant effect upon the 
mortality rate of migrating juvenile salmon because the migrating fry may 
be forced away from their desired shallow water routes into deeper water 
where they become subject to predator fish.  Fisheries agencies have adopted 
revisions in breakwater and bulkhead standards (2); the effects of these 
revisions, which may require multiple harbor entrances, detached breakwaters, 
or navigation breaches in some cases, need investigation. 

Many small-boat harbors allow a number of simplifications in model 
studies.  Stratification is often negligible; breakwater-enclosed marinas 
typically are built where there is little or no fresh water inflow to the 
basin, and up to half of the tidal prism may be exchanged on a typical high 
tide. Wave effects are minimal, by design and by the small absolute size 
of the installation. Wind effects, while obvious on surface floatables and 
surface currents, are negligible on major currents.  Tides are the dominant 
mechanism for producing water motions.  Bottom frictional effects are not 
significant in the gross current patterns of the relatively short and deep 
water bodies.  Consequently, model construction and operation can be simpli- 
fied. Limitations on interpretation of model results then must be kept in 
mind; these will be discussed later. 

1. Numbers in parentheses refer to entries listed in the References. 
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PHYSICAL CHARACTERISTICS OF MODEL AND PROTOTYPE 

Prototype 

The installation selected for the study was the City of Des Moines 
Small Boat Harbor, located on the east shore of Puget Sound about 15 miles 
south of the city of Seattle. The marina, built in 1970, was constructed 
on a tide flat area which was dredged to sufficient depth to allow movement 
of shallow draft pleasure motor and sail boats. Design dredging depths 
range from -8 feet MLLW at the south (closed) end of the marina to -13 feet 
MLLW at the entrance.  Enclosing the marina is a rubble mound breakwater 
extending 500 feet seaward from the shoreline and then northward for 1,950 
feet. The space between a timber pile breakwater and the northern end of 
the rubble mound breakwater provides a 175-foot entrance width at MWL. 
Fourteen floating piers within the marina provide 682 boat berths. Figure 
1 is an aerial view of the installation. 

Tides in Puget Sound are of the mixed type, with unequal lows. Mean 
sea level at Seattle is 6.8 feet above MLLW; the mean tide is 8.0 feet, and 
the average diurnal tide is 11.7 feet (3).  At Des Moines there is zero 
height correction for low water, a 0.4-foot additive correction for high 
water, and an average lag of 6 minutes on Seattle for times of high and low 
water. The only direct fresh water inflow to the basin is sporadic and comes 
from storm sewer drains servicing streets immediately adjacent to the marina 
complex. 

Model 

The distorted laboratory model had a horizontal scale L « 1:500 and a 
vertical scale Z =1:50. The corresponding velocity and time ratios were: 
V = Z 2 = 1:7.0^, and t = L /V = 1:70.7. The model, constructed primarily 
fr r   r r 
plywood, was located in a tank having overall dimensions of 8 feet by 12 

feet. For purposes of economy and simplicity of both construction and 
operation the enclosing breakwater was made impervious, the basin bottom was 
constructed to design dredging depths, and no attempt was made to simulate 
the floating piers or boats.  Because currents in Puget Sound offshore from 
Des Moines are weak, there was no effort to model exterior currents. The 
model is shown in Figure 2. 

Constant amplitude, constant period tides only, were produced in the 
model.  The tidal generator was a variable-elevation waste weir, driven by 
a small motor through appropriate gear reducers and a Scotch yoke mechanism 
to obtain harmonic motion, and fed by a constant-rate water supply. Economy 
dictated this choice of a simple tide generator. The model tides were 
verified to be very nearly sinusoidal. 

The model scale so selected was known to violate equality between pro- 
type and model of some similarity parameters important in the modeling of 
pollutant motions in tidal basins, as summarized by Carstens (4). Despite 
the presence of jets and wakes formed by the tidal flows past the vertical 
breakwater at the entrance and past other sharp corners in the boundary 
planform, much of the model basin flow was in the laminar regime and had 
Reynolds numbers IF? = Vd/v (V = local depth-averaged velocity, d = corre- 
sponding water depth) considerably below the 1,000 value commonly associated 
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with the lower limit of turbulent free surface flow. In addition, there was 
no attempt to scale overall diffusion coefficients; hence, there was no repro- 
duction of diffusion processes in the model. 

Consequently, the small-scale model could not be utilized to reproduce 
either pollutant diffusion or the detailed velocity fields of the prototype; 
the model utility then had to be judged on how well it reproduced the gross 
tidal current structure of the prototype. 

EXPERIMENTAL PROCEDURES 

Tide Selection and Correlation 

Tide curves showing typical spring tides occurring in one period during 
which field data were obtained are shown in Figure 3.  The repetitive tide 
selected for use in the model had a nominal 10-foot (prototype) amplitude and 
a 12.4-hour (prototype) lunar tidal period; corresponding model values were 
0.2 foot and 10.52 minutes, respectively. 

Field current data were reduced to a common denominator for comparison 
with model measurements by the following process: 

h_ 

Vref _ T0      h T_ 
Vf  "f  ' H To 

(1) 

where: V . - reference velocity, expressed in prototype units 
of feet/minute 

V.   = current velocity measured in the prototype 

h    = equivalent prototype height of the model tide 

E + F 
H    = —j—'  the average of the prototype large ebb 

amplitude E and large flood amplitude F 

T    = time between high water levels enclosing the low 
water ebb slack tide 

T„   = equivalent prototype time of the model tidal period. 

All current magnitudes shown on Figure 8 are given as values of V  , 
in feet/minute, prototype; times at which the velocities obtain are 
expressed in terms of the dimensionless time t/T, as defined on Figure 3. 
All field data were taken on the large ebb, E, or the large flood, F, in 

order to obtain more readily measurable current magnitudes. 

Current Measurements 

All current measurements in both model and prototype were taken with the 
use of drogues, or floats, which were tracked over time and space. 
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Most field measurements were made with the miniature drogues shown in 
Figure 4. The 4-inch by 3-inch cross-form plexiglass drogues could be 
positioned at any desired depth below the water surface; the color-coded 
fishing floats, which provided the necessary buoyancy as well as drogue 
identification, provided minimal exposure to wind drag above the water 
surface. Drogues were tracked by observers in small boats or standing on 
the piers; the piers provided ample reference points for distance and angle 
measurements. Except for the entrance region, velocities shown on the data 
figures are taken from drogues operating at a 6-foot depth, below the 
region of reduced velocities caused by the draft of the floating piers and 
moored boats. 

Pathlines and velocities were measured on ebb flows near the outlet. 
For this purpose, the larger drogue shown in Figure 4 was used. A plane 
table and alidade, set up on the shore and used in conjunction with the thin 
stadia rod projecting above the water surface, allowed single-instrument 
determination of location vs. time of the drogue, from which local velocities 
at the 4-foot depth could be determined. The path followed by the drogue 
when it was released at the tip of the vertical timber breakwater provided 
the shape of the free streamline of the discharge jet at the marina mouth. 

A simple visual method was used in the model in lieu of the more common 
streak photographs of confetti placed on the water surface to measure currents. 
Length of small, 0.10-inch diameter plastic-coated drinking straws, sealed 
and weighted at the bottom but open at the top, and with an equivalent proto- 
type depth penetration of 10 feet, acted as drogues responding to an effective 
average velocity over the water column. Drogue locations were plotted at 
discrete time intervals by marking pen on a horizontal plexiglass sheet 
mounted above the model; the requirement that an observer sight down the open 
vertical bore of the straw cylinder was an effective method of reducing 
parallax errors. Individual drogues could be inserted at any location and 
at any time of the tidal cycle; drogue insertions at the same time and place, 
but on different tidal cycles, yielded pathlines in very close agreement and 
indicated model consistency. 

MODEL-PROTOTYPE COMPARISONS 

Ebb Flow at Entrance 

Flow conditions in the harbor entrance area are such as might lend them- 
selves to a first analysis utilizing ideal fluid, two-dimensional, free stream- 
line methods if frictional resistance and effects of changing depth are neg- 
lected.  Such an approach was used by French in considering the velocity 
distribution in the entrance region of a tidal flow through a relatively short 
channel into a lagoon (5). 

In the present work, limited attention was given to the ebb flow only, 
in the vicinity of the timber breakwater. One set of drogue tracking data 
gave field observations of velocities and pathlines at the 4-foot depth. The 
observed separation streamline of the exit jet was compared with an estimated 
free streamline location determined by an (interpolated) adaptation of von 
Mlses' two-dimensional contraction coefficients (6). No exact solution was 
attempted. An effective approach width of b = 175 feet between MWL on the 
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rubble mound breakwater and the tip of the timber breakwater was selected, 
as shown on Figure 5. The interpolated contraction coefficient C = 0.58 
gave a predicted jet width of 100 feet. A flow net construction £hen gave 
the shape of other streamlines in the predicted jet. 

Comparison between predicted and observed separation streamlines on 
Figure 5 shows that the predicted contraction was overestimated. The labora- 
tory observation was closer to agreement with the predicted location.  It is 
also very clear, however, that the separation streamline past the breakwater 
is indeed independent of the shape of the dredged channel. 

Figure 5 indicates how predicted velocities, all based in part on the 
predicted free streamline location, compared reasonably well with field 
measurements. The predicted velocities were calculated by the one-dimen- 
sional continuity equation, 

A.     ( ^) 
V = H?asin \ dt I .^. 

where: A^  .  = total surface area of the marina behind the 
aS1"    "lane °f aexit (Abasin " 1M  * 10b "«•• ft> 

(dz/dt) = fall rate of water surface, from tide curves 

a  .   » cross-sectional area of plane normal to the 
assumed uniform, one-dimensional velocity 
distribution in the jet where the jet surface 
width has become equal to C b. 

Exit velocities measured in the model, while not shown on Figure 5, 
agreed well with field values. 

Circulation Patterns within Marina Basin 

The well defined basin geometry presented the temptation to treat ebb 
flows by potential flow methods — i.e., by constructing a flow net for the 
basin configuration and extending Eq. 2 to yield local velocities at all 
points and at all times on the ebb flow. This procedure, a one-step refine- 
ment of rather common one-dimensional methods, could then yield water parti- 
cle detention times.  Both field and model observations confirmed the fallacy 
of such an approach. 

The dominant feature of current patterns within the basin was the 
establishment of circulation cells initiated by flow separation around the 
timber breakwater on flood flows.  Currents reversed direction almost every- 
where in the channel at or very close to low water slack (t/T <• 0.5). On 
the following inflow, separation flow past the timber breakwater created a 
counter-clockwise cell in the area behind the breakwater; this cell grew 
until it occupied about 40 percent of the basin area, and a second (clockwise) 
cell was formed and which filled most of the southern part of the basin.  (A 
third, small counter-clockwise cell which formed at the extreme southern end 
of the enclosure contributed very little to general circulation patterns, but 
could lead to very long detention times for pollutants introduced in this part 
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of the basin). When the two primary cells were well established, by t/T = 
0.75, the primary inflow current near the middle of the basin was directed 
inshore and almost normal to the major axis of the marina. 

This cellular flow structure is indicated by the float pathlines on 
Figure 6. Model and field pathlines at comparable t/T times show good agree- 
ment. Pathlines in the prototype are limited in length because the floats 
could not travel beneath piers.  For repetive model tides, t/T values of 0.08 
and 1.08 have the same meaning. 

Angular momentum established during flood tide flows persisted into ebb 
flows. Outward flows were established in the main channel by the southerly 
of the two primary circulation cells prior to the time of high water slack. 
This effect is illustrated in Figure 7, where limited field tests were used 
to check the flow patterns observed in the model. 

Slight errors were introduced in the model by making the exterior break- 
water impermeable. Flows through the porous rubble breakwater were confirmed 
by dye observations in the field, and small head differences were measured by 
manometers between the interior and exterior faces of the breakwater during 
tidal flows.  Pending the general lack of information in the literature on 
head loss relationships for flow through porous media of large 'grain' size, 
no attempt was made to calculate discharges through the breakwater. It is 
considered that any resulting discrepancies would be confined to regions 
adjacent to the breakwater and would have little if any effect upon general 
circulation patterns. 

Existence of the two primary circulation cells is shown clearly in 
Figure 8, which indicates current patterns at t/T = 0.75.  Although no direct 
comparison was reached between field and laboratory velocities at exactly 
the same time and place, agreement between model and prototype is adequate. 
Model-determined velocities shown at nearby points in Figure 8 are an indi- 
cator of the degree of consistency and reproducibility between repetitive 
tidal cycles as obtained by the simple visual observation procedures used in 
the laboratory. 

CONCLUSIONS 

The small single-entrance tidal water body studied has well defined 
boundaries; wind and stratification effects are negigible, so that tidal 
action is the dominant flow-producing mechanism. Despite the well defined 
boundary conditions, water motions within the basin are not easily pre- 
dictable and cannot be treated by simplified calculation methods.  Computa- 
tion procedures such as those outlined by Leendertse (7), modified to 
incorporate the important separation effects, might be used to predict 
water motions; however, in terms of project sizes and costs as typified by 
the marina reported upon here, such methods might not be justified in terms 
of cost vs. useful output. 

Planform geometry is seen to have a significant effect upon circulation 
patterns within the marina.  Sharp corners^with resultant flow separation, 
promote circulation and mixing which may be helpful in the elimination of 
pollutants from the basin; effects of this additional mixing upon detention 
times of pollutants inserted at different locations in a basin likewise would 
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depend upon basin geometry. Asymmetry of single entrances appears to be 
advantageous in terms of promoting circulation within the marina. The 
number of circulation cells within a tidal basin would seem to be dependent 
largely upon entrance asymmetry and the length: width ratio of the plan- 
form. Investigation of the effects of such geometry parameters would be 
fruitful in considering designs of future, largely enclosed, marinas. 

The laboratory model tested was found to give satisfactory repro- 
duction of the gross velocity patterns within the existing marina. It is 
concluded that such small-scale models are a useful and economical tool to 
be used in the design and evaluation of proposed small-boat harbors. 
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Fig. 1.  Des Moines Small-Boat Harbor 
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Fig.   2.     Laboratory Model 
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CHAPTER 144 

NEARSHORE CURRENTS SOUTHEASTERN STRAIT OF GEORGIA 

M. L. Schwartz, R„ C. Fackler, E. A. Hoeraut, C. E. Larsen, 
K. L. Lingbloom, M. A. Short 
Coastal Studies Group, Department of Geology, Western Washington State 
College, Bellingham, Washington,   98225, U.S.A. 

ABSTRACT 

Nearshore water transport in the vicinity of Birch Bay and Cherry Point, 
Washington was investigated during the spring of 1971.  The techniques used 
were:  surface floats with variable depth drags, dye patches, streams of 
paper sheets, wind direction and velocity data, infrared and color aerial 
photography, and salinity and temperature readings from water samples.  Birch 
Bay flood tide transports water into the bay, and ebb tide carries it out. 
The latter water either eddies off Point Whitehorn or moves out into the 
Strait of Georgia.  Flood tide at Cherry Point transports water to the Point 
Whitehorn eddy or into Birch Bay, while on the ebb tide water moves from 
Cherry Point toward the vicinity of Neptune Beach and Sandy Point. 

INTRODUCTION 

Recent concerns regarding possible water pollution in the Strait of 
Georgia have led to an increased amount of scientific inquiry into the envi- 
ronmental factors affecting the nearshore oceanography of water transport. 
The authors have attempted to look into these factors over one ten-mile 
portion of Washington coastal water along the southeastern shore of the 
Strait of Georgia.  More specifically, we have concerned outselves with 
Birch Bay and the coast south including an industrial area in the vicinity 
of Cherry Point (Fig.l).  A sanitary sewer outfall located in Birch Bay has 
been proposed, and an oil refinery presently under construction will dis- 
charge its effluent at Cherry Point.  Both projects have the potential of 
greatly affecting the ecology within nearby waters. 

Environmental Overview: 

A.  Fraser River;  Perhaps the single most dynamic factor affecting the 
Strait of Georgia is the Fraser River which drains much of interior British 
Columbia.  Snow melt in the summer months adds great quantities of turbid 
fresh water to the Strait.  Due to its lower density the river water creates 
a strongly stratified water column.  Maximum flood water from the Fraser 
River may be observed to extend from its mouth near Vancouver, B0C. to 
Galiano Island on the opposite side of the Strait.  Low density water also 
moves southward along the shore of the delta to the vicinity of Point Roberts 
off Birch Bay and Cherry Point (Kincaid et al, 1954; Sylvester et al, 1966; 
Waldichuk, 1968; Wennekens et al, 1955).  Seasonal density stratification of 
coastal waters may be seen in figure 2 which utilizes data from a study done 
by the University of Washington (Sylvester et al, 1966) for the Intalco 
Corporation. 

2513 
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B. Surface Winds:  Each past water pollution report on the subject area has 
presented early in its text the dichotomy between overall wind and tidal 
actions. The waves are the direct result of surface winds blowing across 
the water. Wave motion consists of nearly orbital movement of the water and 
transport in the direction of wave travel, both of which diminish rapidly 
with depth.  Low density water and materials at or near the surface are thus 
transported in the wave direction. 

Wind records for January at Bellingham show a high percentage of winds 
from the south, southeast, east and northeast.  For July, west, southwest 
and south winds predominate (Phillips, 1966). 

C. Coastal Geomorphology:  The coastal landforms in the study area (Fig.l) 
are good indicators of the shoreward transport of sediment.  Spits are 
common and provide tangible evidence.  They show the resultant direction of 
transport of sediment along the shore by the wave generated processes-- 
longshore drift and beach drift. 

Sandy Point is a large spit actively building to the south from a bluff 
south of the Mobil Corporation refinery.  The Birch* Bay Village spit 
within Birch Bay makes up part of the shore of the bay. 

Yasso (1965) expressed a headland bay beach by its plan geometry.  This 
type of beach is developed adjacent to a headland and is the result of the 
predominant direction of wave approach. The shoreline of the headland bay 
beach can be best described in plan view as having the curve of a logarithmic 
spiral, with its center near the headland.  Studies made on Birch Bay by 
C. E. Larsen (paper in progress) have identified Birch Bay as such a beach. 
The maximum distance for wind wave development for Birch Bay is to the west 
and northwest.  Waves entering Birch Bay from these directions are refracted 
around the headland and cause waves to approach the beach obliquely on the 
south shore.  Longshore and beach drifting are directed along the beach in a 
counter-clockwise gyre. Wave energy decreases from south to north so that 
coarse sediments make up the southern beaches while there is a decrease in 
grain size to the north. 

D. Tides:  The area under study is subject to diurnal tides, with approxi- 
mately a 2.5-foot range at neap and a 12-foot range at spring. There is a 
marked diurnal inequality within these cycles.  Tidal currents are the prime 
cause of lateral water transport in the region.  It is these currents with 
which this' study is largely concerned. 

METHODS 

Several techniques were employed to study the effect of tidal currents 
on the transport of water from proposed sewage and effluent outfall sites at 
Birch Bay and Cherry Point respectively. The 32-foot research vessel, Mijada, 
was anchored at each of the proposed sites at the beginning of a spring ebb 
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or spring flood tide.  Various markers were released in the water and, at 
given intervals, observers charted their position to gain an idea of the 

•maximum transport effect of the tidal currents. 

The Defence Research Establishment Pacific laboratory in Victoria, B.C. 
supplied fluorescene marker dyes.  One container of dye was mixed with sur- 
face water in a one-gallon bucket and immediately poured into the water off 
of the stern of the anchored ship.  This was repeated at regular intervals, 
and the progress of each dye patch was charted by the various observers. 
The first day dyes were released at one-hour intervals and observations from 
land were taken hourly.  The dye disperses to the point where it is not 
visible from land in about 45 minutes, so on subsequent days the releasing 
and observation of the dye was done at half-hour intervals or less. 

The second marking system employed was simply the releasing of sheets 
of paper from the stern of the anchored vessel.  This was done at about 
5-second intervals throughout the observation period.  The paper was not 
visible from land, but it showed up well in aerial photographs and is an 
excellent indicator of the movement of surface water.  Several types of paper 
were tried.  Newspapers and computer print-out sheets were found to be too 
absorbant and sank readily from sight.  A heavier grade of paper (water- 
stained scraps from the W.W.S.C. print shop) floated well and was the best 
paper for charting the currents. 

The markers which were most easily sighted by the land-based observers 
consisted of wooden floats with weighted drags suspended at set depths below 
the surface, patterned after Scrimger (1960).  The floats were 4-foot square 
sheets of 3/8" plywood.  A 2-foot mast on each float was made of 3/4" 
dowelling.  Each float was painted with different colors and designs and had 
various flags on the mast for easy identification.  Suspended at set depths 
from the floats, by nylon cord, were drags made of two 4'xl' boards of 3/8" 
plywood joined so that there were four mutually perpendicular vanes, each 
l'x2'0  Each drag was held down by two four-pound lead weights tied to its 
base. 

Three floats were used on each occasion.  One had the drag nailed to 
the bottom of the float and was designated as the surface float.  The two 
other floats had the drags suspended at various depths, depending on the 
depth of the water.  At the Cherry Point site the vessel was in 50 feet of 
water, so the drags were set at 16 feet and 25 feet.  At Birch Bay, in 25 
feet of water, the drags were suspended at 8 feet and 16 feet below the 
surfaceu 

Several methods were employed to chart the progress of the various 
markers in the tidal currents.  The primary method involved two observers 
stationed on land, each with a clear view of the anchored ship and the 
floats.  As the floats moved, however, it was sometimes necessary for one 
of the observers to move down-current to another position in order to stay 
within sight of them.  The observers each had a plane-table on which was 
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mounted a map of the area being studied.  Overlying the map was a sheet of 
Mylar drawing plastic on which the sighted positions of the markers at vari- 
ous times were noted and labeled. Alidades were used to locate the markers 
and to plot the lines of sight to the markers on the Mylar.  Each observer 
also had a 2-way citizen's band radio with which they were in contact with 
the R/V Mijada, At given intervals, on signal from aboard the Mijada, each 
observer plotted and labeled the line of signt from his position to each 
float.  Subsequent calculations utilizing the data from both observers aided 
in plotting the location of each float at each sighting.  In this way the 
direction and rate of movement of each of the floats was charted. 

As was stated earlier, the paper markers were never visible from land 
and the dye markers were only visible for about 45 minutes, so the floats 
were the only markers whose positions could be consistently charted from 
land. Another problem was the glare of the sun in the afternoons.  It often 
made the locating of the floats difficult for the land observers.  This prob- 
lem was solved by having the R/V Mijada run down to the floats.  The position 
of the boat could then be plotted by the land observers.  This necessitated 
less regular observations, as the Mijada moved from float to float. 

An airplane was available for use on two of the four days on which 
observations were made.  On each of those days the plane made two flights at 
2,000 and 4,500 feet over the area being studied.  One flight was made one 
hour after slack tide and one flight at mid-tide.  Aerial pictures were 
taken on each flight utilizing both infrared and color photography.  The 
floats were plainly visible, and the dye was more easily visible from the air 
than from land.  The paper markers were seen as a very fine line, charting 
the path of the surface water from the boat down-current. The ebb tide also 
exhibited bands where tidal currents of the warmer, shallow, bay water flowed 
out over the colder water of the Georgia Strait. 

Float positions were also determined through the use of a sextant and 
a three-armed protractor.  In this case the ship had to locate each marker. 
Upon pulling up to a float, someone on the ship would hold the sextant hori- 
zontally and read the angles between three prominant landmarks; first the 
angle between one of the outside landmarks and the center one of the three, 
then the angle between the center one and the landmark to the other side. 
By setting each of these angles between the arms of the three-armed protrac- 
tor, the exact position of the ship and therefore the float could be deter- 
mined.  This method was tested and found to be as accurate as using the two 
land-based observers, so on the final day the group relied entirely on this 
method and the former land-based observers were aboard the ship to help take 
water samples. 

Wind observations were taken using the ship's anemometer periodically 
during three days on which currents were being observed.  Wind observations 
from the Blaine Air Force Radar Station, located in Birch Bay, for the years 
of 1968 and 1969 were also made available.  They are thrice daily (0730, 1430, 
2330) readings of wind velocity and directions.  A computer program was de- 
veloped to give average wind directions and velocities by the month and time 
of day, month only, and season only. 
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Water samples were collected in Birch Bay and at Cherry Point using 
Van Dorn bottles.  The bottles were attached to a cable operated by a winch 
off the stern of the boat.  The cable was clearly marked at ten-foot inter- 
vals, so the depth of the bottle could accurately be determined.  Salinity 
and temperature values were obtained from each water sample. A salinity 
titration kit (LaMotte Chemical Products Co. model POL-H) was employed in 
the salinity determinations made aboard the R/V Mijada.  Sampling stations 
are shown in figure 3. 

OBSERVATIONS 

Observations were made during the spring (maximum range) flood and ebb 
tides at the proposed outfall locations for Birch Bay's prospective sewage 
treatment plant and ARCO's industrial waste disposal to learn the maximum 
effect of tidal currents on the transportation of water at each of these 
sites. 

On Sunday, March 21, 1971 high tide occurred at 8:38 a.m. and was +8.2 
in Birch Bay. The R/V Mijada was anchored over the proposed sewage outfall 
location and the floats were released at 10:00 a.m.  Dye was dropped at 
11:00 and   12:00.  The airplane flew over at 12:00 noon and 2:00 p.m. 

Figure 4 is an aerial photo taken from 2,000 ft. at 12:00 noon.  The 
dyes are not visible, but a faint line of paper can be seen in the photo, 
tracing the path of the surface water with the ebb tide current.  The eight 
and sixteen foot floats can also be seen in the photo.  These two floats 
moved at about the same rate of speed throughout the day.  The surface float 
moved much faster.  Figure 5 is an infrared photograph taken at 12:10 p.m. 
This time the plane was at 4,500 feet above sea level.  The surface float 
can be seen in this photo.  After only two hours, the surface float has 
traveled 2\  times as far as the floats with deeper drags.  An outline of the 
warmer water from the bay as it flowed out into the Strait of Georgia is 
obvious in the photo.  The land observers also noted that there were bands 
of calmer water along the paths of the floats, the currents manifesting them- 
selves on the surface.  Their "path" of calm water divided as it came out of 
the bay.  Part of it continued south into the Strait while the other part 
turned in a large eddy south of Point Whitehorn.  The surface float followed 
the current south into the Strait.  The eight-foot float followed the eddying 
current.  The sixteen-foot float dragged on the bottom coming around Point 
Whitehorn and had to be retrieved.  The surface float was retrieved too, 
since it was travelling rapidly into the Strait.  The R/V Mijada was able to 
follow the trail of paper markers to locate the surface float. There was 
also much debris concentrated along the path of the current. 

Both the surface float and the sixteen-foot float were retrieved at 
1:00 p.m. and were placed close to the position of the eight-foot float. 
From that time until 4:30 p.m. all three floats eddied off the southern side 
of Point Whitehorn, as can be seen in figure 7. 
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On April 4, 1971, a high tide of +6.8 feet occurred at 11:26 a.m.  The 
R/V Mijada was anchored near the ARCO pier, close to the proposed effluent 
disposal site, and had markers in the water by 11:56 a.m.  The airplane was 
scheduled to fly over at 1:30 p.m.  Since the dye markers had dispersed too 
much to show up on the previous photos, they were released this time at 
fifteen minute intervals. The first dye was released at 12:45 p.m. and the 
fourth and last at 1:30 p.m., just before the plane flew over. Figure 6 is 
an aerial photo taken 2,000 feet above sea level at 1:30 p.m. The dyes can 
be seen to be spreading downwind as well as being carried south by the ebbing 
tidal current.  As in Birch Bay the surface float moved the most rapidly. 

The direction of the currents is southerly, parallel to the coastline. 
At 3:00 p.m. the surface float ran into the Intalco pier and had to be re- 
trieved by the R/V Mijada.  It was placed in the water farther from shore, 
so it would clear the pier. 

At 10:32- a.m. on Saturday, April 24, 1971, there was a -1.9 foot low 
tide.  An extra surface drag float was dropped just south of Point Whitehorn, 
in order to determine what would be the path of any water which had been in 
the eddy at ebb tide.  The tidal current on the flood tide ran from south to 
north and carried the float into Birch Bay (Fig. 8).  Later in the day the 
currents carried the float back out of the bay.  The surface, sixteen and 
twenty-five-foot floats were dropped at 11:30 a.m. No dye or paper markers 
were used.  The paths of the surface, sixteen and twenty-five-foot floats re- 
versed, and with the ebb, the floats headed south.  The aforementioned reversal 
of direction of the surface float out of the bay occurred in the middle of the 
flood tide.  This is evidence of more complex tidal currents within the bay. 

On Sunday, April 25, 1971, there was a low tide of -0.9 feet at 12:24 p.m. 
daylight saving time. At 12:40 p.m. the R/v Mijada was anchored over the 
proposed sewage outfall location at Birch Bay and the surface, eight and six- 
teen-foot floats were released. There were strong (10-20 knot) westerly winds 
on that day.  By 2:00 p.m. all three floats had blown aground.  The eight and 
sixteen-foot floats were retrieved and the eight-foot float was taken farther 
from shore and reset.  Within an hour and a half it had blown aground again. 

The surface and eight-foot floats were retrieved from the beach and 
placed in the water farther into the bay.  They were retrieved before running 
aground.  The effect of the strong westerly wind was more influential on the 
floats than were the tidal currents on this day. 

CONCLUSIONS 

Although the factors affecting the movement of surface waters are 
numerous, the most effective are tidal movements and effective wind direction. 
Only tidal movement and effective wind direction are reported on in detail in 
this paper.  The conclusions of this paper are based on their combined effects 
as shown by actual measurement and observation of coastal processes. 
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It should be borne in mind that most effluents discharged into these 
waters will be warmer and less saline, therefore less dense, than the colder 
and more saline (denser) marine waters (Waldichuk, 1968).  The effluents 
(and buoyant particulate matter) will rise and remain near the surface until 
effective mixing occurs.  As noted in figure 2 and verified by our water 
samples, there is little stratification of the waters in the Strait of 
Georgia during the winter, but layering does occur there in the summer months 
(Sylvester, et al, 1966).  Due consideration of these conditions should be 
included in any environmental planning that involves the Birch Bay-Cherry 
Point region. 

Ebb Tide Transport 

A. Birch Bay sewage outfall:  Water leaving Birch Bay on an ebb tide (Fig. 7) 
can be thought of as a banded flow.  The extensive intertidal zone creates 
an easily discernible band of water which has becomes less dense by the in- 
flow of fresh water from numerous small streams and drainage ditches around 
the bay.  The rapid warming of water in the shallow zone also enhances the 
decrease in water density. 

This band of water generally conforms to the curve of the Birch Bay 
shoreline. It constitutes the surface water from the shore to approximately 
3000 feet offshore and leaves the bay in a clock-wise gyre. At Point White- 
horn, the low density water enters the Strait of Georgia at an angle of 
about S45°W where it is deflected by the main force of a southward tidal 
current.  It moves with the higher density, colder and more saline, waters 
of the Strait in the form of a large eddy. This eddy movement is visible 
both from the bluffs of Point Whitehorn and in aerial photographs (Fig. 5). 
Of special interest in this study was the debris in the center of the eddy. 
This material did not disperse during the ebb tide and was easily positioned 
to enter Birch Bay again on the next flood tide.  Surface water, as shown by 
the movement of paper released from the research vessel, was carried deeply 
into the Strait only when the winds were directed offshore. 

Effluent discharged into Birch Bay at the outfall location proposed by 
the consultants retained by the Birch Bay Water District is located at a 
greater depth than the low density water band leaving the bay.  Should a high 
degree of mixing not be attained by the diffuser at this depth, material 
carried by the less dense fresh water from the sewer system will tend to 
collect in the water band leaving the bay.  Although mixing may occur in the 
Strait of Georgia it is doubtful at this point that a complete exchange of 
water is attained.  Further, evidence of surface materials concentrating in 
the center of offshore eddys suggests the possibility of this material 
re-entering the bay on the next flood tide. 

B. Atlantic Richfield effluent outfall:  Water movement on the ebb tide as 
recorded from the Atlantic Richfield outfall location (Fig. 8) is rather 
simple. All floats maintained a nearly uniform distance from shore. This 
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condition brought the floats to the vicinity of the Intalco pier and waste 
outfall to the southeast.  This fact, combined with similar results measured 
from the Mobil Oil Co. pier (Kincaid et al, 1954) leads to the conclusion 
that water movement near Cherry Point is generally parallel to the shore. 
With this condition a case can exist where, with increased industrializa- 
tion, one outfall may merge with the outfall of the neighboring industry. 

Flood Tide Transport 

A. Birch Bay Sewer outfall:  Strong wind conditions on the day of float 
observations were not ideal for the actual measurement of tidal currents. 
However, information may be gleaned from the flood tide data from Cherry 
Point to Birch Bay (Fig 7 and 8).  Surface water enters the bay from the 
south near Point Whitehorn and continues into the bay for some distance. 

During our float studies, winds were of sufficient velocity from the 
effective wind direction to carry all floats ashore at Birch Bay State Park. 
This was also the case with floats dropped off near the mouth of the bay. 
Such an occurrence offers an example of the effects of wind wave action on 
materials carried into the bay during the flood tide. 

Contrary to recommendations made during an earlier short-term float 
study (Berschauer and Olson, 1970) wastes discharged at the outfall site 
will be directed into the bay during flood tide. 

B. Atlantic Richfield outfall:  Flood tide transport of water, as shown 
in figure 8, follows the same basic pattern as does the ebb transport, i.e., 
movement tends to parallel the shoreline.  In this case, however, transport 
is to the north towards Birch Bay rather than to the south.  During the 
optimum tidal range of spring tides, water from Cherry Point can be expected 
to reach the mouth of Birch Bay.  Float positions in this study indicated 
that this same water, and material carried by it, enter into the initial eddy 
formation off Point Whitehorn.  Once more this offers the opportunity for 
wind wave activity to have an effect by either directing surface waste upon 
the beaches at Point Whitehorn, or by allowing it to enter Birch Bay.  The 
flood tide movement of water intermediate between Cherry Point and Birch Bay 
enters the bay near Point Whitehorn and continues to near the proposed Birch 
Bay sewer outfall. Water initially near Point Whitehorn at the onset of 
flood tide may reasonable be expected to be carried along the southern shore 
of the bay for a yet greater distance.  This condition would make contamina- 
tion of these waters hazardous to the resort community of Birch Bay. 

SUMMARY 

The conclusions presented in this study show: (1) the proposed sanitary 
sewer outfall for the community of Birch Bay is located in such a position as 
to allow the reentry by tidal action of discharged wastes into the bay. 
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Materials released on a flood tide would be carried deep within the bay.  On- 
shore winds may then drive material ashore on resort beaches.  Ebb tide con- 
ditions at the bay are such that total exchange of water may not be complete. 
The mixing of water leaving the bay is only partially achieved.  A substantial 
amount of surficial water is held in the center of an eddy movement south of 
Point Whitehorn where it may re-enter the bay on the following flood tide. 
(2)  Wastes discharged by industrial sites in the vicinity of Cherry Point 
can be expected to parallel the shore under the effects of tidal currents. 
Water passing one industrial outfall can reach the adjacent outfall. Water 
receiving effluent at Cherry Point on a flood tide is easily carried to the 
mouth of Birch Bay where it can be driven ashore by effective winds.  Water 
moving to the south on the ebb tide reaches the vicinity of Neptune Beach 
and Sandy Point. 
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PJ  WHITEHORNl 

Figure 1 Location map of Birch Bay and Cherry Point, Washington. 
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Figure 2 Density (sigma t) stratification in Georgia Strait (after Sylvester 
et al, 1966). 
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Figure 3 Water sampling stations. 



2526 COASTAL ENGINEERING 
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Figure 4 Aerial photo of path of ebb tide floating paper, taken from 2,000 
feet over Point Whitehorn. 
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Figure 5  Infrared aerial photo, taken from 4,500 feet, of surface float 

location during ebb tide at Point Whitehorn. 
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Figure  6    Aerial photo,   taken at  2,000  feet,   showing  four  dye patches  released 
at  15 minute  intervals  from near  the ARCO outfall  site  during ebb 
tide. 
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Figure 7 Float movements on flood and ebb tides at Birch Bay. 
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Figure 8 Float movement on flood and ebb tides at Cherry Point. 
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WIND STRESS ON A COASTAL WATER SURFACE 

S. A. Hsu 
Coastal Studies Institute 
Louisiana State University 

Baton Rouge, Louisiana  70803 

ABSTRACT 

Simultaneous measurements of horizontal wind velocity above the 
water surface, air and water temperature difference, and water level 
were made during the summer of 1971 at an exposed field site off the 
northwest coast of Florida.  Three identical vertical arrays of six-cup 
anemometers were used; they were located in the surf zone, in the area 
between the inner and the outer bars, and on the outer slope of the 
outer bar.  The distances of these three stations from the mean shore- 
line were approximately 30, 130, and 230 m. Mean water depths were 
1.5, 4.3, and 5.0 m. 

Analysis of the profile data under adiabatic and onshore wind 
conditions indicates that better than 90 percent of the valid wind 
profile measurements are logarithmic.  It was found from the nearly 
fifteen hundred 15-minute logarithmic wind profiles that the shear 
velocity U* was not a linear function of wind speed, as is usually 
assumed in coastal applications, but had a functional relationship 
with velocity at 10 m or U±Qm  (from 0.5 to 8,5 m/sec), such that 
U* =0.37 U10m2/3. 

Comparison with similar investigations in deeper water and 
oceanic regions was also made. 

INTRODUCTION 

In the lowest turbulent layer of the atmosphere over water under 
adiabatic conditions, logarithmic wind-velocity distribution with height 
has been observed over the sea (see, e.g., Roll, 1965, and Ruggles, 
1970) and in laboratory channels (Wu, 1968, and Lai and Shemdin, 1971). 
The logarithmic law states that 

D =-tnf (1) 
Z    K       Z 

O 

where Uz is the mean horizontal wind velocity at a certain height z, 

2531 
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Fig. 2.  One of the three identical cup anemometer arrays located on a 
fixed offshore mast in the area between the outer and the inner bars on 
the coast of the Gulf of "Mexico near Fort Walton Beach, Florida.  Two 
resistance-wire wave gages are shown in the background. 
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U* is the shear (or friction) velocity [= (x/p)l/2, where T is the 
vertical transport of horizontal momentum and p is the air density], 
K  is the von Karman constant (-0.4), and Z0 is the aerodynamic rough- 
ness parameter or the dynamic roughness obtained under the boundary 
condition that Uz = 0 at Z = Z0, where Z0 depends upon the boundary 
roughness as well as the characteristics of the boundary layer. 

The wind stress T (= pU*2) is of considerable importance because 
it plays an essential part in all processes of momentum transfer across 
the air-sea boundary, including generation of ocean surface waves and 
drift currents by wind action, wind set-up, and storm tides (Roll, 
1965).  The relationship between U* and Uz or Cz [= (U*/Uz)2], the drag 
or resistance coefficient at a certain height z over the water surface, 
has been investigated for more than 30 years (see information compiled 
and summarized by Roll, 1965; Wu, 1969; and Kraus, 1972).  However, 
there are no systematic and simultaneous measurements in the nearshore 
areas, ranging from swash zone, surf zone, area between the inner and 
the outer bars, and the outer slope of the outer bar.  Therefore, in 
order to study the nearshore waves, currents, and other meteorologically 
related coastal engineering processes, drag coefficients obtained from 
deeper water or oceanic regions generally are assumed.  The purposes of 
this paper are to provide wind-profile and stress measurements in these 
nearshore regions and to compare with similar investigations in deeper 
water and oceanic regions. 

FIELD EXPERIMENT 

This study is an integral part of an investigation undertaken by 
several related disciplines of the Coastal Studies Institute, Louisiana 
State University, of the dynamical processes operating near an open coast 
as a function of the sea-air-land interaction system (SALIS Project). 
The field program was carried out in June-July 1971 on Santa Rosa 
Island (Eglin AFB), Florida, where the mean tidal fluctuation was about 
30 cm. 

Instruments used for this study included three identical portable 
Thornthwaite Wind- Profile Register Systems (C. W. Thornthwaite Asso- 
ciates, Model 106) with six-unit, three-cup, fast-response anemometers 
mounted at 145, 165, 205, 285, 365, and 445 cm above the mean water sur- 
face (Fig. 1).  These three anemometer arrays were located in the surf 
zone, in the area between the inner and the outer bars, and on the outer 
slope of the outer bar.  The distances of these three stations from the 
mean shoreline were approximately 30, 130, and 230 m.  Their mean water 
depths were 1.5, 4.3, and 5.0 m.  Some of the instruments are shown in 
Figure 2.  The wind profile instrumentation and the data-reduction and 
analysis procedures have been described elsex-zhere (Hsu, 1971). 

In addition, several other parameters were measured in the study 
area for reference purposes.  They were air and water temperature differ- 
ences at a distance of approximately 2.8 m (Weathermeasure Corporation, 
Model T-601), tidal fluctuation (a capacitance water level gage developed 
by N. H. Rector and R. G. Fredericks, of the Coastal Studies Institute), 
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and wind speed and direction at 10 m above the ground level (Science 
Associates, Inc., Model 162).  Temperature and humidity gradients were 
also measured at 1.7, 3.6, and 5.5 m above a grass-free berm surface by 
three identical recording hygrometry systems (Taylor Instrument Company, 
Series 76J, having readings within ^ 1 percent of any given chart range). 
The sensors were mounted on a 10-m meteorological tower.  Furthermore, 
four resistance-wire wave gages were also installed in the study area 
(Fig. 2). 

RESULTS 

From June 15 through July 2, 1971, approximately fifteen hundred 
15-minute wind profiles having statistically significant logarithmic 
wind distribution with height were obtained. When plotted on semi- 
logarithmic paper, straight lines with a correlation coefficient 
10.98 were obtained.  Some examples are shown in Figures 3 through 5. 
It should be noted that in this analysis only those onshore winds under 
adiabatic conditions were used (Roll, 1965, and Hsu, 1969).  Note also 
that, for brevity, only those profiles which do not overlap are plotted 
in these figures.  Figure 6 shows the wind stress under adiabatic onshore 
wind conditions as a function of wind velocity at 10 m above the mean sea 
surface for water depth -5 m.  The vertical bars in this figure represent 
the variations of the mean U* values obtained at three offshore stations, 
namely, in the surf zone, in the area between the inner and the outer 
bars, and on the outer slope of the outer bar. 

It can be seen immediately that the difference of the mean U* values 
at a given wind speed for these three stations is relatively small.  It 
was also found from the present data that the shear velocity was not a 
linear function of wind speed, as is usually assumed in coastal applica- 
tions, but has a functional relationship with wind velocity (from 0.5 to 
8.5 m/sec), such that 

U*=0-37D10m2/3 (2) 

x - pU,2 = 1.64 x Hf4 U1Qm
4/3 (3) 

in which D]_Qm is the wind speed in centimeters per second at the conven- 
tional reference level of 10 m above the mean sea surface.  In Figure 6, 
comparison with similar investigations in deeper water (=20 m) (Ruggles, 
1970) and oceanic regions (Wu, 1969) is presented.  The reason for the 
systematic discrepancy is not known because the three curves delineated 
in Figure 6 were not measured at the same period and in the same general 
region.  It is suggested that such simultaneous measurements be executed 
in order to further our understanding of the interaction of the air-sea 
interface. 
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Fig. 3.  Some examples of the 15-minute measurements of 
mean wind speed as a function of height (on a logarithmic 
scale) in the surf zone.  Symbols represent measuring 
points. 
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Fig. 4.  Some examples of the 15-minute measurements of 
mean wind speed as a function of height (on a logarithmic 
scale) in the area between the inner and the outer bars. 
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Fig.   5.     Some examples  of  the  15-minute measurements 
of mean wind speed as  a function of height  (on a 
logarithmic scale)  in the  area on the outer slope of 
the outer bar. 



WIND STRESS 2539 

100 200 300 400 500 600 700 800 900 1000 

Ulom   (cm/iec),  wind   velocity  at  2- 10m   above   the   mean  water   surface 

Fig. 6.  Shear stress under adiabatic onshore wind 
conditions as a function of wind velocity at 10 m 
above the mean sea surface for water depth £5 m. 
The vertical bars represent the variations of the 
mean li* values obtained at three offshore stations. 
Comparison with similar investigations under adiabatic 
conditions in deeper water and oceanic regions is also 
made. 



2540 COASTAL ENGINEERING 

CONCLUDING REMARKS 

On the basis of nearly fifteen hundred 15-minute wind-profile 
measurements over a coastal water surface, it has been demonstrated 
that the atmospheric shear velocity and the wind speed are inter- 
related; these functional relationships are given in Figure 6.  Since 
the logarithmic wind law can be valid only under the adiabatic condi- 
tion (but not very close to the air-sea interface), the results 
presented in this study may not be applicable to synoptic and sub- 
synoptic systems which have different atmospheric stability [e.g., 
sea breezes, when the synoptic effect is minimal in the Gulf of 
Mexico coastal regions (Hsu, 1970 a and b), some weather systems in 
the Atlantic Ocean (DeLeonibus, 1971), and air flows over the Beaufort 
Sea in the Arctic region, where, in addition, the possible effect of 
a humidity gradient on stability exists (Banke and Smith, 1971)]. 

Also, caution should be used in applying the present study to 
other phenomena, such as wave-induced perturbations and their impor- 
tance in transferring momentum to waves; in this regard, DeLeonibus' 
(1971) field study and Lai and Shemdin's (1971) laboratory investiga- 
tions may be consulted. 

ACKNOWLEDGMENTS 

This study was supported by the Geography Programs, Office of 
Naval Research, through the Coastal Studies Institute, Louisiana State 
University, under Contract N00014-69-A-0211-0003, Project NR 388 002. 
Appreciation is expressed to personnel of Eglin Air Force Base, particu- 
larly to Marshal Cartledge, for permission to occupy the site and use 
necessary facilities during the experiment. Thanks also go to Norwood 
Rector, Rodney Fredericks, and Bobby Montgomery, who helped to perform 
the experiment. 



WIND STRESS 2541 

REFERENCES 

Banke, E. G., and S. D. Smith, 1971, Wind stress over ice and over water 
in the Beaufort Sea.  J. Geophys. Res., 76, 7368. 

DeLeonibus, P. S., 1971, Momentum flux and wave spectra observations from 
an ocean tower.  J. Geophys. Res., 76, 6506. 

Hsu, S. A., 1969, Comments on a paper by J. Wu, 'Wind stress and surface 
roughness at air-sea interface.'  J. Geophys. Res., 74, 5562. 

 , 1970a, Coastal air-circulation system: observation and empirical 
model. Monthly Weather Rev., 98, 487. 

 , 1970b, The shear stress of sea breeze on a swash zone.  Proc. 12th 
Conf. Coastal Engr., Washington, D.C., Am. Soc. Civil Engrs., 1, 
243. 

 , 1971, Measurement of shear stress and roughness length on a beach. 
J. Geophys. Res., 76, 2880. 

Kraus, E. B., 1972, Atmosphere-ocean interaction.  London (Oxford Univ. 
Press), 275 pp. 

Lai, R. J., and 0. H. Shemdin, 1971, Laboratory investigation of air 
turbulence above simple water waves.  J. Geophys. Res., 76, 7334. 

Roll, H. U., 1965, Physics of the marine atmosphere.  Intern. Geophys. 
Ser., vol, 7, 426 pp., Hew York (Academic Press). 

Ruggles, K. W., 1970, The vertical mean wind profile over the ocean for 
light to moderate winds.  J. Appl. Meteorol., 9, 389. 

Wu, J., 1968, Laboratory studies of wind-wave interactions.  J. Fluid 
Mech., 34, 91. 

 , 1969, Wind stress and surface roughness at air-sea interface. 
J. Geophys. Res., 74, 444. 





CHAPTER 146 

PROBLEMS OF OIL POLLUTION ON COASTAL WATERS AND BEACHES 

Uwe Carow 

Landesamt fur Wasserhaushalt und Kusten 
Scholeswig-Holstein, Germany 

In the coastal regions of the North- and Baltic-Seas of Germany 

more collisions with oil tankers have occured since 1955. These 

collisions have been followed by extreme pollution of the sea 

and coastal areas. In the following report the possibility of 

computing in advance the time and place of the landing of sludge, 

the advantages and disadvantages of chemical and mechanical 

treatment for the removal of the oil, the natural influences on 

the decomposition of the oil and the differences between oil- 

pollution on coasts with tides and on coasts without tides are 

explained and critizised. 

Coastal areas and beaches are in danger of being polluted by oil. 

One part is the uncontrolled disposal of waste oil causing 

permanent pollution, the other part is the result of collisions 

with vessels. This danger is most threatening on much frequented 

shipping routes and in limited and relatively small sea-areas 

and bays of low depth, as it is the case with the North-and 

Baltic-Seas in the North of Europe. 

6 oil tanker collisions since 1955 have caused considerable 

pollution in these areas. In the last three years 60 %  of all 

oil-accidents have happened in coastal waters. You all remember 

the collision of the "Torrey-Cannyon" at the coast of Cornwall/ 

England causing a catastrophic oil-pollution. 90.000 to of oil 

ran out and the expenses for removing amounted to 1,6 Million 

Dollars. 

The scope and the success of the technical measures taken against 

the oil are depending on different factors: 

For instance cause, place and time of the accident, loaded and 

runout quantity of oil, kind - to say boiling point - of the oil 

as well as meteorological conditions. 

Most important with the regard to a successfull fighting against 

the oil is to come in action quickly and expertly. 

Generally an oil-pollution is governed by the following successive 

events: Outflow and spreading of the oil, drift of the contaminants, 

2543 
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landing of the contaminants. 

The outflow of oil is depending on the kind of damage done 

to the tanker, a damage that may assume many forms. Resonable 

measures applied to the ship herself are apt to prevent the 

outflow of considerable amounts of oil. These measures consist 

primaryly in rendering the ship floatable again to enable her 

to be towed into a safe port. In many cases it will not be 

an advantage to burn out the wreck because by that the pollution 

is loaded into the atmosphere. 

The kind of oil plays an important part in its expansion on 

the water. Precise measurements relative to speed of expansion 

and layer thickness of oil fields are not available. Following 

observations, a 1 mm to 4 mm thick layer will be buildt up very 

quickly. An oil-film of a thickness of one micron to 0,1 mm 

passing finally will be a little bit slower in forming. 

We made an experiment spilling 11 to Arabian Light oil into the 

calm sea. 25 minutes later the oil had spread out on an 200 m 

wide and 400 m long expanse, the layer was 14-hundredth mm. 

After 6 hours the layer was 1,4 thousandth mm and extended to 

an expanse diameter of 1,7 n.m. (nautical miles). 

Direction and speed of further expansion and drifting of oil 

fields are influenced by wind, state of sea, tidal currents and 

the so-called residual currents (that are streams without 

periodical proportions). In the German Bay just the flood-tide 

current has a speed of approximately 1.9 to - 2.8 n.m./h, the 

ebb-tide current a rate of round about 1,9 - 5,0 n.m./h. The 

drift of layers on the water surface can, thanks to tests with 

"drift cards" in plastic envelopes, be supposed to be 4,2 %  of 

wind velocity in wind direction (German Bay). This value has 

been confirmed by observing drifting oil fields. In the case of 

prolonged drifting, there may arise an incertainty factor of 

- 1 day. Therefore such drift computations should be verified 

by interim observations from airplanes and ships. But also 

without these crafts it will be possible (during fog and gale) 

to deliver relatively precise and timely forecasts as to the 
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coastal areas, where the oil will land, thus facilitating an 

efficient control of the oil. In one case it was possible to 

recalculate - on the basis of the landed oil - the way back to 

the place of the accident, with the conjectured place of accident 

thus being confirmed and the responsible tanker being found. 

The control and calculation of the drift-way has three significant 

advantages: 

1. You can follow the way also when it is not possible to observe 

from ships or airplanes. 

2. If you know wind-velocity and wind-direktion you can forecast, 

which coastal region will be in danger to be polluted and you 

can warn the neighbour-land. 

3. If there are larger oil-fields being sighted on the sea or 

being landed on the beach it is possible to pursue back the 

way of drifting in order to find the ship occasioning the 

pollution. 

When it comes to "depositing" there exist - apart from the already 

mentioned influence factors - sea levels, vertical and horizontal 

coastal configurations, surf and "off-shore" factors which matter. 

The latter factors constitute a computational value composed of 

ebb-currents, surf streams and off-shore residual and drift 

currents. In the German part of the North Sea coastal area this 

parameter is assumed to be 0,5 n.m./h in direction NW. The medium 

residual current in the open sea amounts to 0.2 n.m./h, direction 

NE. 

We differ between and mechanical methods of oil-removal 

at sea and on the beaches: 

In eliminating oil pollution at sea, the following experiences 

have been gathered: 

Although it is known that detergents together with oil are more 

toxic than chemical substances alone, emulsifying agents have 

been employed at sea. At some distance from the coast and with 

the sea being rough, immediate success was not noted. The mixture 

ratio of 1 : 1-necessary for a stable emulsion-has certainly 
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never been reached. It may, however, have facilitated the 

dispersion of the oil-surfaces. On the Baltic Sea, however, 

we had succeded in dispersing a thin-layer oil field, drifting 

immediately in front of a crowded bathing beach, by sprayed-on 

emulsifying agents and turbulence caused by screw propellers. 

The application of emulsifying agents shouldn't be declined at 

any rate, you see, but it must be said, that emulsifiers - needed 

in mixture 1:1- are very expensive. 

In many cases it will be better to use binding-agents of solid 

substances. This is a kind of mineral-absorbent with a high 

surface area. It is hydrophobic and not toxic. The particle 

diameter is varying from 0,1 to 2 mm. Brought up to the oil, the 

floating mix will drift to shore in a very readily collectable 

form and it can be removed together with the bound oil. But there 

is one disadvantage: as a consequence of the little weight of the 

binding agents a strong wind will blow it away, so that you can 

use it only in times with low wind-velocities. 

Swimming oil barriers - as a mechanical way - only may be used in 

calm waters as in rivers, river-mouths, creeks and harbours. In 

the rough sea or in the surf the oil will flow over or under the 

barrier under the influence of waves and currents. 

In Germany just have been made successfull tests by dropping 

binding agents with helicopters. In contrast to wing-airplanes they 

have a slow dropping-speed, low flying-depth and a high loading- 

capacity. 

On the beaches, the oil was primarily removed in a mechanical way. 

On the tidal beaches the oil is often spread by ebb and rising 

tide over a large expanse as far as to the foot of the dunes. To 

use bulldozers peeling off the oil-polluted sand layer, proved to 

be most efficient. Individually distributed oil areas or oil clods 

could be removed with shovels. The removal of oil on grassgrown 

dikes is very difficult. Damage done to the sod endangers the 

security of the dike. Here you have to proceed with caution and 

to remove carefully and manually the oil with the aid of shovels. 
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From the stone covers the oil only could be removed to a certain 

extent by means of emulsifying agents. 

On the beaches not subject to varying tides - as on the shores 

of the Baltic-Sea - oil fighting is easier. Due to the limited 

fluctuations of the sea level, the landed oil will remain in 

only a small shore area. With the surf being strong, it has proved 

a success to heap up a sand mound at a distance of some meters 

from the water line to keep the remaining beach free from oil. 

Nature, too, is very helpful in eliminating oil pollution on 

beaches. A quick disintegration of oil also was observed in deeper 

sand layers (up to 20 cm). Particularly efficient are high tides 

or storm tides returning the partially disintegrated oil into the 

sea, where it continues to be further decomposed. 

The differences of the oil as to quantity and composition, in 

the place of the accident and on the beach, reveal a considerable 

influence of the natural disintegrating forces. These primarily 

are consisting in the evaporation of the volatile constituents 

of the oil, the photo-oxidation by sunrays and the decomposition 

by bacteria. 

Model tests with four different types of crude oil have shown 

four manners of decomposition processes: 

1. The evaporation of low-boiling compounds up to a loss of 

approximately 20 %  of weight is a short-time process. 

2. Further the formation of a water-oil-emulsion under influence 

of precipitation and water turbulence is a quickly developing 

reaction, causing a fundamental change in the properties of 

the oil. 

3.M. Ageing and biochemical degradation are long-term processes. 

The first one especially changes the viscous properties and 

the second one effects the chemical composition. 

During the Torrey-Cannyon accident there have been made 

tests with decomposition by bacteria. There were found 

in 1 ml at "oil in water" 1,5 millions of microorganisms 

and in "oil saturated sand" 24 
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millions of bacteria. It was also observed, that the bacteria 

are relatively resistant against chemical agents as for 

instance emulsifiers. Many model-tests are necessary to find 

more about the influence and effect of bacterial-decomposition 

on oil. 

Last not least something about the identification of the 

responsible ship causing the oil pollution: In many cases we 

were succesfull to identify the run out oil on the beach and 

the oil loaded from the tanker. We are using chemical-analysis 

in a manner of infra-red-spectrum or atomic-absorption-spectral 

analysis. But it must be provided that the time between accident 

and landing - respectively moment of sampling - is short enough, 

so that above named decomposition processes won't have changed 

the characteristic properties of the oil.. 

Every tanker accident and the pollution resulting from that occur 

under different conditions. For that reason, each case requires 

special measures. Experience has shown, that to fight oil at seas 

is in many cases more expensive than on the beach. In view of the 

natural-disintegrating-forces any reasonable use of control 

mediums should also consider the time relative to the bathing 

season on the beaches. In the last analyses all the measures 

should be taken under careful consideration of all the above 

named influence factors, duly estimating the danger of oil 

pollution to the existence of man, animal and plant life. 

This is not a hopeless task, but the problem of oil pollution 

will only be solved by international teamwork and by exchanging 

practical experiences on technical and organisational lines. 

The protection against the "black tide", however, is as difficult 

as the protection of our shores and beaches against the forces 

of sea-waves and - currents. 



CHAPTER 147 

THE CLEANING OF GRAVEL BEACHES POLLUTED BY OIL 

E. H. Owens* 

Abstract 

An attempt to clean beaches without the use of dispersants was 
undertaken in Chedabucto Bay, Nova Scotia, following a spill of Bunker C 
oil from the tanker "Arrow" in the spring of 1970.  Sand beaches account 
for less than 2% of the coast of Chedabucto Bay and those which were 
polluted were cleaned manually using peat moss, rakes, and shovels.  Most 
sand beaches can be cleaned with relative ease, as oil does not permeate 
the sediments, and the angle of sand beaches is generally low so that 
mechanical methods can be applied without large-scale removal of beach 
sediments.  Oil deposited on gravel beaches permeates below the surface 
layer and cleaning by mechanical methods involves excavation of beach 
sediments to depths of one metre or more.  This method endangers the 
stability of a beach, particularly if the sediment supply is limited.  Als 
this method was found to be ineffective in removing all contaminated 
sediments. 

Atlantic Geoscience Centre, Bedford Institute of Oceanography, Dartmouth, 
Nova Scotia, Canada; 
and Coastal Research Division, Department of Geology, University of South 
Carolina, Columbia, South Carolina 29208 
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INTRODUCTION 

The tanker "Arrow" ran aground on Cerberus Rock on February 4, 1970, 
and the resulting spill of Bunker C oil polluted more than 350 km of shore- 
line in Chedabucto Bay, Nova Scotia.  The coast of Chedabucto Bay is made 
up of a variety of shoreline types ranging from rock or till cliffs to sandy 
beaches and sheltered lagoons.  Attempts to clean sections of the polluted 
shoreline without the use of dispersants met with many difficulties.  The 
effect of oil on the various shoreline types differs greatly so that no one 
cleaning technique could be applied to large sections of shoreline. 

During the spring of 1970 a task force, established by the Canadian 
federal government to deal with the pollution problem, initiated a series of 
clean-up projects to restore contaminated beaches.  Approximately 80 km of 
coast were selected for cleaning, based on their recreational value to the 
local residents and to tourists.  Available dispersants were considered too 
toxic to marine life and the task force decided to clean the beaches by 
removing the contaminated sediments.  The majority of beaches in Chedabucto 
Bay are made up of mixed sand-gravel sediments and in many locations oil had 
permeated up to 0.5 m or had been buried as much as 2 m below the surface, 
thus requiring the excavation of large volumes of beach sediment. 

CLEAN-UP METHODS 

Prior to the Chedabucto Bay spill, a great variety of techniques had 
been investigated for the containment and removal of oil from the surface of 
the sea, but relatively few studies had been concerned with shoreline clean- 
up technology.  Even within the field of beach restoration, work had been 
concentrated on sand beaches with little attention to gravel and cobble beaches, 
tidal flats, or marshes.  The problem of establishing criteria for the cleaning 
of shorelines is complicated by the different types of oil, each of which has 
different physical properties, and by the variety of coastal types in terms of 
different process environments and different erosional or depositional forms. 
The results of studies on oil contaminated sand beaches (e.g., F.W.P.C.A., 
1970) could not be applied to gravel beaches, and adequate contingency plans 
for future spills must therefore take into account the nature of this 
particular coastal environment. 

Various techniques have been discussed for the cleaning of oil- 
contaminated gravel beaches (Wardley Smith, 1968; 1969); these include burning, 
absorption, removal and dispersion of the oil with solvents.  (i) Burning may 
be efficient but is costly and most types of oil are difficult to ignite and 
require constant application of heat.  The warming of oil increases its 
mobility so that it permeates into the sediments.  (ii) The use of absorbant 
materials is not always effective and requires mechanical or manual effort 
to apply and remove the absorbing material.  (iii) Cleaning by the mechanical 
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removal of sediments poses many problems related to the natural beach 
equilibrium which may be disturbed and may result in more damage than that 
originally caused by pollution.  (iv) The application of solvent-emulsifiers 
under controlled conditions appears to be the most effective way of 
removing oil without damage to the beach, but the dangers of toxicity to 
marine life have so far prohibited the large-scale use of this method. 
Eventually the best hope for efficient and practical removal of oil pollutants 
on coasts lies in the development of non-toxic chemical dispersants. 

SEDIMENT REMOVAL 

Sand beaches account for less than 2% of the coast of Chedabucto Bay 
(Owens, 1972) and those which were polluted were cleaned manually using peat 
moss, rakes, and shovels.  On sand beaches oil rarely permeates below the 
surface and can be removed with relative ease.  The only important geological 
concern in this part of the program was to minimize damage to backshore 
vegetation by vehicles gaining access to the beach. 

On gravel beaches, oil was observed to have permeated up to 45 cm 
immediately following deposition in February and March, despite low air 
temperatures (Drapeau, 1970).  Also, the normal processes of accretion on 
the beach led to burial of the oil-contaminated sediments in many localities. 
Subsequent periods of erosion frequently exposed layers of oiled sediments 
on the beach face slope.  Attempts to clean these beaches involved excavation 
to depths in excess of one metre (Owens, 1971; Owens and Drapeau, 1972). 
This removal of sediment can lead to a serious disturbance of the existing 
beach equilibrium. 

Mechanical equipment was used in Chedabucto Bay to clean 50 km of mixed 
sand-gravel beaches by removal of contaminated material.  Data is available 
for some locations (Mackay, 1970) and it indicates that approximately 3 to 6 
cubic metres were removed for each linear metre of beach.  Most of this 
material was removed from the beach in the zone near or above high water level. 
Removal of sediment from this zone is particularly undesirable because natural 
replacement of material is slow, as areas above normal high water are only 
affected by littoral processes during periods of storm wave activity (Fig. la). 
At Indian Cove on the south shore of Chedabucto Bay the removal of sediments 
enabled waves to wash over the crest of the beach and this resulted in a 
retreat of the beach crest by 20 metres over a one year period (Fig. lb). 

The beach sediments in Chedabucto Bay are largely derived from the 
erosion and reworking of till deposits over the last 10,000 years during a 
period of rising sea level.  Present-day processes do not provide sufficient 
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Figure la.  Beach profiles at Hadleyville.  Shaded area 
indicates sediment removed by beach cleaning.  Most of 
the contaminated sediments on this beach on the west 
shore of Chedabucto Bay were removed from the zone 
above Mean High Water Mark. 
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Figure lb.  Beach profiles at Indian Cove, a pocket beach 
on the south shore of Chedabucto Bay.  Shaded area in- 
dicates sediment removed by beach cleaning.  In certain 
sections sediments were removed to depths in excess of 
one metre.  Within twelve months the beach crest re- 
treated more than 20 metres. 
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sediment to the beach zone to replace large-scale losses.  A similar 
situation is reported by Robinson (1961) who traces rates of shoreline retreat 
following sediment removal at Hallsands on the south coast of England.  In 
both cases present-day sediment supply is limited and is unable to replace 
material lost by natural or human activity.  Gravel is transported more slowly 
than sand and even if material is available for redistribution, serious damage 
to the beach equilibrium may be incurred before natural healing can take place. 

NATURAL CLEANING 

Many of the heavily polluted sand and gravel beaches in Chedabucto Bay 
were cleaned by normal wave action within a period of several months following 
contamination.  This natural physical breakdown and removal of the oil was 
particularly evident on the beaches exposed to the full effect of waves from 
the Atlantic.  Much of the oil had been deposited during a period of storm 
waves, and therefore contaminated material concentrated in the zone beyond the 
limit of normal wave action.  This oil would only be removed by biodegradation 
or during subsequent periods of storms.  However, the effectiveness of natural 
processes to clean beaches is important provided there is no urgent 
requirement for restoration of the beach. 

Thomas monitored several intertidal locations of differing exposure over 
a one year period following the spill and reports (1971) that all locations 
showed significant reductions in oil coverage except for one site, a sheltered 
heavily-oiled lagoon.  "Reductions in oil coverage were most noticeable at 
exposed locations.  For instance at the Crichton island study location the 
maximum percentage oiling of the intertidal zone (in April, 1970) was 10% in 
the upper portion while none of the remainder showed over 5% oiling.  At 
maximum oil coverage, in June 1970, coverage ranged from 100% in the upper 
portion to 90-20% on the lower portion of the shore" (Thomas, 1971). 

The northern coast of Chedabucto Bay is a lowland area which has been 
drowned to produce a complex series of islands, inlets, and bays.  Most of this 
shoreline is not exposed to wave action from the open sea and in the sheltered 
low-energy environments oil was removed only very slowly by littoral processes. 
In such environments beach cleaning is valuable as physical processes are 
operating on a greatly reduced level.  Contamination in sheltered localities 
is often more extensive and may be sufficient to prevent the normal movement 
of beach sediments.  The immobilized beaches can be partly restored by the use 
of heavy equipment to break the surface layers which have been bound by the 
oil.  In some cases this may be sufficient to permit wave processes to clean 
the sediments but in many areas further action may be necessary. 

The beaches of low-energy wave environments are similar to many polar 
beaches and some measure of the probable effects of a spill in the Canadian 
arctic archipelago can be gained from the Chedabucto Bay area.  In areas where 
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wave action is limited biodegradation is the only process that will break 

down the oil naturally and rates of biodegradation are greatly reduced in 
higher latitudes.  The rate of natural cleaning in a low-energy wave 
environment in the arctic would be extremely slow. 

CLEAN-UP OPERATIONS 

Except in those areas where natural processes cannot clean beaches, due 

to low wave energy conditions or to excessive accumulations of oil, it is 
recommended that beach cleaning should only be undertaken at locations where 
contamination presents serious social or economic difficulties.  Clearly, 

pollution of beaches frequently visited by tourists requires action but even 

in this case a spill occurring during the off-season could be left.  Eventual 
cleaning before the tourist season would probably be necessary but this would 

be on a greatly reduced scale due to the effects of natural cleaning. 

Whenever it is necessary to clean gravel or mixed sand-gravel beaches 

for social or economic reasons this should be accomplished without sediment 
removal.  However, no techniques are available at present which can clean 
gravel beaches for recreational use without the application of dispersants, 
but two possibilities are suggested.  One method which may be effective 
involves the use of a bulldozer to push contaminated material into the surf 
zone at low tide to allow normal wave processes to clean and redistribute the 

material.  A second possibility involves the adaption of a technique developed 
in Bermuda for the cleaning of sand beaches repeatedly contaminated by oil 
(I.W. Hughes, pers. comm.).  This process involves cleaning the sediment by 
washing with a dissolvant and then returning the material to the beach. 
Equipment could be designed to handle large volumes of gravel so that 

contaminated sediments could be excavated, fed into a tumbler system to 

dissolve or remove the oil, and then discharged for return to the beach.  In 
this way oil could be removed rapidly without loss of beach sediment. 

CRITERIA FOR CLEAN-UP OPERATIONS 

Reaction to an oil spill which leads to pollution of the shoreline 
should be based on consideration of the socio-economic, geological, and wild- 

life factors within the area. 
(1) The immediate response should be to protect those areas which 

would be most seriously affected by contamination, such as marshes 

and estuaries. 
(2) Recreational or economic use will determine if any of the beach 

areas require cleaning.  It may not be necessary to restore areas 
of shoreline which are little used and will, in time, clean them- 

selves . 
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(3) If restoration is necessary then operations should only commence 

when there is no danger of recontamination. 
(4) If natural cleaning would not be a feasible approach the available 

techniques must be evaluated to determine whether they can achieve 
the desired objective.  There is little point in attempting to 

clean gravel or mixed sand-gravel recreational beaches with 
existing manual or mechanical methods as it is not yet possible to 
remove all contaminated material without the use of dispersants. 

(5) A decision to adopt clean-up techniques which involve sediment 
removal must take into consideration the possible effects of 
lowering beach storm ridges, or of the destruction of backshore 

vegetation as this may lead to permanent damage, more serious than 
that caused by the original pollution. 

CONCLUSIONS 

The cleaning of shorelines contaminated by oil presents many problems, 

particularly on gravel beaches or in sheltered areas.  As yet, there is no 

simple, efficient clean-up method and in some cases it may be necessary to 
suffer the inconvenience of a polluted coast rather than disturb the natural 

stability of a beach by large-scale sediment removal, resulting in more 

damage than that caused by the original pollution. 
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CHAPTER 148 

NATURAL CLEANING OF OIL POLLUTED SEASHORES 

by 

Georges Drapeau* 

ABSTRACT 

Field observations were carried out for a period of 20 
months on the seashores of Chedabucto Bay, following the spillage of 
108, 000 barrels of bunker C oil in the bay by the tanker Arrow in 
February 1970.   The main factors that control the natural cleaning of 
seashores are as follows: 

1) Physico-chemical characteristics of oil:     The bunker C-type 
fuel oil carried by the tanker Arrow forms, when spilled at sea, 
a very stable emulsion containing some 40 percent sea water. 
The emulsion formed is 40 times as viscous as pure bunker C 
(30,000 poises at 32°F). 

2) Nature of polluted seashore:      The natural cleaning of seashores 
is essentially mechanical.   Abrasion of oil is most rapid on sand 
beaches because sand-size sediments are moved more vigourous- 
ly by wave action.   Such beaches clean within six months.   Cobble 
and boulder beaches take one year to clean in Chedabucto Bay. 
Bedrock outcrops are still covered with a veneer of "dried" oil 
after 20 months of exposure to the surf. 

3) Hydrodynamics of the environment:     Wave action is the dominant 
source of energy that reaches the seashores of Chedabucto Bay 
and the cleaning of beaches is directly related to the amount of 
wave energy reaching different areas of the seashore. 

•Atlantic Geoscience Centre 
Bedford Institute of Oceanography, Dartmouth, N. S.  Canada 

Present address:    Universite du Quebec (I. N. R. S.) 
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4) Climatic conditions prevailing when oil reached the seashore: 
The spillage of oil from the tanker Arrow took place during a 
period of wintry weather. High waves and high tides prevailed 
at that time. Much oil was then pushed very high on the beaches 
and remained unreached during the following summer season. 
Had the oil spill occured during the summer in calm weather, 
the pollution of seashores would have been much less extensive. 

INTRODUCTION 

The Liberian tanker Arrow grounded on Cerberus Rock 
in Chedabucto Bay, Nova Scotia (fig.  1).   Chedabucto Bay, located on 
the Atlantic Coast of Canada between mainland Nova Scotia and Cape 
Breton Island, is a triangular bay 20 miles deep and some 10 miles wide. 
The south coast of the bay is developed along a fault zone and is conse- 
quently rectilinear and steep.   By contrast, the north coast is charac- 
terized by a submerging,  low-lying topography.   The coast of Chedabucto 
Bay comprises a variety of rock outcrops,  eroding till cliffs, gravel and 
mixed sand-gravel beaches (Owens, 1972 a).   The Arrow lost 108, 000 
barrels of bunker C oil and approximately one third of that cargo reached 
the shore and polluted 190 of the 375 miles of seashore surrounding the 
bay.   A task force was formed by the Canadian Government to contend 
with that accident and also to gain as much understanding as possible of 
oil spills in a wintry environment.   A program of field observations of oil 
pollution on seashores was initiated as part of the Canadian Government 
Task Force (Drapeau,   1970).    It is possible,  after 20 months of field ob- 
servations, to outline the main factors that control the natural cleaning 
of oil polluted seashores.   These factors are:    1)    Physico-chemical 
characteristics of oil,     2)    nature of polluted seashore,     3)    hydrodyna- 
mics of the environment,  and    4)    climatic conditions during the oil spill. 

1)  Physico-chemical characteristics of oil: 

The oil spilled by the tanker Arrow is a bunker C-type fuel 
oil which is much heavier than the Kuwait crude spilled by the Torrey 
Canyon in the English Channel,  or the crude oil released by the offshore 
well blowout and natural seepages in the Santa Barbara Channel. 

The most significant characteristic of bunker C oil,  as far 
as oil pollution of seashores is concerned,  is that it forms a stable emul- 
sion of sea-water-in-oil.   A similar phenomenon has been observed for 
crude oils (Great Britain Cabinet Office, 1967;   Benyon,  1969;   Batelle 
Memorial Institute,  1969).   Experiments carried out by the Canadian 
Government Task Force indicate that the exposure time in the sea neces- 
sary to increase the water content in bunker C by 30 percent is in the 
order of three days (Task Force -  Operation Oil,  1970).   Samples of 
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FIG. 3        Indian Cove,  south shore of Chedabucto Bay.    Photograph taken one 
month after the oil spill,  on March 25,  1970.   The sandy portion of the beach is 
already clean, while the boulders are still heavily polluted. 

* 

FIG. 4        Same area as above photographed 14 months after the oil spill,  in 
May 1971.    The boulders are clean and oil has disappeared completely from 
that beach. 



2562 COASTAL ENGINEERING 

a 
3 

« 
CD 
S3 O 
o t> 
h as 

SH iH 

CO in '^ eg 

J3 
o 
cd 

a 
CD cd 

03 
-C J3 

E-i O 
cd 
CD 

•Q 
rH CD 
CD .g 

1" 0 
O 

4H CO 

c CD 
•a 

c -t-> 
o 4H 

+J 0 
cd c o o o 

CD 
CD 

0 
cd 

CO o 

CD CD 
> CO 

O a 
a o ft 

CO 

CD 

CD •a 
cd CD 

a 
m o 

<D 

"CD § g •a 
CO 

•a 
CD CD 

cj § 
CD cd 

o J2 
CJ 

S-i 
a £ 
cd O 

c "ea 
•'•", 

.C 
J3 CC o 
Cd 
CD 

.Q o 

6 s 

>> 
£ 



NATURAL CLEANING 2563 

oil emulsion collected in different areas at different times contained 
between 33 and 53 percent water.   The physico-chemical properties 
of the bunker C-sea water emulsion are substantially different from 
those of pure bunker C.   As compared with pure bunker C, the visco- 
sity of the emulsion is increased from 700 to 30, 000 poises at 32°F 
(McKay,  1970;   Richards,  1970).   Time-lapse photography has shown 
that bunker C creeps slowly on bedrock surfaces,  the rate of flow de- 
pending on the thickness of the slick,  the ambient temperature,  and 
the intensity of sunshine.   Field observations indicate that the bunker 
C-sea water emulsion is very stable.   Eighteen months after the spill, 
particularly on warm days (70°F,  21°C), heavy accumulations of bun- 
ker C emulsion appeared as fresh as at the time of the oil spill. 

2) Nature of polluted seashore: 

As the bunker C-sea water emulsion is chemically inert, 
the natural cleaning of seashores results from the mechanical abrasion 
of oil.   Surfing waves are the main source of mechanical energy on the 
seashore, but wave energy is effective in cleaning the seashore in as 
much as it induces the movement of sediments on the beach.   Sand 
beaches are easily stirred up by wave action and, as the bunker C e- 
mulsion is so viscous that it does not permeate deeply into the sand 
(fig. 2) sand beaches clean rapidly.   Oil slicks one half inch thick that 
strand on moderately exposed sand beaches take only one to two months 
to disappear (fig. 3).   The situation is different however if the oil cover 
is too thick;   the beach is then completely "frozen" under the oil slick 
and the waves run on and off without cleaning the oil (fig. 5).   Gravel 
beaches take longer than sand beaches to clean because gravel is not 
moved as easily by waves and also because the bunker C emulsion pe- 
netrates more deeply into a gravel bed (Owens,  1972 b).    Boulder and 
bedrock seashores are not easily cleaned because they are immobile. 
The exposed boulder beaches in Chedabucto Bay cleaned within one year 
(fig. 4).   Heavily polluted bedrock outcrops exposed to wave attack were 
still covered with a veneer of "dried" oil 20 months after the spill. 

3) Hydrodynamics of the environment: 

Wave energy is the main source of mechanical energy pre- 
vailing on the seashores of Chedabucto Bay.   The wave climate in the 
bay is moderate as compared with that of the open ocean.   The fetch 
in Chedabucto Bay does not allow for the formation of waves exceeding 
a period of eight seconds, according to Bretschneider's (1952) diagram 
of maximum wave period versus fetch length.   However, the bay is open 
to the Atlantic Ocean and long period waves coming from the east and 
southeast can penetrate deeply into the bay, which is 300 feet deep and 
eight miles across at the entrance.   Because of its orientation,  Cheda- 
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bucto Bay is protected from the strongest waves developing in that 
area of the Atlantic Ocean.   The strongest ocean waves come from 
the north-west as outlined by the rose diagram (Neu,  1971) shown 
in figure 6.   Direct wave measurements were taken near Cerberus 
Rock by Neu (1970) during the salvage operations.   A maximum of 11 
seconds was recorded for wave period and a maximum of 9. 5 feet for 
wave height. 

Tides in Chedabucto Bay are semi-diurnal and range 
between 4. 4 and 6. 9 feet (Canadian Hydrographic Service,  1971). 
Longshore currents in Chedabucto Bay result from the combined ac- 
tion of tides and winds and are in the order of 0.4 to 0.6 ft/sec.  (Neu, 
1970). 

4) Climatic conditions during the oil spill: 

Oil slicks are moved by the combined action of winds 
and tides.   The wind was blowing from the south at the time of the 
grounding of the Arrow so that the first oil slicks were pushed on the 
shores of Isle Madame.   The wind eventually turned and the oil es- 
caping from the wreck was pushed onto the south shore of Chedabucto 
Bay and into the open ocean.   The trajectory of oil slicks can be very 
intricate.   A particularly striking case in Chedabucto Bay is the heavy 
pollution of Black Duck Cove, which can only be described as a "capri- 
ce de la nature" (fig. 7). 

The stranding of oil on seashores bears many similarities 
with that of other floating debris.   On seashores exposed to surf action, 
oil accumulates at the high-water level with driftwood and plastic con- 
tainers (fig. 8).   In areas protected from the surf, oil slicks are pushed 
slowly by the wind,  and blanket large portions of the intertidal zone in- 
stead of accumulating at the high-tide level (fig. 5). 

The heavy polluted south shore of Crichton Island (fig. 1) 
located 2. 5 miles north of the ship wreck, was monitored in greater 
detail in order to understand more precisely the mechanisms of depo- 
sition and removal of oil from beaches.   The section of beach studied 
is particularly interesting because it is in a delicate state of equili- 
brium with the environment (fig. 9).   Part of the shore is protected 
by a sublittoral rock platform which modifies the wave approach  (fig. 
10) thus inducing the formation of a convex barrier as seen in figure 
9.   The height and the slope of the beach, as well as the texture of its 
sediments,  are controlled by the hydrodynamics of the environment 
(fig. 11).   Where the beach is not directly protected by the subtidal rock 
platform, the crest is higher, the slope is steeper,  and the texture of 
sediments coarser,  as compared with the crescentic portion of the beach 
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directly protected by the offshore platform, where the profile is lower 
and the sediments are composed of sand instead of gravel.   The depo- 
sition of oil on that beach follows a similar pattern.   The oil was pushed 
higher on the gravelly, more exposed portion of the beach than on the 
less exposed sandy crescentic section, as shown in figure 11. 

The grounding of the A rrow occured in a period of wintry 
weather during which waves in Chedabucto Bay presumably reached a 
height of 15 feet and the tides departed by more than 1. 5 foot from pre- 
dicted levels (Neu,  1970).   Oil was then pushed very high on exposed 
seashores (Owens and Drapeau, 1972).   On the most exposed portion of 
the beach monitored on Crichton Island,  (profiles 12 and 13, fig. 11,  and 
fig. 12 and 13) the oil was pushed sufficiently high to remain out of reach 
throughout the following summer season, so that portions of the beach 
were only cleaned during the storms of the following winter.   Naturally 
oil was not pushed as high on the portion of the beach partly protected 
by the sublittoral platform (profiles 4, 6 and 8 in figure 11 and figure 
14);   therefore that oil was reached by summer waves and cleaned within 
six months. 

The detailed monitoring carried out on Crichton Island 
shows then that the climatic conditions prevailing during an oil spill 
determine the extent of pollution on the seashore.   Had the oil spill in 
Chedabucto Bay occured during a period of calm weather,  the oil pollu- 
tion on the shore would have been confined to the high water-level and 
would have been easily reached by the waves afterward. 

CONCLUSIONS 

In the eventuality of a major oil spill threatening a sea- 
shore, three points should be taken into consideration.   Firstly,  all 
efforts should be concentrated to prevent oil from entering inlets even 
if such areas do not seem as important as the exposed beaches used 
for recreation.   Natural cleaning of exposed sand beaches is relatively 
rapid, but inlets remain polluted for a very long time and become a 
continuous source of contamination for the clean beaches.   The expe- 
rience of Chedabucto Bay has shown that sand beaches in the vicinity 
of polluted areas can be recontaminated to a greater or a lesser extent 
many times during one season.   It takes very little oil to make a beach 
unsuitable for recreational purposes.   Secondly,  attention should be 
given to the fact that no detergents were used in Chedabucto Bay.   The 
bedrock on exposed seashores that had been heavily polluted, was as 
clean eighteen months after the spill as if large quantities of detergents 
had been used immediately after the pollution occured.   A slower but 
nonetheless efficient natural cleaning of bedrock surfaces is a better 
compromise than using large quantities of detergents that would jeopardize 
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the biological equilibrium of the environment.   Thirdly, salvage ope- 
rations or any type of operation involving a risk of oil spillage should 
be attempted only in calm weather and during periods of neap tides. 
Should then an oil spill occur,  oil slicks would strand lower on the 
seashore.    Detailed monitoring on Crichton Island has shown that the 
natural cleaning of exposed beaches is relatively rapid when oil does 
not extend above normal high tide level.   By contrast, oil pushed by 
storm waves beyond the high-water mark stagnates on the berm until 
the next period of prolonged wintry weather.   Furthermore, it takes 
considerably more wave energy to clean a beach than to pollute it.   It 
is an important point to consider when assessments are made of the 
rate of natural cleaning. 
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CHAPTER 149 

CONTAINING OIL SLICKS IN FLOWS OF FINITE DEPTH 

by 

D.L. Wilkinson 

ABSTRACT 

The hydrodynamics of oil slick containment are 
examined.  It is shown that containment is only possible 
when a densimetric Froude number based on flow velocity 
and depth and the oil density is less than a critical 
value.  Experiments confirmed that an oil slick was 
unable to maintain a stationary front when the Froude 
number exceeded the critical value. 

It is also shown that viscous effects ultimately 
limit the thickness and therefore the length and volume 
of any real slick.  Expressions are derived which enable 
these limits to be determined. 

Consultant, Hydraulics Laboratory, National Research 
Council of Canada, Ottawa, Ontario, KlA 0R6. 
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CONTAINING OIL SLICKS IN FLOWS OF FINITE DEPTH 

INTRODUCTION 

It is well known that when oil spills onto a water 
surface it spreads rapidly to form a thin film, eventually 
only thousandths of an inch thick.  At present there is no 
known means of removing an oil film as such from a water 
surface other than by the natural processes of evaporation 
and biological degradation.  The efficiency of man devised 
removal techniques increases rapidly as the thickness of 
the slick itself increases so that confinement of the 
slick is usually the first step in the clean-up procedure. 

Oil booms, which restrict the movement of oil on the 
water surface, are commonly used as the confining apparatus. 
Wind and currents will cause oil to accumulate on the up- 
stream side of any partially submerged barrier which 
impedes the flow of oil on the the water surface.  Figure 1 
shows an oil slick contained in a flowing stream. 

/ / / /y\ww\/yy/y /\ w. \ \\/ / / / /*. \\M 

Fig. 1.  Profile of a Contained Oil Slick 
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Unfortunately containment of oil slicks is not always 
possible as winds, waves and currents can cause oil to 
escape past a boom or even cause structural failure of the 
boom itself.  This paper examines the effects of current on oil 
contained in a horizontal two dimensional channel.  It is 
shown that viscous shear forces at the oil-water interface 
ultimately limit the length of any contained oil slick. 
Furthermore, dynamic considerations make containment of a 
slick impossible if the current flow exceeds a critical 
Froude number.  Suggestions are made as to how slicks might 
be contained under supercritical conditions by judicious 
alignment of an oil boom. 

THE PHYSICS OF A CONTAINED OIL SLICK 

Figure 1 shows the profile of a typical laboratory oil 
slick and it should be noted that the horizontal scale has 
been compressed by a factor of 50 compared with the vertical 
scale.  Starting at the upstream end B, the slick can be 
divided into two distinct areas of influence.  Firstly, an 
abrupt thickening occurs near the very front of the slick 
(B-B1 in Fig. 1).  This is a dynamic effect brought about 
by the presence of a current passing beneath the slick, and 
in a given channel the greater the current speed, the deeper 
will be the slick front.  Viscous effects are relatively 
unimportant in this frontal zone so that its thickness can 
be predicted with reasonable accuracy using inviscid flow 
assumptions. 

The analysis enables the frontal thickness ratio 
<)> = t/DQ, (where t is the frontal thickness of the slick and 
D0 the current depth upstream of the slick) to be expressed 
as a function of a densimetric Froude number F.  The densi- 
metric Froude number, hereafter simply termed the Froude 
number, is defined as 

i 
F = U/(AgD )2 

where U = current speed upstream of the slick 
pwater poil'pwater 

and   g = gravitational acceleration. 

Unfortunately, solutions for ij> are available only for 
a limited range of Froude numbers less than approximately 0.5. 
At Froude numbers in excess of this value a stable front is 
unable to form and oil will pass beneath any boom, no matter 
how deeply it is placed.  The Froude number of the flow in 
Fig. 1 was 0.30 and the slick was therefore stable. 

The downstream region of the slick is denoted by B'C 
and in this zone viscous forces are responsible for the 
further thickening of the slick.  It can be seen in Fig. 1 
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that the interfacial slope increases with distance from the 
slick front.  Obviously in flows of finite depth this process 
cannot continue indefinitely and ultimately the slick attains 
a critical thickness where additional oil cannot be contained 
and if oil is added to a slick at this stage an equal volume 
of oil will be displaced beneath the boom, irrespective of 
its depth. 

Two practical points concerning boom immersion depths 
may be made at this stage.  Firstly the skirt depth must at 
least exceed the dynamically induced thickness t otherwise 
virtually no oil will be contained at all.  Secondly even 
when the Froude number is less than 0.5 there is a limit to 
the volume of oil which can be contained behind a single 
boom.  This volume is dependent upon the Froude number of the 
flow and the interfacial stress.  An increase in magnitude of 
either of these factors will reduce the volume of oil which 
can be contained.  In order to retain the maximum amount of 
oil, that is achieve a slick of critical length, the skirt 
depth must exceed the critical slick thickness at C in Fig. 1. 
The ratio of this thickness to the upstream flow depth DQ can 
be expressed as a function of the Froude number F and is quite 
independent of the magnitude of the viscous forces even though 
it is these forces which cause the slick thickness to reach 
its limiting value.  If the skirt depth of the boom is inter- 
mediate between the dynamically induced thickness t, and the 
maximum slick thickness, oil will be contained but less than 
if the skirt extended past the critical thickness of the 
slick. 

THEORY 

Benjamin (1968) examined the problem of an air cavity 
advancing into a horizontal box as fluid drained from its 
single open end.  The fluid flow around the air cavity is 
similar in many respects to the passage of water beneath an 
oil slick contained in a horizontal channel.  The main point 
of difference between the two phenomena is the existence of 
the stagnation point at the very front of the slick (B in 
Fig. 1) results in a superelevation (e) of the level of the 
water surface.  The superelevation is small compared with the 
slick thickness t but is important in determining the pressure 
distribution beneath the slick.  However e may be neglected 
when summed with t in the convective terms of the force 
balance equations.  Benjamin's solution can be readily 
adapted to describe a contained slick (see Appendix 1) and 
the frontal thickness ratio (<|0 is related to the Froude 
number of the flow by the equation 

i-l 
(2 - <)0        (1) •[r 

Since the slick thickness ratio <j> is derived from a momentum 
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pressure force balance relationship, Eq. 1 yields a <ji value 
which in an inviscid fluid would be approached asymptotically. 
In real flows the thickness predicted by Eq. 1 is achieved 
15 to 30 slick thicknesses from the front. 

It will be apparent later that physical solutions are 
limited to thickness ratios between zero and approximately 
one third, depending upon the specific gravity of the oil. 
This range of solutions for Eq. 1 is plotted as the curve 
AB in Fig. 2. Frontal thickness of a number of laboratory 
oil slicks are in close agreement with Eq. 1. 
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Fig. Frontal Thickness Ratio as a Function of Froude Number 

The significant point to note is that no solutions exist 
to the force balance equation for Froude numbers greater than 
approximately one half, and in the experiments it was found 
that slick containment became impossible at Froude numbers 
in excess of this value. 

The relationships describing the equilibrium of the 
viscous zone of an oil slick, where flow conditions are 
slowly varying, are derived in Appendix 2.  Briefly, an 
equation describing the flow force balance at a section is 
combined with the continuity equation to yield a relationship 
between the upstream Froude number F, the free surface slope 

-jj—•, the interfacial slope -^-,   the slick thickness ratio at 
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the section of interest and the boundary shear stress T, 
acting on the flow at the channel bottom and sides.  A 
second relationship is derived giving conditions for 
equilibrium of the slick itself and this equation involves 
all the previous variables except that the boundary stress 
is replaced by an interfacial stress x- which acts at the 
oil-water interface.  The slope of the free oil surface, 
which is of no practical interest, can be eliminated be- 
tween the above two equations leaving a single relationship 
for the interfacial slope given by: 

Apgyf| u-U+ J^]
2)} -^ (1 - A(* + [^j

2)} + V  <2> 

where p is the density of the water and 
y is the slick thickness. 

The two stress terms can be expressed in terms of a 
friction coefficient, the upstream Froude number and the 
local slick thickness ratio as below. 

' 2 

(3a) 
Ti f. 

1 
8 

F 

APgDQ U - * 
Tb fb 

8 

F 

ApgDQ ll   -   * 
and , "   = -£•    •=  (3b) ApgDQ   8 [1   -   <)>J 

Values of the interfacial friction coefficient fj must 
be determined from experiments while the boundary friction 
coefficient fjj is well documented elsewhere (Streeter, 1961). 

It will be noted that Eq. 2 is singular when 

u - (• +[T^T]2)} = ° (4) 

and at this point the interfacial slope becomes vertical. 
The gradually varied flow assumption upon which Eq. 2 is 
based is no longer valid and infact the slick thickness 
reaches its maximum value just before this critical point is 
reached.  Experiments have shown that if oil is added to a 
slick which has reached critical length, oil will commence 
to flow beneath the barrier and escape, irrespective of how 
deeply the barrier is immersed in the flow.  Oil will continue 
to be lost until the slick is again of critical size. 

It can be seen in Eq. 4 that the critical thickness 
ratio is independent of the magnitude of the viscous stresses 
and depends only upon the upstream Froude number.  The curve 
AO in Fig. 2 shows the critical thickness ratio plotted as 
a function of Froude number.  The range of thickness of a 
slick possible at any given Froude number,can be determined 
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from the ordinate distance between the frontal thickness 
curve AB and the critical thickness curve AO.  It could be 
anticipated from the decreasing ordinate distance that as 
the Froude number increases in value the volume of oil 
which may be contained in any given channel will also de- 
crease.  Experimental values of the critical slick thickness 
are in good agreement with Eq. 4. 

Profiles of oil slicks can be calculated by numerical 
integration of Eq. 2 using Eq. 1 to predict the initial 
frontal thickness.  Figure 3 shows the results of such a 
calculation for the laboratory oil slick shown in Fig. 1. 
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Fig. 3.  Comparison of Calculated and 
Experimental Slick Profiles 

The Froude number in this experiment was 0.3 0 and the mean 
Reynolds number in the flow passing beneath the slick was 
5,400 yielding a friction coefficient of 0.038.  Calculations 
were made for the profiles of slicks having the above Froude 
number and boundary friction coefficient and were repeated 
for four values of the interfacial friction coefficient. 
Each profile is shown in Fig. 3 together with the experi- 
mental profile.  It appears that the interfacial friction 
coefficient decreases slightly in value along the length of 
an oil slick.  Similar behaviour was noted in other oil slick 
experiments and is not unexpected as thickening of a slick 
results in a convective velocity increase along the length 
of a slick and hence a similar increase in the Reynolds 
number of the flow passing beneath the slick.  Reynolds 
numbers of the flows in the experiments were in the range 
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5,000 to 15,000 where an increase in Reynolds number leads 
to a decrease in the boundary, and probably the interfacial 
friction coefficients.  Similar effects would probably not 
be observed in large scale slicks.  Interfacial friction 
coefficients measured in laboratory experiments are generally 
of the order 0.01, however it is expected that the develop- 
ment of interfacial waves in prototype slicks could result 
in an appreciable increase in this coefficient. 

OPTIMISING BOOM LAYOUTS IN RIVERS AND ESTUARIES 

Very few rivers or estuaries will conform to the highly 
idealised geometry considered so far in this paper.  Generally 
velocities will vary considerably in the horizontal so that 
in a single river cross-section there might be areas where 
conditions are critical for containment, and areas where 
containment is feasible.  The problem then becomes that of 
directing oil out of the critical areas into the quieter 
regions where it can be removed using skimmers or oleophilic 
belts.  Figure 4 shows a typical Froude number distribution 
across a river channel and two possible boom layouts. 

I Removal 

Fig. Typical Boom Configurations 

If a boom is set across the channel as in AA, oil would tend 
to accumulate in the area where the current speed was greatest, 
and as in this particular case the Froude number in this area 



OIL SLICKS 2585 

exceeds the critical value, the oil will pass beneath the 
boom and will be lost.  The second layout BB is far 
preferable since by angling the boom across the maximum 
velocity region, the velocity component normal to the boom 
is substantially reduced and the oil will be diverted to 
quieter regions of the river where containment is possible. 

CONCLUSIONS 

1) Oil slicks cannot generally be contained in areas 
where the densimetric Froude number of the current 
exceeds approximately 0.5. 

2) In any channel there is a limit to the volume of oil 
which can be contained as a single slick. 

3) Judicious alignment of oil booms will often enable oil 
to be diverted from supercritical areas of a channel 
to quieter regions where containment and removal is 
possible. 

APPENDIX 1 
Analysis of the Frontal Region of a Contained Oil Slick 

An expression is derived which relates flow conditions 
in a two-dimensional channel of finite depth, to the equilibrium 
thickness of an oil slick which can be contained on the water 
surface in the channel.  The flow beneath the oil slick is 
assumed to be inviscid. 

Consider the contained oil slick shown in Fig. 1.  If 
one assumes steady uniform flow conditions exist at A and B' 
then the sums of horizontal momentum and pressure force per 
unit width will be equal at both sections and are given by: 

pU2D 
pgD2   pU2D2    p(l-A)g(D +e)2   Apg(D +E-t)

2 

o     2    D +e-t 2 2 o 

where U = velocity of flow upstream of the slick 
p = density of the water 

DQ = depth upstream of the slick (section 0) 
g = gravitational acceleration 

p(l-A) = density of the oil 
t = frontal thickness of the slick 

and   e = difference in elevations of the free surface at 
points A and B'. 

In any real problem Ap is small compared with p, and e 
is very small compared with DQ.  Consequently pressure force 
terms involving Ape and e2 and momentum terms having e   as a 
numerator will be neglected in the expansion of the flow 
force equation above.  The flow force equation then reduces 
to the simpler form: 
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pgD2   pU2D2   pgD2 Apgt2 
pU2Do + __0 _ __0 + _____   + pgV _ ^ + _____ 

o 

The difference in levels of the free surface at sec- 
tions 0 and 1 can be obtained by considering the pressure 
at the stagnation point B on the streamline AB.  As there 
is no energy dissipation between points A and B, the pressure 
(p) at B is given by the Bernoulli relationship 

pU2 

P = — 

This pressure is balanced by an elevation in the surface 
level of the oil slick, 

p = p (1 - A) ge 

1   U2 and therefore 
A 2g 

The above equation can now be combined with the earlier 
flow force expression and non-dimensionalized to give 

+ 
1 - (j)   1-A2    Y   2 

and re-arranging we get 

P2 = <f,(2 - y 
where F = 

(AgD 

and 

o 

t 

The flow force equation above relates the equilibrium 
thickness of a contained oil slick from conditions upstream 
of the slick. 

APPENDIX 2 
Analysis of the Viscous Zone of a Contained Oil Slick 

The viscous zone of a contained oil slick may be analyzed 
by considering the equilibrium of the streamwise gradient of 
pressure and intertial forces and the boundary shear stress. 
Consider the slick shown in Fig. 1.  The equilibrium of sec- 
tion PR is given by 
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!_ [pgd - &)D2 + Apg(D - y)2    pg 
3x [     2 2       D - y 

where TJ_, is the boundary shear stress and q is the flow per 
unit width beneath the slick.  A similar expression can be 
derived for equilibrium of the slick itself (QR) yielding 

(1 - »)9YS= T. 

where T. is the interfacial shear stress. 
l 

T— can be eliminated between the above two equations 3x 
and non-dimensionalising gives 

Apgy f£ U -   U +  fe]2]} -^ U - AL +   f^)2]} + lbv 
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CHAPTER 150 

TSUNAMI GENERATION AND PROPAGATION 
by 

Joseph L. Hammack,  Jr.1  and Fredric Raichlen 

ABSTRACT 

A linear theory is presented for waves generated by an arbitrary bed 
deformation {in space and time) for a two-dimensional and a three -dimensional 
fluid domain of uniform depth.    The resulting wave profile near the source is 
computed for both the two and three-dimensional models for a specific class of 
bed deformations; experimental results are presented for the two-dimensional 
model. 

The growth of nonlinear effects during wave propagation in an ocean of 
uniform depth and the corresponding limitations of the linear theory are investi- 
gated.    A strategy is presented for determining wave behavior at large distances 
from the source where linear and nonlinear effects are of equal magnitude.    The 
strategy is based on a matching technique which employs the linear theory in its 
region of applicability and an equation similar to that of Korteweg and deVries 
(KdV) in the region where nonlinearities are equal in magnitude to frequency 
dispersion.    Comparison of the theoretical computations with the experimental 
results indicates that an equation of the KdV type is the proper model of wave 
behavior at large distances from the source region. 

INTRODUCTION 
The main body of tsunami research has originated in Japan as a natural 

consequence of the devastating effects of tsunamis on this nation.    In early in- 
vestigations of tsunami generation,  e.g.,   Takahasi {1942,   1945,   1947),  Ichiye 
(1950),  Honda and Nakamura (1951),  Nakamura (1953) integral expressions 
(based on a linear theory) were developed to describe the waves resulting from 
various bed deformations in both two and three-dimensional fluid domains.    The 
difficulty in evaluating these complex expressions for the generated waves pre- 
cluded a detailed understanding of their character.    Webb (1962) and Momoi 
(1964) developed the wave profiles near the disturbance using high-speed com- 
putational facilities.    (It should be noted that the bed deformation adopted by 
Webb is of special interest since it is also one of the models investigated in 
this study; it appears that an error was made in the earlier solution by Webb.) 
The waves at large distance from the source region (and at large times after 
generation) have been investigated by several authors including Keller (1963) 
and Kajuira (1963) using asymptotic methods such as the method of stationary 
phase.    More recently Hwang and Divoky (1970) have developed a numerical 
model of tsunami generation based on the shallow-water-wave equations; this 
model has been applied to the Alaskan earthquake of 1964.    The only experimental 
investigations of tsunami generation (using bed deformations to generate    the 
waves) appears to be those of Takahasi {1963) and Takahasi and Hatori (1962). 
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Although numerous authors have investigated the tsunami problem, 
none appear to have thoroughly studied the wave profiles generated over a 
full range of characteristic size and time scales for a specific bed deform- 
ation.    In addition,  no authors appear to have determined the restrictions 
on the applicability of the linearized description of wave behavior for generating 
and propagating a wave.    In this investigation a linear theory has been adopted 
to describe the waves; however,   the effects of nonlinearities during generation 
and propagation will be examined (for the two-dimensional model).    A three- 
dimensional model of tsunami generation will be discussed,   based on a linear 
theory,  and differences between the results for the two and three-dimensional 
models near the region of generation will be examined.    Experiments have been 
conducted in a wave tank equipped with a section of the bottom which can be 
moved in a programmed fashion by an hydraulic-servo-eystem,  and these 
results are compared to the two-dimensional theory. 

THEORETICAL ANALYSIS 

Consider a fluid domain D as shown in Fig. 1 bounded above by the free 
surface, Sf, below by the solid boundary, S. , and unbounded in the direction of 
wave propagation,  i.e.,   -°° < x < ».    Initially the fluid is at rest,   with the free 

Fig.   1.    Definition sketch of coordinate system. 

surface and the solid boundary defined by y = 0 and y = -h, respectively. For 
t > 0 the bed {or solid boundary) is permitted to move in a prescribed manner 
given by y  =   -h + C(x;t) such that lim     C{x;t)   =  0.    The resulting deformation 

|x |-«> 
of the free surface,  which is to be determined,  is given by y  =  Ti(x;t).    Assuming 
the fluid to be incompressible and the flow irrotational,  a velocity potential 
cp(x,y;t) is known to exist such that q = Vcp where q is the velocity vector,  i.e. , 
q = (u, v).    From the continuity equation V •   q  =  0,  it is found that: 

V3cp = 0 in D. (1) 

The kinematic conditions to be satisfied on the free surface and on the solid 
boundary are: 

<P    = Ht + CPX\ on y = Ti(x;t), (2) 

cpy = Ct + cpxCx ony=-h+ C(x;t) (3) 

By further assuming the flow to be inviscid and surface energy effects to be 
negligible the dynamic condition to be satisfied by the fluid particles on the 
free surface becomes: 

cpt + 4(*p)S + gTi = 0 , (4) 

where the pressure on the free surface has been taken as zero. 
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Solution    of Eqs.   (1),   (2),   (3),  and (4) is inherently difficult due to the 
nonlinear terms in the boundary conditions and the unknown location of the free 
surface on which the boundary conditions are to be applied.    These difficulties 
can be circumvented by assuming the effects of the nonlinear terms to be small 
relative to the linear effects and applying the linearized boundary conditions at 
the original positions of the fluid boundaries.    The linearized boundary conditions 
are given by: 

tptt(x, 0;t) + gcp (x, 0;t)  =  0 , (5) 

co (x, -hit)  =  C(x;t)   , (6) 
V u 

where the kinematic and dynamic conditions on the free surface have been com- 
bined into a single condition given by Eq.  (5).    The requirements necessary for 
this linearized approximation to provide an accurate description of the fluid 
behavior will be discussed in more detail shortly. 

The solution of Eqs.   (1),   (5),   and (6) for the previously stated initial 
conditions and an arbitrary bed displacement has been presented in detail by 
Hammack (1972).    Using the Fourier transform with respect to the x-coordinate 
and the Laplace transform with respect to time, t,  the water surface displace- 
ment was found to be: 

Tl(x;t)  = =i- f" e-ikx{lim i f^   »Vjlfe^_ ds}dk , (7) 
2TT J I 2m •»,,.« (sB+ur) cosh kh      J        ' v   ' 

where: uu     = gk tanh kh , (8) 

C(k;s)  = j^dxj*   eikVstG(x;t)dt . (9) 

The bracketed quantity in Eq.   (7) is the complex inversion integral for the 
Laplace transform;  the remaining integration represents the inversion integral 
for the Fourier transform. 

A specific bed deformation,   C(x;t),  must be prescribed before Eq.   (7) 
can be simplified further.    Of special interest in the present study is a bed 
deformation described mathematically by: 

Ce(x,t)   =   C0(l-e"at) H(b3-xa) for t > 0 , (10) 

where H(   ) is the Heavyside step function,    Eq.   (10) indicates that a block 
section of the bed,   symmetric about x  =  0 with a length of 2b,  moves in an 
asymptotic manner to an elevation of Co which may be either above or below 
the initial bed location.    This bed deformation can be characterized by three 
parameters:   an amplitude,   G0,  a size,  b,  and a characteristic time,  tc.    For 
convenience the characteristic time which has been chosen is the time required 
for two-thirds of the movement to be completed, i.e.,  t  =  tc  when C/C0  =  2/3 
or tc  =1. 11/a.    This bed deformation will hereafter be referred to as the 
exponential bed motion. 

Before Eq.  (7) can be simplified, the bed motion,   Qe{x;t),  must be trans- 
formed by Eq.  (9); performing these integrations yield: 

r.M=2C6^[^,]. (ID 
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Substituting Eq.   (11) into Eq,   (7),  performing the integration around the 
Bromwich contour in the complex s-plane,   taking only the real part of the 
results,  and noting that the integrand is an even function of k yields: 

i    IA of0" cos kx sin kbf    qa    V   -at _    «»   .      .1,, ,19, n(x:t) =       —-? r—n \ / e        - cos tt)t - — sin tut  dk . (12) 
TT  JQ     k cosh kh      \   s     3/L a J s     ' 

Eq.   (12) represents the water surface movement resulting from the exponential 
bed displacement in a two-dimensional fluid domain; the remaining integration 
over k cannot be performed in closed form and numerical computations must be 
used. 

Now consider a three-dimensional fluid domain,  D,   with cylindrical 
coordinates    r,   z,  and 0,  bounded above by a free surface,   Sf,   below by a 
solid boundary,  Sfc>,  and unbounded in the radial direction,  i.e. ,   0 ^ r < °°. 
Initially the fluid field is at rest with the free surface and bed located at z = 0 
and z - -h,   respectively.    For t > 0 the bed is permitted to deform in a pre- 
scribed manner given by z = -h + C(r;t);  hence,  only axially symmetric deform- 
ations of the bed are considered in this model.    The water surface displacement 
resulting from an axisymmetric bed deformation will also be independent of 9 
and is given by z = T|(r;t).    Under the same assumptions stated previously for the 
two-dimensional fluid domain,   the linearized description of fluid behavior is 
given by: 

inD, (13) 

t(r,0;t) + gcpz(r,0;t)   =  0   , (14) 

(15) 

Eqs.   (13),   (14),   and (15) are most easily solved by first using the Hankel trans- 
form of zeroth order with respect to the radial coordinate r and the Laplace 
transform with respect to t.    (See Hammack (1972) for the details of this 
solution.)   The resulting water surface displacement is found to be: 

ri(r;t)  =   fkJ  (kr){um^r [^    %' %?<*»> ds } dk , (16) J
0     °      

Lr-»2irlJu-ir (»+«)) coshkh J v   ' 

where  UJ   is defined by Eq.   (8) and the use of the tilda superscript with the bed 
displacement indicates: 

C(k;s) -  f    dr  f    r J  (kr) e"StC(r;t) dt . (17) 
•Jo       J0      ° 

The bracketed quantity in Eq.   (16) again represents the complex inversion integral 
for the Laplace transform of a function while the remaining integration is the 
inversion integral for the Hankel transform of zeroth order.    (The Bessel function 
of first kind and zero     order in     Eqs.  (16) and (17) is denoted by J0(   ). ) 

In order to compare the wave structures resulting from similar bed de- 
formations in the two-dimensional (2-D) and the three-dimensional (3-D) models 
of tsunami generation,   consider a bed deformation for the 3-D model given by: 

CJr;t)  =  £  (l-e"at) H(r   -r) , for t * 0  , (18) 
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where H(   ) is the Heavy-side step function.    Eq.   (18) represents a bed deform- 
ation in which a block section of the bed,   circular in planform with a radius r   , 
moves with the same time-displacement history as the block section of the 
bed in the 2-D model; hence,   Eqs.   (10) and (18) represent analogous bed deform- 
ations in the 2-D and 3-D models of tsunami generation,   respectively.    Three 
parameters again are required to characterize the bed motion given by Eq.  (18): 
an amplitude,   Co.   a size,   rD,  and a characteristic time,  tc.    The characteristic 
time will again be chosen as the time required for two-thirds of the bed displace- 
ment to be completed.    Substituting C  (r»t) as given by Eq.  (18) into Eq.  (17) 
yields: 

~ r  J-t {kr   )   r -, 

'.<*•> • £0-^H^ [A] - <19> 
where Ji (   )  is the Bessel function of first kind and order one.    Substituting 
Eq.  (19) into Eq.   (16),  performing the integration around the Bromwich contour, 
taking only the real part of the results,  and noting that the integrand is an even 
function of k yields: 

°  Ji(kr   )J  (kr) 
Tl(r;t)  =   -C •-L cosh kh r-^-rire'^-costut- £sin cutldk .        (20) 

The remaining integration over k cannot be performed in closed form and,  as with 
the two-dimensional example,  numerical computations must be used to approxi- 
mate the results. 

Eqs.  (12) and (20) describe the water surface displacements resulting 
from similar bed deformations in a two and three-dimensional model of 
tsunami generation.    It should be emphasized that these solutions are based 
on a linearized description of fluid behavior;  hence,  their applicability is 
restricted to bed motions in which the neglected nonlinear effects are small 
relative to the linear effects which have been retained. 

PRESENTATION AND DISCUSSION OF RESULTS 

The results presented in this study for the two and three-dimensional 
models of tsunami generation will be concerned primarily with the wave structure 
near the source region of the bed deformation.    This area of the fluid domain will 
be referred to as the generation region and is given by   |x | ^ b for the 2-D model 
and r ^ r0 for the 3-D model.    Some comments on the propagation of waves out- 
side of the generation region will be presented for the two-dimensional model. 

The Generation Region - There are two positions in the generation region of the 
2-D model which have been investigated both experimentally and theoretically; 
these positions are x/h  -   0 and x/b = b/h.    (For a discussion of the experimental 
equipment used to model the bed deformation for the two-dimensional model,   see 
Raichlen (1970) or Hammack (1972). )   Analogous positions in the 3-D model (which 
have been investigated only theoretically) are r/h  =  0 and r/h  =   rQ/h.    The results 
presented for the positions at the edge of the bed deformation,  i.e., x/h = b/h 
and r/h  =  r0/h,  are of special interest since the wave structure at these locations 
represents the type of wave which propagates from the source region. 

It has been shown by Hammack (1972) that three dimensionless parameters 
are important in determining the characteristics of the waves in the generation 
region.    These parameters are:   G0/h which represents a disturbance-amplitude 
scale,   b/h or rQ/h which represents a disturbance-size scale,  and tc,*/gh/b or 
tc/gh/ro (hereafter referred to as the time-size ratio) which is the ratio of a 
disturbance-time scale,   t   J%Th,  and the disturbance-size scale.    The time-size 
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ratio may also be interpreted as the ratio of a characteristic distance a long 
wave will propagate during the bed motion to the characteristic length of the 
bed deformation.    When the bed displacement is very rapid such that tCA/gh/b 
(or tcVgh/rQ)  is much less than unity during the displacement interval,  the 
effect of the bed deformation is confined to the neighborhood of the generation 
region.    Bed motions of this type will be referred to as impulsive.    When the 
bed displacement is very slow such that the time-size ratio is much greater 
than unity,  the water surface elevations (depressions) which occur have 
sufficient time to propagate from the generation region during the displacement 
interval;  hence,  the displaced water volume is spread over a larger region of 
the fluid domain at the end of the bed displacement.    Bed motions of this type 
will be referred to as creeping. 

One of the more important characteristics of waves in the generation 
region is the maximum displacement of the water surface,   Ti0,   which occurs 
at a particular location.    Fig.  2 shows the experimental and theoretical variation 
at x/h = b/h of the ratio of the maximum wave amplitude,  t]Qt| to the total bed 
displacement,   Q0f   as a function of the time-size ratio,  tCJS/gh/b.    The results 
are presented separately for each of the five disturbance-size scales (b/h) 
investigated.    Hollow symbols are used to indicate data for which a bed upthrust 
(Co> 0) occurred;   shaded symbols indicate data for bed downthrows (Co < 0). 
The magnitude of the disturbance-amplitude scale for each experiment is shown 
in the legend of Fig.  2. 

The general behavior of the theoretical variation of the relative wave 
amplitude,   T)Q/C0»   with the time-size ratio shown in Fig.  2 is similar for each 
size scale.    For impulsive bed motions,  i.e. ,  tc^/gh/b < < 1,  the relative wave 
amplitude reaches a maximum and remains constant with decreasing time-size 
ratios.    The results for impulsive bed motions of the larger size scales indicate 
that the maximum amplitude of the wave propagating from the generation region 
is equal to one-half of the total bed displacement;  for the smaller size scales 
the maximum wave amplitude appears to be less than 0.5 Co*    •^LS the time-size 
ratio becomes very large,  i.e. ,  for creeping bed motions,  the linear theory 
indicates that the relative wave amplitude becomes inversely proportional to the 
time-size ratio.    (The range of time-size ratios between the impulsive and 
creeping range will be referred to as transitional. ) 

The linear theory presented in Fig.  2 for the three smaller size scales 
agrees well with the variation found from the experiments;  however,  it should 
be noted that no disturbance-amplitudes scales,   C0/h,  greater than 0.2 (in 
absolute value)   were used for these experiments.    The experimental results 
presented for the two larger size scales in Fig.  2 indicate that nonlinear effects 
become important as the disturbance-amplitude scale exceeds 0.2 when the bed 
motion is either impulsive or transitional.    In the creeping range the linear 
theory agrees well with the data regardless of the magnitude of Co/*1*    (This 
suggested nonlinear behavior in the generation region due to large amplitude 
scales has been demonstrated analytically by Hammack (1972) for impulsive 
and creeping bed motions. ) 

In order to compare the behavior of the relative wave amplitude,   T|Q/C   , 
between the two and three-dimensional models of tsunami generation,  the 
theoretical variation of the relative wave amplitude for corresponding time- 
size ratios has been computed at the center of the disturbance (x/h =  0 and 
r/h  =  0) and at the leading edge (x/h = b/h and r/h = r0/h) for a size scale of 
b/h = rD/h = 12.2.    The results presented in Fig.  3 show that at x/h = b/h or 
r/h = r0/h the computed variations are similar in shape;  an impulsive,  transi- 
tional,  and creeping range of time-size ratios can be defined also for the 3-D 
model.    The relative wave amplitude for the 3-D model is smaller than that 
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computed for the 2-D model over the full range of time-size ratios.    At the 
center of the moving bed,  i.e. , x/h = r/h = 0,  the relative wave amplitudes 
become equal to unity for impulsive bed motions; hence the water surface 
moves with the bed.    In the transitional and creeping range of time-size ratios, 
the relative wave amplitude is slightly larger for the 2-D model;  however, 
in both cases ^Q/CQ becomes inversely proportional to the time-size ratio for 
creeping bed motions. 

It was shown in Fig.  2 that the maximum value of the relative wave 
amplitude in the impulsive range of time-size ratios began to decrease below 
0.5 as the disturbance-size scale became very small.    This behavior is a result 
of the elliptic nature (v2<p = 0) of the response of the fluid field to an impulsive 
boundary condition.    In order to investigate this behavior more thoroughly for 
both the two and three-dimensional models,   computations of fl0/C0 

as a function 
of the disturbance size scales (b/h or r0/h) for impulsive bed motions have been 
performed.    The results of these computations at the center (x/h  =  r/h  =  0) and 
at the leading edge (x/h  = b/h and r/h  = r0/h) of the disturbance are shown in 
Fig,   4; the time-size ratios used for these computations were less than 10""^ and 
10"3 for the two and three-dimensional models,   respectively. 

The results for the 2-D model indicate that T)0/C0 becomes equal to 
unity and to one-half at x/h  =  0  and x/h  =  b/h,   respectively,  for size scales 
greater than approximately four.    For smaller size scales the relative wave 
amplitude at each position begins to decrease and for b/h < 10"* at each 
position the relative wave amplitude become equal and directly proportional to 
the size scale. 

For the 3-D model,  Fig.  4 shows that Ti0/Co becomes equal to unity at 
r/h ~ 0 for size scales greater than approximately four (similar to the 2-D 
model);  however,  at r/h  =   r0/h the relative wave amplitude approaches a value 
of one-half in an asymptotic manner and doesn't become identical to the results 
of the 2-D model until approximately rD/h  =   10   .    For size scales such that 
rQ'

n <  10~* the computations indicate that Ti0/Co  is equal at both positions in 
the generation region;   TI0/CO   also becomes proportional to (rQ/h)3 in this range. 
Hence,  the two and three-dimensional models of tsunami generation behave 
quite differently for small disturbance-size scales. 

In addition to the maximum wave amplitudes,  it is also of interest to 
examine the temporal variation of the water surface movement at a given 
location in the generation region.    Since the temporal behavior of the water 
surface is  similar in each of the three regions:    impulsive,   transitional,   or 
creeping,  it is sufficient to examine typical wave structures for each region. 
Examples of the theoretical and experimental wave profiles at the center and 
the leading edge of the bed deformation are presented in Fig.   5 for the 2-D 
model where the water surface elevation,   X],  has been normalized by the total 
bed displacement,   Co»   and is shown as a function of the nondimensional time 
tVg/h.    (The disturbance-size scale,   b/h,  is equal to 12.2 for each record; 
a disturbance-amplitude scale,   C0/h,  has been chosen in each case for which 
the linear theory is expected to be applicable.) 

For the impulsive bed motion shown in Fig.  5,  the water level rises 
rapidly to a maximum elevation of C    and CQ/2 at x/h  =  0  and x/h  =  b/h, 
respectively,   remains at this elevation for an interval of time,   and then rapidly 
returns to the still water level (SWL) about which it oscillates in a damped 
manner.    Most of the wave energy is confined in a single lead wave which 
resembles the actual bed deformation.    The linear theory agrees reasonably 
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Fig. 5 Typical wave profiles in each region of generation at 
x/h = 0 and x/h - b/h generated by exponential bed 
displacements. 
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well with the measured profile;  however,   small differences do occur near the 
trailing portion of the lead wave.    The wave profile at x/h = b/h is typical of 
waves which propagate from the source region of an impulsive upthrust of a 
block section of the sea bed. 

In the transitional and creeping ranges,   the water level rises more 
slowly to a maximum elevation and immediately begins to return to the still 
water level.    The rate of fall of the water level to the SWL for a creeping bed 
motion is so slow that the wave propagating from the generation region resembles 
a bore at x/h  =  b/h. 

Typical wave profiles generated at the center (r/h = 0) and leading edge 
(r/h = r0/h) of similar bed deformations for the 3-D model are shown in Fig.  6. 
The wave amplitude,   r\,   again has been normalized by the total bed displacement, 
QQ,  and is shown as a function of the nondimensional time,  t*/g/h.    A disturb- 
ance-size of r0/h -- 12.2 has been chosen for each record;  hence,   a direct 
comparison is possible with the results presented in Fig.  5 for the 2-D model. 

The lead wave at r/h = 0 resulting from an impulsive upthrust of the bed 
resembles that observed for the 2-D model at x/h ~ 0; however,   after the water 
level returns to the SWL it now continues to decrease to a negative elevation of 
-1.6 C0-    Large amplitude oscillations then occur about a mean level which 
appears to be approaching the SWL.    The positive lead wave that results at 
r/h = ro/h is now observed to be followed by a negative wave of comparable 
amplitude and period;   no significant negative waves were observed to result 
in Fig.  5 from a bed upthrust in the 2-D model. 

The positive lead wave resulting from a bed modtion in the transitional 
region in Fig.  6 is followed by a single negative wave with a larger period and 
a smaller maximum amplitude than that observed for an impulsive bed motion. 
When the time-size ratio indicates that the bed motion is creeping,  a single 
positive wave is observed to propagate from the generation region; a similar 
wave also resulted for a creeping bed motion in the 2-D model. 

Tsunami Propagation in a Two-Dimensional Fluid Domain of Uniform Depth. 
Once a wave propagates from the generation region of the two-dimensional 
model described in the previous sections,  it enters a fluid domain of uniform 
depth.    The linear theory derived in the previous section provides an adequate 
description of the propagating wave as long as the nonlinear terms which were 
neglected by this theory remain small compared to the linear terms which have 
been retained.    It is well known that the magnitude of the nonlinear effects (or 
amplitude dispersion) in a long wave is characterized by the parameter,  r\0/h, 
where "n0 is the maximum wave amplitude and h is the water depth.    The 
linear effects (or frequency dispersion) are characterized by (h/-t)    where  -t 
is a characteristic length of the wave.    Hence,  the relative importance of 
nonlinear effects is indicated by the ratio: 

Tl   /h 11^ 
U=__2_    =_9_    , (21) 

"       (h/t)3 h3 

which will hereafter be referred to as the Ursell Number although Korteweg 
and de Vries (1875) as well as Ursell (1954) discussed the significance of this 
parameter in characterizing long wave propagation. When the Ursell Number 
is much less than unity for a wave, the linear theory provides an adequate 
description of wave behavior. When the Ursell Number is much greater than 
unity, the linear effect of frequency dispersion may be neglected and only the 
nonlinear effect of amplitude dispersion need be considered in approximating 
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the wave behavior.    For the special case of small-but-finite non-linear effects 
such that T)0/h is of the order of [(h/-t)   ],   a theory which describes the wave 
behavior must retain both amplitude and frequency dispersion effects;   approxi- 
mate theories such as those developed by Boussinesq (1872) or Korteweg and 
deVries (1895) provide an adequate description of wave behavior for this special 
case.    It is well known that waves of permanent form (the solitary or cnoidal 
waves) exist for this special case,  i.e.,   when the Ursell Number is about unity. 
These permanent form waves result as a balance between the competing effects 
of amplitude and frequency dispersion is achieved. 

Ursell (1954) showed that nonlinear effects grow like t3 for a long wave 
propagating in a two-dimensional fluid domain which is initially described by a 
linear theory (see Hammack (1972) for a more detailed discussion of this). 
Hence,  the linear theory presented in the previous section will eventually 
become inadequate as a description of wave behavior and a theory such as that 
of Korteweg and deVries (KdV),   which considers both amplitude and frequency 
dispersion (in an approximate manner),   would appear to be required to describe 
the wave behavior. 

The equation of Korteweg and deVries has been the subject of extensive 
research recently due to the discovery by Gardner et al (1967) of an exact 
solution algorithim for this equation with arbitrary initial conditions.    The 
exact solution indicates that a finite number of solitary waves (or solitons) will 
emerge from an initial wave form; these solitons are ordered by decreasing 
amplitude toward the rear of the train and are followed by a dispersive train 
of oscillatory waves.    Zabusky (1968) and Segur (1972) have shown that this 
pattern of wave behavior evolves when the initial wave contains a net positive 
volume.    The Ursell Number for this train of solitary waves remains constant 
during further propagation,   since these waves are permanent in form and the 
competing effects of amplitude and frequency dispersion are balanced. 

OT These properties of the solution of the KdV equation for an initial wave 
Pro ri(x;a)dx  > 0, i.e.,  the net wave volume is positive,  suggest the following 
procedure for developing a uniformly  valid solution of the wave behavior 
resulting from a bed upthrust for which a linear theory initially provides an 
adequate description of wave behavior, i.e.,   U < <  1 near the generation 
region.    The linear theory may be used to determine the wave behavior until 
the Ursell Number,  computed in an appropriate manner,  indicates that non- 
linearities are becoming important;   the wave profile computed using the linear 
theory can then be used as an initial condition for the KdV equation which may 
be solved to determine further wave behavior for all time.    An example of this 
strategy will be presented shortly . 

In order to apply the suggested strategy the Ursell Number must be 
evaluated for a variety of complex (non-sinusoidal) wave profiles in a reason- 
able way to indicate when frequency and amplitude dispersion are about equal. 
No single length may exist which adequately describes a complex wave; hence, 
the Ursell Number becomes a variable parameter in different regions of the 
wave.    An appropriate definition of the length,  tt in a region of a complex 
wave is t  =   0 (TI/TIX) where T\K represents the slope of the wave.    In order to 
determine a numerical value for  -t,  the following operational definition may be 
used: 

t = |n |/|(TI )       I , (22) 

where   j T)0 ]   is the absolute value of the total change in wave elevation within 
the region and  \{r\  ) |   is the absolute value of the maximum slope of the 
water surface in the region.    Hence,   the Ursell Number becomes: 
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(23) 

An appropriate region of a complex wave can then be defined as the region 
between two successive positions of zero wave slope (r\x = 0).    When Eq.   (23) 
is applied to each region of a solitary wave,  the Ursell Number is found to be 
approximately two;  hence,   an Ursell Number of about two when computed by 
Eq.   (23) should indicate that frequency and amplitude dispersion are about 
equal.    (It should be noted that the Ursell Number in the leading region of a 
complex wave will normally be the largest for the wave since the longest wave 
components travel the fastest. ) 

Due to the complexity of the method for the exact solution of the KdV 
equation, a numerical solution algorithim has been adopted. The numerical 
solution is similar to that introduced by Peregrine (1966) and is based on an 
equation of the KdV type in the form: 

u
t 

+ <1+!u) u* - Kxt = ° - (24» 
where us is a nondimensional velocity (u  =   u*/^/gh), x is a nondimensional 
space coordinate (x  = x*/h) and t is a nondimensional time (t  =  t*vg/h).    The 
velocity u,  is related to the wave amplitude,   T),  to the same order of approxi- 
mation,  by: , , 

Ti  =  u +~n3  - fu      . (25) 4 6   xx 

A simple finite-difference approximation of Eq.  (24) was found to be stable by 
Peregrine.    The accuracy of this finite-difference approximation for a specific 
grid size is easily determined by propagating a solitary wave numerically; 
changes of the shape of this wave during propagation are due to the approxi- 
mation.    The accuracy of the finite difference model can be improved by 
decreasing the grid size. 

In order to illustrate the suggested strategy for a bed upthrust,   an 
experiment with the following generation parameters has been investigated: 

C   /h  =  0.1,    b/h  =   12.2,    t sjghjb   =  0.148    . (26) o c 

From the previous discussion,  a linear theory would be expected to accurately 
describe the waves near the generation region for the parameters of Eq.   (26). 
Fig. 7a shows the measured wave profiles at the leading edge of the bed section, 
(x-b)/h  =  0,   and at three more positions downstream:    (x-b)/h  =  20,   180,   and 
400.    The wave amplitude,  r\,  has been normalized by the water depth and plotted 
as a function of the nondimensional time:   t/g/h - (x-b)/h. 

The measured wave observed to be leaving the generation region at 
(x-b)/h  =   0  resembles the actual bed deformation.    During propagation the 
single lead wave appears to separate into three individual waves (or solitons) 
and a dispersive wave train develops behind these leading solitons.     The Ursell 
Number as calculated by Eq.   (23) is indicated in Fig.  7a for the frontal region 
of the lead wave.    At only twenty depths the Ursell Number is equal to 0.7; 
hence,  frequency dispersion is only slightly larger than amplitude dispersion. 
At (x-b)/h =   180 and 400 the Ursell Number is two and three,   respectively; 
thus,  frequency and amplitude dispersion effects are about equal.    (Only one 
significant digit for the Ursell Number is indicated in Fig.  7.) 
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Fig.   7b shows the wave profiles at each downstream position as com- 
puted by the linear theory,  i.e.,  Eq.   (12).    The computed profiles at (x-b)/h  =  0 
and (x-b)/h  -  20 agree well with the measured profiles in Fig.   7a; however,  at 
the downstream positionsof (x-b)/h  =   180 and 400 the linear theory no longer 
predicts the measured wave structure well.    Frequency dispersion,  unhindered 
by amplitude dispersion in the linear theory,   continues to disperse the wave 
into its spectral components.    The continual growth of the Ursell Number in the 
front region of the lead wave from U =  2 at (x-b)/h  ~  20 to U =   12 at <x-b)/h  = 400 
is a result of this frequency separation. 

Following the suggested strategy for determining wave behavior after non- 
linear effects have become important,  the linear theory at (x-b)/h  =  20 {where 
U -  2) has been used as the initial condition for Eq.   (24).    The profiles computed 
by this equation at (x-b)/h  =   180 and 400 are shown in Fig.   7c.    The temporal 
variation of these profiles agree well with the measured results in Fig. 7a. 
The Ursell Number for the front region of the lead wave in Fig.   7c remains 
constant at a value of three;  hence,  frequency and amplitude dispersion are of the 
same order during wave propagation and solitons are emerging. 

The difference between measured and computed wave amplitudes in Fig. 7a 
and Fig.   7c are the result of viscous effects in the experimental model.    Corrections 
applied to the experiments for these viscous effects (see Hammack,   (1972)) 
indicate that Eq.  (24) does predict these amplitudes well for a non-dissipative 
fluid medium. 

Oscillating Bed Motions With a Mean Displacement -  In the preceding sections 
only a simple time-displacement history of the bed motion was considered.    In 
order to observe experimentally the effect of a more general time-displacement 
history on the resulting waves,   experiments were conducted where an oscillating 
motion (or dither) was superposed on the mean displacement;   the frequency and 
amplitude of this dither was varied.    Fig. 8 abc   shows the measured waves in 
the generation and downstream region resulting from three bed displacements 
with the same mean motion;   the wave amplitude,  r\,   has again been normalized 
by the water depth,  h,   and shown as a function of the nondimensional time 
tVgTh - (x-b)/h.    The actual time-displacement history of the bed section is 
also shown in Fig.  8. 

Waves resulting from the mean motion alone are shown in Fig. 8a. Note 
that this mean motion (termed the half-sine bed displacement) occurs in a finite 
time,  t  ;   the generation parameters for this motion are: 

CQ/h  =  0.2,    b/h  =   12.2,    t «/ih7b  =   1.10   . (27) 

The time-size ratio in Eq.   (27) indicates that this bed displacement is near 
the boundary between the impulsive and transitional ranges of time-size ratios 
(see Hammack,  1972 for more details of this mean motion).    The wave measure- 
ments in Fig.  8a for the mean motion again demonstrate the evolution of solitons 
from the positive lead wave which propages from the generation region.    In Fig. 
8b a dither is superposed on the mean motion with a period,   T,  of one-half the 
characteristic time,  tc,  of the mean motion and an amplitude,   £i»  of one-half 
the total bed displacement.    The lead region of the wave profiles in the generation 
region (x-b)/h  -   -b/h and 0 resemble the actual bed displacement; the wave 
leaving the generation region at (x-b)/h  =   0  contains several small oscillatory 
waves superposed on the larger wave which are apparently created by the mean 
motion alone.    These oscillatory waves are left behind by the mean wave during 
propagation until,   at (x-b)/h  =  400,  the measured wave resulting from this bed 
motion is almost identical to the results for the mean bed displacement alone 
in Fig.  8a. 
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Fig. 8 Measured wave profiles; a) an impulsive half-sine mean 
motion, b), c) half-sine mean motion with a superposed 
oscillation. 
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Fig.  8c shows the waves generated when the period,   T,   of the superposed 
dither is reduced to 0. 1 tc  while the amplitude,   Ci *  is maint ined at 0.5 C0* 
Large amplitude cross waves,  i.e.,  waves propagating laterally across the 
wave tank,   were created in the generation region by this bed motion.    These 
cross waves also created high frequency oscillatory waves that propagated 
downstream as evidenced by the measurements at (x-b)/h  =  20 and 180.    These 
oscillatory waves appear to decay very rapidly (due to the combined effect of 
frequency separation and viscosity) and are again left behind by a large wave 
which is apparently created by the mean motion of the bed only.    The measured 
wave at (x-b)/h  =  400 is almost identical to the results found in Fig.  8a;  hence, 
it appears that the detailed time-displacement history for an impulsive bed motion 
may not be of critical importance in determining the wave behavior downstream 
of the generation region.    (It should be noted that the opposite was found to be true 
by Hammack (1972) for creeping mean motions with a superposed dither.    A 
knowledge of the exact time-displacement history of the bed section is of major 
importance in determining the downstream wave behavior when the mean motion 
is creeping.) 

CONCLUSIONS 
The following conclusions regarding tsunami generation and propagation 

can be drawn from the theoretical and experimental models investigated in this 
study: 

1) The maximum amplitude of the wave propagating from the generation 
region is approximately one-half of the total bed displacement for both 
the two and three-dimensional models of tsunami generation which were 
studied. 
2) The linear theory appears to accurately predict the wave structure in 
the generation region whenever the disturbance-amplitude scale, £0/h, 
is less than 0.2 in absolute value. 
3) Major differences exist between the structure of the wave propagating 
from the generation region of the 2-D and 3-D models investigated; large 
negative waves can result from an impulsive bed uplift in the 3-D model 
while no large negative waves result from a bed uplift in the 2-D model. 
4) Nonlinear effects grow during wave propagation in the 2-D model so 
that the linear theory eventually becomes an inadequate description of 
wave behavior; an equation similar to that of Korteweg and deVries was 
shown to be the proper model of wave    behavior once linear and nonlinear 
effects become about equal. 
5) A detailed knowledge of the time-displacement history of an impulsive 
bed motion may be unimportant in determining the wave behavior outside 
of the generation region. 
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CHAPTER 151 

RECREATIONAL SURFING ON HAWAIIAN REEFS 

by 

James R. Walker 
2 

Robert Q. Palmer 
3 

Joseph K. Kukea 

ABSTRACT 

Recreational surfing has been studied in Hawaii to develop criteria 

for the preservation, enhancement and design of surf sites.  The criteria 

will aid in planning compatible uses of the coastal zone.  Surfing charac- 

teristics and wave transformations were studied in the field and related 

to ocean bottom features at prime surf sites.  A small scale, three- 

dimensional, hydraulic model study was conducted to determine the effect 

that a given bottom feature had upon the surfing wave.  A concept of a 

multiple-purpose surfing shoal to be compatible with several varied 

interests in the coastal zone was hypothesized from field, analytic, and 

model studies. 

INTRODUCTION 

Hawaii is the surfing mecca of the world.  The ancient Hawaiians 

originated surfing, which has become a popular international sport. More 

than ten percent of the local population on Oahu surf (Anderson and Co, 

1971).  There are about 1,600 surf sites in Hawaii; however, many of these 

surf sites have good surfing conditions only under certain combinations 

of wind and wave conditions.  Consequently, relatively few of these sites 

have good surfing conditions at a given time, and those sites with condi- 

tions conducive to surfing are generally overcrowded.  The rapidly 

increasing popularity of surfing and the loss of surf sites due to con- 

struction projects contribute to the overcrowding of surf sites. 

Overcrowding increases the frequency of injury and decreases enjoy- 

ment of the sport.  Unlike skiing and golf, for which new recreational 

facilities may be built to meet the increased demand, surfing is confined 
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Assoc. Researcher, Dept. of Ocean Engineering, University of Hawaii 

3 
Grad. Student, Dept. of Ocean Engineering, University of Hawaii 
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to a limited number of natural surf sites, for given wind and wave con- 

ditions. Hence, an effort should be made to preserve and enhance these 

valuable natural surf sites and to develop design criteria for creation 

of multiple-purpose reefs. 

ENVIRONMENT 

There are eight major islands in the Hawaiian archipelago.  All of 

the Islands have surf sites, however, Oahu, the island with the major pop- 

ulation center, has the greatest number.  This study was primarily con- 

ducted on the island of Oahu.  Much of the bathymetry off Oahu is com- 

posed of fringing coral reef having ridges and sand-filled channels run- 

ning seaward from shore.  Surfing areas are generally found over the 

ridges, while the channels separate adjacent surf areas. 

The stable coral and basalt reef formations, in contrast to sandy 

shoals, do not shift under wave attack.  Stable shoals are conducive to 

the study of the surfing area because they induce relatively consistent 

wave transformations. 

The location of some of the prime surf sites studied on Oahu are 

shown in Figure 1.  The sites on the south shore, along the Ala Moana 

reef and at Queen's in Waikiki, have a fringing reef with steep seaward 

slopes to deep water.  The north shore sites of Sunset, Pipeline, and Wai- 

mea are located in deeper water and generally have a flat, narrow shelf 

extending over a mile seaward from the 30-foot to the 60-foot depth con- 

tour.  The bottom slopes on the leeward side, such as at Makaha, generally 

drop sharply to deep water.  The shallow reefs on the windward side extend 

far seaward, then slope steeply to deep water. 

In Hawaii, the northeasterly trade winds blow at ten to fifteen knots 

about 80 percent of the year.  Local waves generated by the trade winds 

arrive at the windward coast with periods ranging from five to ten seconds 

and with breaker heights up to ten feet.  Waves with similar characteris- 

tics occasionally occur on the southwestern shores during the winter 

months. 

The big surf for which Hawaii is famous is due to waves generated by 

distant storms in the North Pacific, during the winter months, and in the 

Southern Hemisphere, during the summer months.  These swell s break on 

island reefs far removed from their generating winds.  Large, low pressure 

systems 1,000 to 2,000 miles northwest of the Islands generate surf on the 

northwestern shores with ten to fifteen second periods and with breaker 
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heights up to 30 feet.  The southern swell may be generated more than 

5,000 miles from the Islands.  These waves generally have periods of 

14 to 20 seconds and breaker heights of three to 15 feet.  The waves from 

the southern swell generally arrive in groups of three to five waves 

with very regular periods, characterized by ten to twenty minute inter- 

vals between groups. 

Hawaii has a semi-diurnal tide with a mean daily range of two feet. 

Even this small tide range significantly influences the breaking wave 

characteristics at certain sites. 

SURFING 

Surfing is the sport of riding a breaking wave.  Surfing is prac- 

ticed using various forms of equipment, such as a board, a canoe, a sail- 

boat, or even using no equipment, except perhaps fins, for body surfing. 

The most popular surfing form is board surfing and is the form referred 

to in this paper, although the basic techniques pertain to all surfing 

forms in general. 

Surfing is generally performed at a specific location called a 

"surf site." A "surf site" is an area in which waves break in a consis- 

tent and desirable form under given conditions.  The popularity of a surf 

site depends upon several variables, including the frequency of occurrence 

of breaker characteristics, wind, water surface conditions, proximity of 

the site to population centers, suitability for surfing under a wide 

range of wave conditions, access, and hazards. 

The mechanics of surfing are first for the surfer to attain a posi- 

tion just seaward of the breaker zone.  When a desirable wave approaches, 

the surfer paddles with the direction of wave advance, utilizing the force 

of gravity relative to the slope of the wave face to attain a velocity 

equal to the velocity of the wave.  This is termed "catching a wave" and 

is shown schematically by the sequence in Figure 2.  Once the wave is 

caught, the surfer assumes a standing or crouching position.  The surfer 

then slides, or "drops," forward down the face of the wave from near the 

crest toward the trough, traveling at a velocity greater than that of the 

wave.  During the drop, which takes from two seconds at Queen's in Wai- 

kiki on a three-foot wave to five seconds at Waimea Bay on a 15-foot 

breaker, the wave begins to break.  The breaking then proceeds shoreward 

and laterally along the crest.  After the acceleration experienced 

during the drop, the surfer initiates a turn to the right or to the left. 
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escaping from the turbulent breaking region.  The surfer maneuvers on 

the wave face in the vicinity of the junction of the unbroken wave and 

the breaking region^ called the "peel/1 or "curl/1 by shifting his feet 

and weight to control the response of the surfboard.  The surfer ends 

his ride when he "kicks out" back over the wave crest, or when he loses 

control of his board.  If the surfer loses his board, it is transported 

by wind, wave, or current forces into the surfboard-recovery area.  The 

surfer then must retrieve his board and return to the take-off area 

through the return zone.  A schematic of these areas is shown in Figure 3. 

WAVE TRANSFORMATIONS 

Wave properties such as length, height, and asymmetry are modified 

as waves enter shallow water.  The primary modifications influencing 

surfing are described by refraction, amplitude amplificatibn, diffrac- 

tion, and breaking.  In addition, the incident wave system may induce 

secondary wave systems which influence the behavior of multiple breaking. 

Also, other non-linear effects such as breaking-wave-induced setup and 

currents influence the characteristics of surf sites and adjacent reefs 

and beaches. 

Refraction plays two important roles in influencing the characteris- 

tics of a surf site.  First, convergence of energy over a ridge, and 

divergence over a trough, result in wave height variations along the crest 

line.  Secondly, refraction changes the direction of wave advance, tend- 

ing to align the wave crest- lines parallel with the bottom contours. The 

more closely aligned the crest lines and breaking depth contours become, 

the greater becomes the velocity that the surfer must attain to success- 

fully ride the wave. 

Wave height amplification due to shoaling water depths accounts for 

one of the most important wave transformations involved in forming the 

surfing wave.  Over ridges, wave height is increased relative to wave 

height over the side channels.  This amplitude differential induces waves 

to break along the channel edge, providing the peel where the wave is 

ridden.  The amplification factor basically is dependent upon the water 

depth to wave length ratio, with the greater amplification factors found 

for the smaller ratios.  Hence, the longer period waves are more sensitive 

to smaller depth variations and they break at a greater height relative to 

their deep water wave height.  The longer period waves also tend to break 

in a more consistent pattern than do the shorter period waves. 
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Lateral transmission of wave energy induced by wave height variations 

along the crest line is not well understood.  This effect, called diffrac- 

tion, violates basic assumptions normally invoked in refraction analysis. 

Analytical description of wave benavior over shoals near the breaking 

region is therefore not reliable by conventional methods.  Whalin (1970) 

has shown the degree of discrepency between refraction analysis and ob- 

served wave behavior in a convergence zone.  Diffraction of water waves 

over a submerged shoal has been treated by Rao and Garrison (1970), but 

under non-breaking conditions.  The primary influence of diffraction on 

surfing is to transmit wave energy laterally along the wave crest, there- 

by smoothing the response of the wave to the shoal.  This suggests that 

the size and shape of the shoal are important factors in formation of a 

surfing wave. 

In general, the most desirable surfing waves are those which break, 

although breaking is not a necessary condition for surfing. A condition 

for wave breaking occurs when the particle velocities of the wave crest 

equal the velocity of wave propagation (Stokes, 1847).  Different wave 

theories predict this condition for breaking at different limits.  The 

most commonly employed condition for breaking, due to McCowan (1894), is 

H. - 0.78d , where H, is the breaker height, and d  is the breaking depth. 

Other investigators have employed various theories and have obtained 

different criteria for breaking, ranging from H, = 0.73d  (Laitone, 1963) 

to H, = l.Od  (Dean, 1968). 

Since wave theories are not generally valid near the breaker zone 

and the above criteria were developed for limiting waves traveling over 

a horizontal bottom, the reliability of the limits is questionable.  Gal- 

vin (1969) reviewed data from several wave flume investigations and deve- 

loped the following empirical relationships, which include the effect of 

beach slope, S:  d,/H, = 0.92 when S is steeper than 14.3, and d./H, = 

1.4 - 6.86/S when S is flatter than 14.3. 

Breaker-type is also an important factor in surfing.  Breaker-type 

is a classification of wave profile during breaking.  Galvin (1968) 

studied movies of flume waves and derived the following expression for 
2 

the breaker-type index, K:  K = I-LS/gT , where g is the acceleration due 

to gravity, and T is the wave period.  The suggested limits for breaker- 

type are:  Surge when K •* 0.003; Plunge when 0.003 ^ K^ 0.068; and Spill 

when K> 0.068.  The most desirable surfing waves are those with breaker- 



2614 COASTAL ENGINEERING 

types in the plunge-spill region. 

The descriptions of wave behavior given above were developed for 

waves propagating over straight, laboratory slopes.  These methods are 

difficult to apply to the composite slopes found over the complex coral 

reefs found in nature.  Camfield and Street (1968) observed that wave 

transformations over composite slopes responded to the slopes some dis- 

tance seaward of the breaker point.  This finding was also observed dur- 

ing the course of the present study.  Therefore, the slope one-half wave 

length seaward of the breaking point was employed in describing the cha- 

racteristics of the surfing waves of this study. 

As the wave enters shallow water, the velocity of propagation dece- 

lerates.  For wave lengths that are long compared to the water depth, the 

velocity of wave propagation, C, may be given by C = \fgd to the first 

approximation, and by C =\/g(d + n ) to the second approximation, where 

is wave amplitude, and d is the still water depth.  The second approxima- 

tion appears to be more accurate; however it requires an a_ priori know- 

ledge of n, which renders it more difficult to apply.  The first appro- 

simation may be used to predict the wave velocity in terms of breaker 

height by substituting d = 1.28R:  C = \/g(l .28) H, .  The expression in- 

dicates that the surfer must attainta greater velocity to catch larger 

waves and that the rides on larger waves tend to be faster than on smaller 

ones . 

Non-linear effects, such as wave setup, induced currents, and energy 

decay, have important effects upon the surfing wave, as well as upon 

beach stability.  A discussion of the relationship of these phenomena to 

surfing is given by Walker and Palmer (1971). 

METHODS 

Research methods involved primarily field observations of natural 

surf sites.  Detailed bathymetric surveys of prime surf sites having 

desirable surfing characteristics were made.  Water depths were measured 

using a recording echo sounder in water deeper than five feet and a sound- 

ing rod in depths of less than five feet.  The bathymetric surveys were 

conducted during the season of calm seas.  Wave transformations and surf- 

ing characteristics were observed and related to the bathymetry during 

the surfing season.  Time-sequenced aerial photographs were taken, and 

their transparencies were projected over the bathymetric charts to study 

the wave transformations in relation to the bottom configuration.  Land- 
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based triangulation techniques were used to track surfer riding paths to 

supplement the aerial studies. 

Field observations were supplemented with a 1:75 scale, three- 

dimensional, hydraulic model study.  The model study was conducted to 

determine the influence of various shaol features on the surfing wave. 

The model basin, described by Fallon, et_ al_ '(1971), had been built for a 

boat harbor entrance channel improvement study.  This study was initiated 

by the surfing community, which was concerned over the possible loss of 

a surfing site.  After the harbor study, shoal features, including size, 

depth, and seaward slope, were tested to determine their influence on 

breaking wave patterns.  The shoals were constructed with model stones 

which represented 500-pound prototype basalt.  Due to time limitations 

for use of the model, tests were restricted to a single wave condition 

having a 13.5-second period and six-foot breaker height.  This condition 

is typical of summer surf at the test location.  Model observations were 

primarily confined to observing changes in breaking wave patterns which 

were influenced by the various shoal configurations. 

OBSERVATIONS 

The characteristics of a dozen surf sites were studied in detail; 

however, Queen's in Waikiki was the subject to the most thorough study. 

Queen's was selected as a typical surf site and one from which an artifi- 

cial surf site might be modeled.  The bathymetry of Queen's, located in 

Waikiki Bay, is shown in Figure 4.  The coral reef shoal is 300 feet wide 

and 600 feet long.  It has a 150-foot wide, seven-foot deep sand-filled 

channel on the left side and a 16-foot deep hole on the right side.  The 

shoal starts to form a ridge at 12-foot depth.  A seven-foot deep trench 

on the shoreward side separates the surf shoal from the beach and seawall. 

Queen's is surfed by 20 to 50 people at a time on waves from two to eight 

feet high. 

Figure 5 is the third of a sequence of aerial photographs taken at 

five-second intervals over Queen's.  The breaking wave height was six 

feet and the period was 20 seconds.  The crest lines showing the wave pro- 

pagating over the shoal are superimposed over the bathymetry in Figure 6. 

The take-off, riding, end-of-ride, and board-recovery areas are labeled. 

The approximate path of the surfer is plotted, and the breaking region is 

crosshatched. 

At position t = 0, the incident wave is slightly divergent due to 
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the configuration of the bay in Waikiki.  Upon traversing the shoal, the 

wave refracts and becomes convergent over the ridge comprising the Queen's 

shoal.  Refraction and shoaling amplification increase the height rapidly 

over the 1:40 seaward slope, and the wave initially breaks in seven feet 

of water.  The wave may be ridden to the left or the right.  It should be 

noted that the breaking on the left generally follows the edge of the 

sand channel, and that the breaking on the right generally follows the 

5.5-foot depth contour.  The surfer maneuvers in the vicinity of the 

breaking region of the wave.  This region, called the peel or curl, is 

outlined in the aerial photograph, Figure 5, by the white water patterns. 

Figure 7 illustrates a surfer riding in the peel.  The rate of peel pro- 

pagation along the wave crest line is termed the "peel-rate."  The vector 

diagram in Figure 8 gives the relationship among the wave velocity, V , 
w 

the velocity of the surfer, V , and the peel velocity, V .  The included 

angle between the unbroken wave crest, along V , and the velocity of the 

surfer is termed the "peel-angle, a ." At Queen's, in the above sequence, 

the peel-angle is 80 degrees to the left and 60 degrees to the right. 

The ride to the right is generally faster. 

Peel-angle, breaker height, and breaker-type are important parameters 

defining the surfing wave.  These characteristics are listed in Table 1 

along with other observations made at study sites.  Table 1 includes data 

taken from some of the most famous surf sites in the world.  Pipeline is 

noted for its fast ride and hard, plunging breaker-type.  Waimea Bay is 

noted for its large waves which are ridden by expert surfers.  Queen's 

has small spilling waves ridden by average-skilled surfers.  Figure 9 is 

a plot of peel-angle as a function of wave breaker height for observations 

listed in Table 1. 

Based upon the observations of the skill level required to surf at 

the study sites, suggested conditions for surfable peel^angle are given 

in Figure 9.  The peel-angle limit is also based upon the assumption that 

the velocity of a surfer is limited to about 40 feet per second or less 

over an extended length of ride.  It is assumed that the surfer cannot 

successfully match the peel velocity for greater peel-angles for the 

given wave height.  Also shown in Figure 9 are subjectively developed 

categorizations of surfer skill level to indicate the peel-angles and 

breaker heights preferred by surfers of different experience.  It is 

emphasized that categories are not clearly differentiated from one another 
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and there is considerable overlap.  Figure 9 could be of benefit in se- 

lecting design criteria for an artificial surf site. 

To the first approximation, the peel-angle may be related to the 

breaker height, and velocity of the surfer by the expression sin ct = 

1/gH, B*/v , where B is a breaker height coefficient, d /K .  Using the 

McCowan breaking criteria, B = 1.28 in the preceding equations, isolines 

of surfer velocity, V , are plotted in Figure 9.  The peel-angle is re- 

lated to the included angle between incident wave crest line and the 

breaking depth contour.  Hence, surfing velocities are related to the 

incident wave and bottom characteristics. 

The preceding discussion pertains primarily to fluid-bottom inter- 

actions.  The breaking properties of height and form of waves and the 

water surface conditions are significantly influenced by the wind.  A 

surf site has the most desirable conditions with a component of wind of 

less than 15 knots opposing the direction of wave advance.  Stronger 

opposing winds tend to interfere with the surfing by lifting the surf- 

board nose out of the water and roughening the water surface.  A compo- 

nent of wind following the direction of wave advance tends to prematurely 

topple the wave crest and spoil the water surface conditions by generating 

local chop.  It should be noted, however, that many popular surf sites 

exist with strong following winds.  These sites generally exist only 

under the adverse wind condition which generates the surfing wave. 

Several observations of wave behavior at surf sites have been made. 

One of these is the effect of finite height waves and wave breaking on 

the refraction of waves propagating over a surf shoal.  Figure 10 traces 

the history of a wave crest propagating over the Queen's surf shoal.  Ob- 

served wave orthogonals are drawn and compared with orthogonals computed 

by linear wave theory ray tracing techniques.  It whould be noted that 

the calculated orthogonals indicate the presence of a caustic.  The ob- 

served orthogonals start to converge, but, during the breaking process, 

the wave crest approaches the trough and a divergence is observed.  This 

divergence may be attributed to several phenomena, including the finite 

wave height effect on wave velocity of propagation, the wave-induced 

current over the shoal, and the increase in wave crest velocity as the 

crest slides down the face of the wave toward the trough.  This latter 

effect has been observed causing large breaking waves to diverge from a 

shoal into navigation channels rather than refract into the adjacent reef. 
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These phenomena render standard wave ray tracing techniques invalid in 

the breaking zone.  This is normally implied, but often ignored in prac- 

tice. 

Several important observations were made in the model study which 

supplemented the field observations.  Since some of the prototype surf 

sites were modeled, it was readily verified that the model reasonably 

duplicated the breaking wave patterns under the conditions tested. Given 

below are pertinent results of the testing of shoal features required to 

induce favorable surf. 

The first test series involved moving the 15-foot depth contour 100 

feet seaward to make a 15-foot deep shoal.  Shoal widths of 100-, 200- 

and 400-foot widths were tested.  No noticeable changes in the wave 

breaking patterns due to the presence of the shoal were observed.  The 

next test series involved moving the ten-foot depth contour seaward 100 

feet to make shoals of the same widths noted above.  The effect of these 

shoals was to move the breaking depth seaward 50 feet.  The next test 

series involved moving the eight-foot contour seaward by similar shoal 

increments.  The primary influence of the eight-foot deep shoal was to 

move the breaking position seaward 70 feet.  The width of these shoals 

did not have a noticeable effect except to create a wider breaking area. 

The abrupt depth transitions used in formation of the shoals are not 

usually found in the prototype; therefore, a 1:30 slope was extended from 

the eight-foot deep shoal to the existing bottom. The primary effect of 

the slope was to move the breaker position seaward another 30 feet to the 

eight-foot contour. The seaward slope has an important function in the 

formation of the surfing wave. The slope reduces reflection, influences 

breaker-type, and if shaped properly, causes a convergent zone. 

Excellent surfing conditions are commonly found on both sides of 

natural and man-made channels.  Channels are important features of surf 

sites since they separate adjacent sites, induce smaller amplitude ampli- 

fication factors relative to those over the shoal, and help refract the 

wave over the surf shoal.  A series of four tests involving channels with 

widths of 50, 100, 200 and 300 feet was conducted.  The shoal depth was 

eight feet, the channel depth was 15 feet, and the shoal was 200 feet 

long and 700 feet wide.  The 50- and 100-foot wide channels did not in- 

duce the expected refraction or the desired amplitude amplification dif- 

ferential relative to that over the shoal required to produce a desirable 
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surfing wave.  In these cases, the wave broke completely across the chan- 

nel.  The 200- and 300-foot wide channels did induce a desirable surfing 

wave form. 

MULTIPLE PURPOSE REEF CONCEPT 

A general concept of a surf site has been hypothesized from field, 

analytic, and model observations.  The bottom features required to pro- 

duce the surf site features shown in Figure 3 are summarized in the fol- 

lowing discussion and shown in Figure 11. 

A seaward slope, in a ridge configuration, induces a convergence, 

influences the breaker type and height, and causes the wave to gradually 

increase in amplitude until it becomes a breaking wave.  A flat seaward 

slope also causes the initial breaking to spread over a wide area, there- 

by allowing more people to surf the area.  A steep transition from deep 

water to the breaker depth may produce a very hard, plunging wave whose 

amplitude and steepness increases so rapidly that the surfer cannot "catch" 

the wave.  Such a condition occurs at the Makaha Bowl, where the depth 

shoals from 37 feet to 16 feet in less than 50 feet of wave travel dis- 

tance.  It is very difficult to catch a wave a this site at the peak. 

Side channels separate a surf site from adjacent sites, create 

differential amplitude amplification factors relative to the shoal, and 

enhance refraction.  The channels provide an area for the surfers to gain 

access to the site without interfering with others surfing.  Breaking 

wave-induced rip currents moving seaward are generally found in the side 

channels.  The alignment of the side channel relative to the direction of 

wave advance helps to control the peel rate. 

The shoal provides an area for the wave to break and dissipate 

energy.  The shoal should be of variable depth to allow for incident 

waves with a wide range of characteristics to break in a form desirable 

for surfing.  The shoal should be long enough to provide a ten- to 30- 

second ride. Longer riding areas increase surf site capacity. 

The trench is perhaps the most ideal type of board-recovery area 

because it isolates the surf site from the beach, swimming area, and 

structures.  The trench should be wide enough and deep enough to stop the 

wave from breaking and to reduce the velocity of the wave-induced current. 

There are many variations of this surf site concept which are typical 

of many natural sites.  For example, the basic concept shown in Figure 11 

has surfing to both the left and right.  However, many surf sites are 
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located next to promontories where it appears that the shoal is a sub- 

merged projection of land.  Makaha and Waimea have this configuration. 

The general concept is easily modified to describe this configuration by- 

considering only half of the shoal.  The other half of the shoal conti- 

nues to rise above the water to the promontory. 

In addition to Surfing, other interests such as swimming, fishing, 

diving, boating, beach usage, land reclamation, and construction projects 

compete for usage of the coastal zone.  Proper planning in the coastal 

zone could minimize conflicts and allow for several uses of the area. 

One such plan, which occurs naturally in some areas, is the "multiple- 

purpose reef."  The plan incorporates an artificial reef designed accord- 

ing to the general surf shoal concept shown in Figure 11.  The shoal 

would act as a submerged breakwater, dissipating wave energy by inducing 

the wave to break.  The dissipation of energy would serve as an erosion 

control device, noted by Zwamborn, et al (1970), or to reduce the design 

wave at a structure.  Natural shoals on the island of Maui have been ob- 

served to protect beaches from erosive wave action.  The board-recovery 

trench would isolate the surf site from swimming areas, beaches, and 

structures.  The side channels could be boat harbor entrance channels 

with return zones near the channel edge.  If the shoal were made of coral, 

or were an artificial shoal made of rock or artificial concrete units, 

the voids would provide fish habitat.  The shoal could be used as a diving 

area when the surf is down. 

Surfing is an important recreation in many coastal zone communities. 

An effort should be made to preserve and enhance surf sites and to create 

new surf sites which would be compatible with other uses of the coastal 

zone.  This investigation is only a first step in describing surfing cha- 

racteristics . More intensive research is required to better define breaking 

wave behavior over complex bathymetry and on surfboard hydrodynamics. 
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CHAPTER 152 

SURGE  IN  THE  SOUTHEAST  BASIN, 

LONG   BEACH   HARBOR,    CALIF. 

By   Basil   W.    Wilson1,    F.    ASCE 

James   A.    Hendrickson8  and    Juan  Jen3,    A.M.    ASCE 

INTRODUCTION 

Recent studies of the hydrodynamic responses of Los Angeles-Long Beach 

Harbors to the effects of long period waves [conducted in 1967-68 for the U.S.  Army 

Corps of Engineers,  Los Angeles District   (35  )] ,  showed that the basins had 

characteristic modal periods of oscillation, which could be excited, apparently,  on 

rather rare and largely unpredictable occasions.    Available field data for confirm- 

ation of the mathematical results were largely non-existent at the time and 

satisfactory correlations were greatly hampered.   In the interim the development 

of the Southeast Basin,  Long Beach Harbor, for the reception of fast container ships 

has led to more detailed study and measurement of the responses of this particular 

basin to long period waves.   The purpose of this paper is to present some of the 

original theoretical results of the 1968 study and examine their correlation with data 

of recent acquisition.   Their bearing upon the motions in surge and sway of ships 

moored within the Southeast Basin will also be examined briefly in the light of some 

simple measurements of ship motions. 

FREE   UNDAMPED   OSCILLATIONS   OF   HARBOR   BASINS 

Many approaches have been taken to the solution of the problem of the free 

oscillations of a basin of irregular planform and variable (or uniform) depth (4 , 

5,  11 - 14,  20,  25,  34,  35).    Some general review of these has been given else- 

where (32,33) and accordingly it will not be repeated here.    Interest at the moment, 

1       Consulting Oceanographic Engineer, Pasadena, California 

2,3    Senior Engineers, Science Engineering Associates, Newport Beach, California, 
(Division of Dames and Moore) 
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specifically, is in results of the method followed by Wilson, et al (35). 

The procedure follows from the equations of motion and continuity of a 

water particle in long waves of low amplitude,  free from forced excitation and 

damping.   These equations, referred to an  x~y   co-ordinate system in the hori- 

zontal plane, can be combined to yield (cf. 9, §193) a single equation governing 

water surface elevation   71, namely 

^L= g[A (h *!) + l(hH)] (i) 
3t2 3X        gx By        ay 

in which h(x,y) is variable water depth according to location (x,y) and g the 

acceleration from gravity. 

If the solution to Eq.  (1) is taken of the form: 

n =   ? (x.y) cos ojt (2) 

where £ is an amplitude function in (x,y) independent of time t and w is an 

eigenfrequency (angular) of a mode of free motion, then substitution of Eq. (2) 

in Eq.  (1) transforms the latter to 

±(h^)   + ±(h<^)   +   (w
2/g)C   =   0 (3) 

3x   ax       sy    ax 

On expansion Eq.  (3) becomes 

h(a8g + ^1)   +   ^ _!£ +  ^_5? + (w2/g) C =   0 (4) 
3x2     9y2        ax ax     ay ay 

This equation can be integrated in closed form for only a limited number 

of relatively simple geometrical shapes of basins.    However it may be solved 

numerically by a finite difference technique, which follows essentially the prin- 

ciples discussed by Stoker ( 24 ,   §10.13). 

In order to develop a proper degree of flexibility in the analysis, the equation 

is considered in relation to a rectangular co-ordinate grid system (Fig.  1 a) whose 

elemental distances   6 in the directions of  x   and   y   are not necessarily equal. 

Thus the regime at any single point   0   can be specified in relation to that at each 
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FINITE    DEPTH  BOUNDARY 

ZERO  DEPTH 
BOUNDARY 

FIG. 1(a) -   SCHEMATIC DIAGRAM OF RECTILINEAR COORDINATE GRID 

SYSTEM OVERLAID ON PLAN OF BAY OR HARBOR 

NORMAL   DIRECTION 
TO THE     BOUNDARY 

FIG. 1(b) -   SCHEMATIC DETAIL OF GRID POINT DEFINING A BOUNDARY 
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of the four adjacent grid points,  1 to 4,  in terms of the incremental distances 

6i' 62, 63' and 6    separating the points.   Thus the differential terms of Eq. (4) 

can be expressed as: 

(i) ^ =   Si53g+ go^^-gs^3 5(a) 
a* 616s(5l+63) 

<u>        92? =  2 { £163 -go(8i + 63)  + SsSx -j 5(b) 

and 

3X2 6,. 63(6! + 6 3) 

(1) S_C =   g864
3 +  g0(63

s -642) -g46,s 6(a) 

9Y 6s 64(63 + 64) 

with 

^!g =   2 r ga64- Co(68 +  64)  +  g462 

sy3 6g64(6264) 

(i) i!L =  hi03
8 + ho(flia '   63

2) -"36, 
3* 8i 63(6! +63) 

6(b) 

7(a) 

(ii)        ll =  M4
B+ ho(6B

2 " 64s) -h4 6B
g 7(b) 

ay 6a64 (6a + 64) 

In Eqs (5) through (7),  subscripts   0   to   4   identify the values of the function   rat 

the points   0   to   4. 

By substitution of Eqs (5) through (7) in Eq.  (4) and by suitable algebraic 

manipulation,  Eq.  (4) can be converted to the form: 

<Vk-   ao)g0   +    aigl    +    a2g§   +    a3g3   +    a4g4    =    0 (8) 

in which the eigenvalue   v     (an unknown) is related to any   kth   eigenfrequency 

W[c   (k = l, 2,  3 N)   by 

yk   =   w^/B (9) 

and the coefficients    a. (i = 0, 1,  2,  3,  4) are constants calculable in terms of 
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the depths  h.   and the distance increments   g.    (35). 

If there are  N  reticulation points of the type   0   in the network,   N 

equations of the type of Eq.  (8) can be formed for the  N   unknowns of the function 

£      (n = 1, 2,  3 N) in association with   N   possible eigenvalues   y    = 1,  2, 

3 N).    Consequently an  N x N matrix can be formed for determination of 

the eigenfrequencies   M     and the surface elevations   r     from the corresponding 
k sn 

eigenvectors. 

Where the grid network intersects the boundaries of the basin, special 

conditions apply and some of the  N   equations of type Eq. (8) must express these 

conditions.   In general the boundary can be of three forms;   a zero-depth boundary 

such as a beach or sloping wall;   a finite-depth boundary such as a vertical wall or 

cliff;   and an open-mouth boundary such as a harbor entrance or bay-mouth.   As 

shown in Fig.  1(b), through the versatility of a variable grid   spacing, it is pos- 

sible to ensure that a typical boundary condition can be expressed in terms of a 

grid point  0   located exactly on the boundary, at suitably small distances from ad- 

jacent grid-points   3   and  4   (for the configuration shown). 

Zero-Depth Boundary: 

The condition of zero depth  (hQ = 0) causes the first terms of Eq. (4) to 

vanish.    Eqs (5a) and (6a) correspondingly reduce to 

(10a) 

(10b) 

ac = 

ax (Co  ^   £3)63 

3£ = 

ay 
(& - e4)/e4 

while Eqs (7a) and (7b) become: 

3h = 

3X = - V83 

ay 
= " V«4 

(Ha) 

(lib) 

Applications of Eqs (10) and (11) to Eq.  (4), then yield the special zero-depth 

boundary condition: 
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{.(h3/6f)  + (h4/6/)   -   vk] Co -   (h3/63
s) £3 ~  (h4/64

2>e4  
=  ° (12) 

Finite-Depth Boundary: 

If the boundary at point  0   in Fig.  1(b)   is one of finite depth, then there 

can be no horizontal flow of water normal to the boundary at that point.   This re- 

quires that   _5  = 0   where  n  expresses the direction normal to the boundary. 
a n 

If  9   be the angle which the normal direction makes with the  x-axis, then 

H    = 1? cos 9  + ^J  sin 9  =  0 (13) 

By use of Eqs (10), Eq.  (13) then becomes the special finite depth boundary con- 

dition. 

( 63 tan 9  + 64) Co " 64Cs " <63 
tan e) S4  =  ° <14> 

Open-Mouth Boundary: 

At an open-mouth "boundary" (fictitious, of course), by which a basin or 

bay is considered connected to another body of water, there will be, in general, 

both horizontal flow and vertical surface elevation of the water.   The condition of 

existence of an eigenfrequency oscillation in the basin, however, usually requires 

that a nodal condition  (j = 0)   shall prevail along some nodal line across the mouth. 

If the basin entrance is a comparatively narrow one, without much neck or channel, 

it is usually safe to assume that the direct line of shortest distance connecting the 

promontories of the mouth will mark the position of a node, across which the flow 

is normal.   If the mouth is a broad entrance to a bay the position of a node line 

will be less accurately definable, though its position may always be assumed, and, 

in this, sound judgement and experience can be helpful.   Strictly the condition 

across the mouth needs to be defined by matching it with the motion behavior of 

the external body of water, but in this study this refinement and complication was 

considered unnecessary. 

The boundary equation for a grid-point on the node line, is then simply 

Co   =   0 (15) 
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VELOCITIES   AND  DIRECTIONS   OF   OSCILLATORY   FLOW 

The horizontal flow velocity, V,  of the water at any point (x,y) in the free 

mode of oscillation (Fig. 2a) may be defined as to direction  s   by the angle  ^ 

which the  s-direction makes with the axis of x.   For the long waves and small 

amplitudes which basin oscillations normally invoke,   V  may be considered uni- 

form with depth.   In terms of the velocity potential  p   prevailing at the point (x,y) 

and the component velocities   u   and   v,  its value is 

V =   (Us + v2)^  «  M (16) 

while the value of the potential  ,p itself is given by the generalized Bernoulli 

equation for the free surface, namely 

i* = gv <17> 
at 

From Eqs (2),  (16) and (17), then,  the velocity becomes 

V =  (g/w)^shiWt (18) 
as 

Usually, because the velocity fluctuation is sinusoidal, the major interest 

is in knowing its maximum value, V        , (at sin /ot = 1) and its direction of flow, 
° max ^ 

s.    In relation to values   r.   (i = 0,1, 2, 3, 4) for grid points surrounding a central 

point   i = 0 (Fig.  2 b), the vector magnitude and direction of velocity can be deter- 

mined from: 

Vmax   =   (g/26i6B6364co)[(8s64)2{63(c1^0)+63(Co ~ ls)T 

+ (6163)2{64(es-Co)-t-63(C0 -C4)}]* (19) 

and 

tan $   =   Vfla  .    *4& ' Co> + Mgo ' g4) (20) 

&64     63 (Si - Co)+6i(e0-£3) 

Thus velocities and directions of oscillatory flow are readily determined once the 

matrix solution of   £  has been achieved. 
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-a 

v ,, 

(x,y) 

(a) 

(b) 

FIG.    2    -     SCHEMATIC REPRESENTATION OF VELOCITY 
AT A POINT;   (a) IN PLAN VIEW;   (b) IN THE 
NUMERICAL GRID 
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NUMERICAL  SOLUTION  FOR  SOUTHEAST  BASIN  SHAPE  OF   1968 

The Southeast Basin of Long Beach Harbor as it existed in 1967-1968 is shown 

in Fig.  3.    Depths within the basin varied from about   35 ft to   55 ft in the deepest 

spot within Basin Six.   The modelling of this basin for the numerical computation is 

shown by the grid of   88   points in Fig.  4 which cover the area and define the bound- 

ary.   The sequence of points from   1  to   38   all lie upon the boundaries while the 

remainder from 39 to 88 encompass the interior area. 

Results of the numerical calculations are given most readily in the form of 

contoured diagrams of normalized surface elevations expressing the generalization 

of Eq.  (2), namely: 

(rjk)      =   (£k)     cos   W]t (21) 
n n 

where  k(= 1,2,3,...) expresses the mode number and  n the grid number (n = 1 to 

88), for the condition that amplitudes are a maximum (cos   ^  t = 1).   Thus Figs 

5(a) and (b) give the mode shapes for the two lowest modes(k = 1 and k = 2), with 

contour lines in increments of 5, normalized to maximum positive surface elevation 

of  100.    Arrows and small figures alongside grid points define directions and 

velocities in units per sec, normalized to maximum surface height variation (double 

amplitude) of one unit.   Because values of velocity are of secondary interest in the 

present paper no attempt has been made to preserve the legibility of the velocity 

figures,  as computer-plotted in these diagrams. 

The fundamental mode oscillation (k = 1), with period T    =  14. 2 mins, has 

just one node at the mouth of the basin (Fig.  5a);   this is the so-called "pumping" 

mode for the Southeast Basin.   In the second mode oscillation (Tg   =   7.0 mins), 

there are two nodes (Fig.  5b) and the entire basin oscillates in what is effectively 

a uninodal seiche between Basin Six and the Southeast Basin.    Basin Six, however,  at 

the same time displays its pumping mode response to the node at the entrance of the 

coupled basins. 

In Fig. 6(a) the third mode oscillation (T3 = 3.7 mins) turns out to be pre- 

dominantly a diagonal (cross) seiche between extremities of the Southeast Basin. 
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(a)    MODE 

Period =  1 

(b)    MODE No.  2 * 

Period = 7. 04 Minutes 

SCALE-FEET 

FIG. 5  - MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1968) 

(a)      1st MODE;      (b)      2nd MODE 
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(a)   MODE No.  3 

Period = 3. 66 Minute 

(b)  MODE No.  4 

Period = 2. 80 Minut 

SCALE-FEET 

FIG.   6   -    MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1968) 

(a)      3rd MODE; (b)   4th MODE 
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Basin Six hardly responds at all. 

The fourth mode oscillation (T.   =2.8 mins, Fig. 6b) is essentially the 

pure bi-nodal oscillation of the open-mouth connected basins.   The Southeast Basin, 

with a normalized amplitude of  100  at the northeast corner, as compared with 

48  in the north corner of Basin Six, obviously dominates the oscillation. 

Configurations of higher modal oscillations are not given here for the basin 

shape of 1967-68, though they were recorded to the  10th mode (35).   Numerical 

calculations were not pursued beyond the  10th mode because of the inherent decline 

in accuracy of the numerical method for large values of  k. 

CONFIRMATION  OF   THE  NUMERICAL  MATRIX 

SOLUTIONS   FOR  FREE   OSCILLATIONS 

By way of verifying the approach taken and the results thus far given, two 

different methods were used to evolve corroborative information.   The first of 

these employed the time-marching technique of Leendertse (14 )   in propagating a 

long wave of given period into the Southeast Basin to establish its own oscillation. 

The second procedure used the impedance principle first developed by Rayleigh in 

1877 ( 21)   in acoustical problems and adapted by Neumann in 1944 to the study of 

seiches in connected bodies of water   (17,18). 

Numerical  Time-Marching Technique 

This method uses the integrated equations of motion and continuity, govern- 

ing the propagation of long period waves, in two sets of difference equations for a 

step-by-step solution in increments of time of the water surface elevation and 

water particle velocities ( 14) .   The program of computation can be applied to a 

much finer grid than that used in the matrix solution and can thus define the shape 

and depths of a basin relatively more accurately.   However, the method cannot 

establish an eigen period (free oscillation) except by trial and error solutions of 

effects from a large number of input periods, taken very close together. 
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As a check on the matrix solution results given in Fig.  6(b)   a 2. 8 mins 

period long wave was impressed on the entrance to the Southeast Basin with an ar- 

bitrary   15 cms   amplitude at the star-positions just outside the basin mouth (Fig.7). 

The propagation of the wave was followed at time-steps of  6 sees   over a 260- 

point spatial grid covering the Southeast Basin areas.   The program, developed 

(and applied) by Leendertse (14), included the effects of bed friction and Coriolis 

force (though the latter effects would be almost negligible in so small a basin). 

After   85   time-steps the motion inside the basin reached the stable oscillation 

represented in Fig. 7.   The oscillation established a node in a straight line across 

the entrance and a second node within the basins, characterizing it as the binodal 

resonant oscillation with respect the entrance, typical of an open-mouth basin. 

Fig. 7 is seen to be in good general agreement with Fig. 6(b), both as regards 

nodal and antinodal positions and also relative amplitudes.   The mode shape con- 

tours of Fig. 7, however,  may be expected to be more accurate than those of 

Fig.  6(b), because of the much larger number of grid points (260),  [as compared 

with   88   for Fig.  6(b)],  used in definition of spatial area and depth within the 

basins. 

Neumann's   Impedance  Method  of Seiche  Analysis 

The second method used in general confirmation of the matrix solutions 

required that the variable shape and depth of the Southeast Basin and Basin Six be 

approximated as a series of connected basins of uniform depth, width and length 

which are open-ended at connecting points and closed at terminal points and, of 

course, open-ended at the mouth.   The adopted manner of dividing up the South- 

east Basin into such a system is illustrated in Fig. 8(a) which gives also the "indi- 

vidual basin" dimensions of length, width and depth.   The accompanying schematic 

circuit diagram for this array is shown in Fig. 8(b), in which the individual basins, 

in series or parallel,  are designated from   I   to   IX. 

The details of the method for solving the eigen-frequencies of oscillation 

of the combined basin system will not be given here. The reader is referred to 

Defant ( 4 ), O'Brien ( 19) or Wilson (33) for particulars.   The eigen-frequencies 
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FIG.    8   -    "IMPEDANCE" MODEL FOR SOUTHEAST BASIN, 
LONG BEACH HARBOR AS A CONNECTED SYSTEM 
OF RECTANGULAR BASINS   (a)   BASIN DIMENSIONS 
(b)   EQUIVALENT CIRCUIT DIAGRAM 
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/,),    are obtained as the roots of two parametric equations, one of the variables of 
k 

which is   k), .   Details of these equations may be found in Wilson ( 33) or Wilson, 
K 

etal(35). 

The sequence of modal periods evolving from the solutions to these equations 

are given in Table 1  in comparison with the modal periods derived from the matrix 

solutions. 

TABLE 1 -   COMPARISON BETWEEN MODAL PERIODS OF FREE OSCILLATION 

OF SOUTHEAST BASIN,  LONG BEACH HARBOR, CALCULATED BY 

TWO METHODS 

Method Modal Period, T      - (mins) 
m 

m=l 2 3 4 5 6 7 8 9 10 

Matrix 14.2 7.0 3.7 2.80 2.02 1.80 1.76 1.58 1.54 1.44 

Impedance 12.7 5.2 4.3 2.83 2.20 1.60 1.48 1.42 1.41 1.07 

The comparison, although not too good as to accuracy, is quite acceptable 

as to order of magnitude. The test is a particularly severe one for the impedance 

method; its accuracy is only as good as the approximations made in simulating the 

Southeast Basin and Basin Six as an array of interconnected rectangular basins. It 

serves nevertheless to confirm the validity of the matrix solutions, whose accuracy 

also is necessarily limited by the matrix number (88 x 88) or the memory capacity 

of the computer. 

NUMERICAL  SOLUTION  FOR  SOUTHEAST  BASIN  SHAPE  OF   1972 

Developments in the Southeast Basin in the last few years have been towards 

reclaiming more warehouse and loading space and reducing the amount of water 

space in the basin.   The new shape of the basin as of 1972 is shown in Fig. 9 which 

gives also the numerical grid adopted,  in this case, with   83   points to identify the 

boundary and bathymetry.   Identified also in Fig. 9 are two corner positions, 
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FIG.   9   -    NUMERICAL MODEL OF SOUTHEAST BASIN (1971) 
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Berth 211 in Basin Six and Berth 232 in the Southeast Basin slip,  at which special 

tide gages were established for recording long wave activity in the basins.   These 

will be referred to later. 

For the matrix solution of the new basin shape the whole basin system was 

assumed to have a uniform depth of  45 ft.   In practice this depth has been increased 

to   55 ft throughout most of the Southeast Basin, but as the calculations were per- 

formed in 1967-68 for the lesser depth of  45 ft this must be borne in mind when 

comparisons are made (later) between calculated results and measurements. 

The sequence of Figs 10 to 14 give the matrix solutions of the lowest modes 

of oscillation of the new basin shape,  determined again on the assumption that a 

node develops across the mouth of the basin. 

The lowest four modes,  as might be expected,  are quite similar in character 

to the corresponding modes of free oscillation for the 1968 basin.   This is readily 

seen by comparison of Figs 5 and 10 and Figs 6 and 11.    For modes higher than the 

fourth, the similarity ends and the behavior of the coupled basins becomes one of 

mutual interaction.    It is noteworthy in Fig.  11(a) that in the third mode (k=3), the 

slip in the Southeast Basin is responding strongly to an oscillation which, though bi- 

nodal for the entire basin system, is uninodal for the slip itself, as judged by the 

fact that the internal node is approximately at the mouth of the slip. 

Fig.  12(a) can be recognized as a mode (T = 1. 80 mins) which develops a 

tri-nodal seiche between the northern extremity of Basin Six and the eastern extrem- 

ity of the Southeast Basin.   The slip has a rather weak response. 

At  T = 1.65 mins,  (Fig.  12b), Basin Six develops a strong uninodal oscil- 

lation between the north and west corners, while the Southeast Basin and slip 

oscillate rather moderately in what may be described as a clover-leaf pattern, the 

stem of which is the core of the white area enveloping the mouth of the slip and the 

petals the three shaded areas outside. 

At k=7, T = 1.58 mins, the next mode (Fig.  13a), Basin Six continues to 

oscillate strongly between the north and west corners, while a moderately strong 
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Beith 211 Berth 232 

(a)   MODE No.  1 

Period =  10. 96 Minute 

(b)   MODE No.  2 

Period = 7. 37 Minute 

SCALE-FEET 

FIG.   10   -   MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1971) 

(a)    1st MODE;      (b)      2nd MODE 
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Berth 232 

(a) MODE No.  3 

Period = 3. 70 Minutes 

(b)   MODE 

Period 

SCALE-FEET 

FIG.   11   -   MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1971) 

(a)      3rd MODE;      (b)      4th MODE 
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Berth 232 

25      -50 "70 

(b) MODE No. 

Period =1.65 Mi 

FIG.   12   -   MODES OF FREE OSCILLATION 

(a)      5th MODE;      (b)      6th 
OF SOUTHEAST BASIN (1971) 

MODE 
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(a) MODE No. 7 
Period =  1. 58 Minutes 

(b)MODE wo.  b 

Period = 1. 44 Minutes <^ 

FIG.   13   -   MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1971) 

(a)     7th MODE;     (b)     8th MODE 
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(a) MODE No.   9 

Period =1.20 Minutes      '"""JNJ^
0 

(b) MODE No.  10 

Period =1.18 Minut 

SCALE-FEET 

FIG.   14   -   MODES OF FREE OSCILLATION OF SOUTHEAST BASIN (1971) 

(a)      9th MODE;      (b)      10th MODE 
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binodal oscillation develops between the head of the slip and south arm of the 

Southeast Basin (Pier ]). 

In the eighth mode (k = 8;  T = 1. 44 mins, Fig. 13 b), the oscillation is 

predominantly a quadrinodal seiche between the western and eastern extremities 

of the Southeast Basin, inclusive of Basin Six.   In the slip at Berth 232 there is 

almost no response. 

Fig. 14 (a) for the next higher mode (k = 9; T = 1. 20 mins) suggests that 

the Southeast Basin develops a strong tri-nodal seiche between the northern ex- 

tremity of the slip and the southern boundary at Pier J. The oscillation in the 

slip itself virtually conforms to a binodal seiche as if the slip was a closed-end 

basin. At the same time the oscillation in the area between Pier G and Pier J 

is virtually a uninodal transverse seiche with a node approximately axial to this 

part of the basin in an east-west direction. 

Finally in the tenth mode (as far as calculations were pursued for k = 10; 

T = 1.18 mins) Fig. 14(b) shows that the oscillation is a slight variation of the 

ninth mode,   but has larger participation in Basin Six and weaker response in the 

remaining Southeast Basin. 

In summary, the modal periods of free oscillation for the Southeast Basin 

in its 1971 configuration form the sequence 

T»11.0;   7.4;   3.7;   2.5;   1.80;   1.65;   1.58;   1.44;   1.20;   1.18; mins     (22) 

It is perhaps unfortunate that the numerical calculations could not have 

been pursued to higher modes than the tenth (k = 10), to reveal periods of response 

down to values as low as   T = 30 sees.    However it was judged that the close prox- 

imity of modal periods for   k > 8 (as for example, T   and T   in Figs 14) and 
o y 

general declining accuracy would preclude reliability of results.   It would have 

required a very much larger computer memory than was available in 1967-68 for 

coping with an enlarged N x N matrix to have increased the accuracy of results 

for k > 10, via a finer network of points covering the basin area and boundaries. 

In this connection it should be noted that pre-existing studies have concluded that 
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the critical periods for surge motion of ships in harbors cover mainly the period 

range from about 20 sees to 2 mins with periods in the neighborhood of  1  min 

predominantly important (2, 6, 7, 8, 22, 26, 30, 35).   At least part of this period 

range is covered by the calculations of this paper. 

It is rather easy to infer from Figs 14(a) and (b), that, had the calculations 

been pursued to the next few higher modes, the node near the mouth of Basin Six 

would advance farther into the basin, while that deeper in the basin would separate 

into two parts, each enclosing an approximately circular sector of unshaded area 

at the north and west corners of the basin.   Such an oscillation in Basin Six, at 

expected periods of about  1 min, would then assume a 'cloverleaf pattern with 

the three corners (petals) of Basin Six responding with in-phase elevation in op- 

position to the motion of the central part (stem) of the basin.   The significance of 

this will be discussed later in relation to observational data. 

OBSERVATIONAL   EVIDENCE   OF   LONG   WAVE   ACTIVITY   IN 

THE   SOUTHEAST   BASIN 

Incidence  of Surge  in  the  Southeast  Basin 

It is no secret that Los Angeles-Long Beach harbors have been afflicted by 

troublesome surge problems on rather infrequent occasions over   60   years.,ever 

since the construction of these ports.    Long before the development of the Long 

Beach outer harbor, comprising the East and West Basins and the Southeast Basin, 

ship surging disturbances were being experienced on occasion in the outer harbor 

of Los Angeles, particularly in the East Channel ( 35).    Fig.  15, which is adapted 

from Leypold ( 15 ), gives measurements of 1935 of typical effects in the East 

Channel.   These disturbances would penetrate part way up the Main Channel (Fig. 

15, inset) but die out within about a mile of its entrance.   At the Berth 174 tide 

gage deep in the inner harbor, on the other hand, it was a common, almost daily, 

occurrence to find fairly prominent   60 min oscillations superimposed on the high 

tide.   The latter phenomenon is believed to be a resonant response of the inner 

Los Angeles harbor and Cerritos Channel (Fig.  15, inset) to a continental shelf 
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oscillation off San Pedro Bay   (31,35)   and, so far from being troublesome, is 

beneficial in flushing the inner harbor with mild currents. 

The incidence of surge action is believed to be secular in its frequency 

and severity, waxing and waning in apparent out of phase relationship with the sun- 

spot cycle (29,35).     Fig.  16, which shows the height of long period wave oscillat- 

ions (solid black graph) as a function of time in relation to local sea level and 

weather parameters, for a tide gage station at Pierpoint (end of Pier A, East Basin, 

Fig. 3), suggests that from 1964 to 1967 activity was on the increase.   The measure 

of "height of surge" in Fig.  16 was taken as the band width of the trace on the tide 

gage, which at a chart speed of  1   inch per hour, tended to fuse oscillations of less 

than   3   mins period.    As expected from previous studies of surge action in harbors 

(27,29),   there is no correlation between local weather effects and magnitude of 

surge, the latter being related rather to large cyclonic storms in the adjacent or 

distant oceans. 

Fig.  17 presents in greater detail a portion of Fig.  16 covering the period be- 

tween August 26 and September 14,  1967.    Here,  in the interval September 1 to 6, the 

surge index (solid black diagram) reached a highest peak,  and various moored ships 

were reported in trouble at their berths.    It may be noted, in this case, that peaks 

of the silhouette diagram correlate well with times of high tide, a peculiarity of 

surge action that had been noted in 1913 by Munoz, a consultant to Los Angeles Har- 

bor (16 ), and has been noted also in Table Bay Harbor, Cape Town, South Africa 

( 29).     It is probable that normal tidal influx into the harbor induces a degree of 

free oscillation at high tides which accounts for the peaks at these times and that it 

increases the magnitude of any long wave activity present from other sources. 

In 1967-68 there existed no factual   information on the surge responses of 

the Southeast Basin other than the calculations reported in this paper.    However, 

some statistical information of wharfinger's estimates of surge conditions,made on 

occasions of berth occupanciesj was used to develop criteria of relative suscepti- 

bilities of berths in Basin Six to "medium" surge conditions ( 35).     These criteria 
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RANGE  OF 
OSCILLATION        l2 

(ins.) 

RANGE  OF TIDE 
(feet) 

30 0 
BAROMETRIC 
PRESSURE        29.8 

{ins., Hg) 
29.6 

WIND DIRECTION        W 

WIND VELOCITY 
(mph} 

AUGUST, I9G7 SEPTEMBER, 1967 

FIG.    17   - DETAILED HISTORIES OF COMPARATIVE SURGE, TIDE AND 
LOCAL WEATHER CONDITIONS AT LONG BEACH HARBOR, 
AUGUST 26 - SEPTEMBER 14, 1967 
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are shown in Fig. 18 as percentage figures flanking the berth numbers. The per- 

centages express the mean annual probability (as of 1965-66) that medium surge 

would prevail during occupancy of a berth by a ship. The definition of "medium 

surge" was quite nebulous, but expressed a wharfinger's opinion that the surge 

was not "serious", but also not "light", and therefore presumably was able to 

cause motion in a moored ship, though not to the extent of being really trouble- 

some. 

Fig.  18 shows that Berth 210 on Pier A in Basin Six had the highest relative 

susceptibility to surge (21%) of any of the berths occupied in the period August 1965 

to June 1966.   Berths 207 and 208 at the southwest corner of the basin showed the 

highest susceptibility of  17   percent.   Berth 213, was apparently not occupied, as 

also berths 204, 205, and 215, near the entrance of Basin Six.   From the suscepti- 

bility distribution covering berths 206 to 212, it may be inferred that the surge 

oscillation most likely to give such a distribution would be one having the nodal 

lines shown in Fig. 18 and would probably be in the nature of a "cloverleaf" seiche, 

which by inference from the matrix calculations of the last section would be ex- 

pected to have a period approximating 1 min. 

It is possible to infer what the period of such an oscillation would be by 

another approach.   Thus by regarding the access to one of the corners of the tri- 

angular Basin Six as a triangular canal of uniform depth, it is known from Lamb 

(9 , §186) that the surface oscillation along the axis of such a canal would take the 

form 

rjcc   J0(kx) (23) 

in which J0   is a Bessel function of zero order,   x  the distance from the vertex 

of the canal along the axis or bisector of the angle and  k  a wave number defined 

by 

k3  =  CT
3/gh (24) 

Q-   being the angular frequency of the oscillation and  h  the water depth.   The 

Bessel function J0(kx)   has unit value at x=0 (the vertex), zero value at  kx=2.41 

and maximum negative value  (-0. 428) at kx=3. 83. 
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RELATIVE  SUSCEPTIBILITY  TO  SURGE 

FIG.    18   -     EXPECTED "CLOVER-LEAF" MODE OF OSCILLATION 
IN BASIN SIX,  SOUTHEAST BASIN,  LONG BEACH HARBOR, 
IN RELATION TO BERTH SUSCEPTIBILITY TO SURGE 
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Taking the cloverleaf oscillation to be most intense along the northeast 

bisector in accord with Fig. 18, the distance from the vertex to the node is   950 ft. , 
_3 

yielding a value for  k  of  950k = 2. 41  or   k = 2. 54x10    .   Adopting h = 45 ft. , 

Eq. (24) then yields the period of oscillation 

T   =  2,7/cr =  1. 08 mins (25) 

The negative antinode of -42, relative to a normalized value of 100 at the north- 

east corner of Basin Six, would occur at kx = 3. 83 or x = 1510 ft. This distance 

agrees satisfactorily with the anticipated stem of the cloverleaf oscillation (Fig. 18). 

This quantitative conclusion thus supports the inference of the last section, 

and its deduction, from statistical information of berth susceptibility to medium 

surge action suggests that the  1. 08  oscillation is a potent factor in the surging of 

ships, supporting conclusions arrived at by several investigators in other parts of 

the world (1,6,7,22,26-30,35). 

Spectrum  Analyses   of Tide  Gage  Records   in  the  Southeast  Basin 

What might be called the first good factual data on long period disturbances 

experienced in the Southeast Basin were obtained as marigrams from two special tide 

gages located at Berth 211 in Basin Six and at Berth 232 in the slip of the Southeast 

Basin (Fig. 9).   These marigrams, for the occasion of May 8, 1971, shown as curves 

a  and  A  in Fig. 19, had sufficiently open time scales (1 inch = 15 mins) to permit of 

digitization of the records for numerical spectrum analysis. 

In the first instance the digitized data were high-pass filtered for the elimin- 

ation of frequencies below  0. 025 cycles per hour (periods greater than  40  mins) 

leaving the residual traces   b  and  B  in Fig. 19.   These residuals, covering a record 

length of  9-|  hours, or   2000  data points at time increments of  0.285 min, were 

then analyzed numerically for their wave energy spectra at 400 lags, or a frequency 

resolution of  0.0044 cycles/min.   The resulting general spectra are shown in Figs 

20(a) and 21(a), which show, typically, dominant peaks of energy suggestive of 

prominant oscillations at particular frequencies. 
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The remaining wave energy spectra, given as Figs 20(b) to (e)   and Figs 

21(b) to (e), are the result of isolating parts of the spectra by selective band-pass 

filtering of the residual traces   b  and  B  in Fig. 19.   As examples, by filtering 

the data of Fig. 19(b) through the numerical band-pass having frequency limits of 

0. 05   and  0.15 cycles/min, the isolated wave form (c) in Fig. 19 is found cor- 

responding to the spectral energy of Fig. 20(b):   similarly by filtering the data of 

Fig. 19(B) through a band-pass with frequency limits of  0.05   and  0.10 cycles/min, 

the resulting wave form (C) in Fig. 19 corresponds to the limited spectrum (b) in 

Fig.  21. 

Although the trace (c) in Fig.  19 is composite of at least three frequencies 

(of periods   18. 2,  13. 3 and 8. 3 mins), whereas trace (C) is essentially a pure wave 

form of  13. 3 mins period, there are many in-phase similarities between (c) and 

(C),  suggesting that an oscillation of 13. 3 mins period was common to Basin Six 

(Berth 211) and the Southeast Basin slip (Berth 232). 

The information of Figs 19,  20 and 21 is most readily compared with the 

results of calculations, given in the first part of this paper, by assembly in Table 2. 

Here, in the first four columns are set out the computed modal periods of the South- 

east Basin, as given previously in Table 1 and Eq. (22).   In the next five columns 

are observational results derived from the marigrams (a) and (A) of Fig.  19.    Per- 

iods corresponding to spectrum peaks are tabulated in columns (5) and (7) and 

maximum wave heights,  identified from the wave forms in Fig.  19, are recorded in 

columns (6) and (8).    Column (9)  contains periods identified in Fig.  19(A) by use of 

Chrystal's method of residuation ( 3 ).   The choice of rows for listing the obser- 

vational data in columns (5) to (9), has been made in accord with the approximate 

agreement of periods with calculated modal periods;   there is, of course, no positive 

way of identifying mode numbers with observed periods.    Figures underlined denote 

oscillations of greatest strength.    Because the tide gages were damped against 

registration of short period perturbations, no perceptible wave energy was recorded 

at periods below those given in columns (5) to (8), or, if it was,  it was eliminated 

by hand-smoothing to permit digitization of the data.    Column (9)''shows that in the 

marigram for Berth 232, a periodicity of the order of   0.9 min was in fact present 

in the original tide gage trace. 
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TABLE 2   -SURGE  OSCILLATIONS   IN  THE  SOUTHEAST  BASIN,    LONG 

BEACH   HARBOR:     COMPARISON   (VIA  DIFFERENT  TECHNIQUES) 

BETWEEN  THEORY   AND   OBSERVATION   (May   8,   1971) 

THEORY 
OBSERVATION 

(Analysis of Marigrams for May 8, 1971) 

Numerical  Matrix 
Solution Neumann's 

Impedance 
Method 

(approx. only) 

Numerical  Spectrum 
Analy sis 

Chrystal's 
Method of 
Residuation 

Mode 
No. 

Basin 
as of 1968 

Basin 
as of 1971 

Berth 211 Berth 232 
(approx. 

only) 
Berth 232 

N 

(1) 

Period 

T 
(mins) 

(2) 

Period 

T 
(mins) 

(3) 

Period 

T 
(mins) 

(4) 

Period 

T 
(mins) 

(5) 

Max. 
Height 

H 
(ft.) 

(6) 

Period 

T 
(mins) 

(7) 

Max. 
Height 

H 
(ft.) 

(8) 

Period 

T 
(mins) 

(9) 

1 14.2 11.0 12.7 

18.2 

13.3* 

0.24 

0.33 13.3 0.30 12.0 

2 7.0 7.4 5.2 8.3 0.12 8.9 0.21 7.5 

3 3.7 3.7 4.3 
4.9 
4.3 

0.10 
0.13 

5.6 
4.4 
3.8 

0.42 
0.68 
0.25 

4.5 
3.9 

4 2.8 2.5 2.8 2.9 0.15 
2.13 
2.06 

0.12 
0.12 

5 2.0 1.80 2.2 1.87 0.14 1.87 0.23 

6 1.80 1.65 1.60 1.72 0.20 1.82 0.22 

7 1.76 1.58 1.48 1.72 0.13 

8 1.58 1.44 1.42 1.5 

9 1.54 1.20 1.41 

10 1.44 1.18 1.07 0.9 

Figures underlined define strongest oscillations 
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Comparison of the theoretical and observational results in Table 2 suggests 

that the oscillations recorded on May 8, 1971, were probably indicative of several 

of the natural modes of response of the Southeast Basin.   The   18. 2   min period in 

column (5), however, is largely unexplained.   Its presence in the Berth 211 record 

and absence at Berth 232 suggests that it may be fictitious and some sort of digit- 

ization error;   any true oscillation of that period would have to pervade the basins 

as a whole.   The periods at  13. 3  and  8.3-8.9 mins in columns (5) and (7)   or 

12. 0  and 7. 5 mins in column (9) are probably evidence of the first and second 

modes of oscillation of the Southeast Basin system.   Exact agreement of values is 

hardly to be expected because of real differences between the actual harbor and 

the mathematical modelling of it,  as for example in water depths and in non- 

vertical basin side and end walls. 

In the third mode row of Table 2, we find two periods listed in column (5), 

three in column (7) and two in column (9) against just one period for the comparable 

calculation in column (3).    Any explanation for this has to be conjectural, but it 

may be assumed that some of the additional periods found in the May 8, 1971, data 

reflect the independent first modes of oscillation of Basin Six (for the Berth 211 

record) and of the slip (for the Berth 232 record), as if these basins were entities 

in their own right.   Reference to Fig. 11(a) suggests that at a slightly longer period 

than   3. 70 mins   the node for Basin Six as also for the slip would lie exactly at the 

mouths of these basins and would correspond to the uninodal oscillations for these 

open-mouth basins.    In the case of the slip and the eastern portion of the Southeast 

Basin, it is also possible to suppose that this part of the total basin could also 

function as an independent open-mouth basin for which the fundamental mode oscil- 

lation would be one having a node at the approximate position of the   -25   contour 

in Fig.  10(b).   The period for such a mode would lie between the periods of Figs 

10(b) and 11(a), that is, between 7. 4 and 3. 7 mins and might well account for the 

5. 6 min peak of energy recorded in column (7) of Table 2. 

It becomes increasingly more difficult to identify positive association be- 

tween observed and calculated periods at the higher modes.    Nevertheless numerous 

near coincidences suggest modal correlations such as shown in Table 2. 
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PRELIMINARY   OBSERVATIONS   OF   SHIP   BEHAVIOR   IN   THE 

SOUTHEAST   BASIN 

The occurrence of surge activity in the Southeast Basin on May 8, 1971, 

found the harbor empty of ships because of the prolonged west coast shipping strike, 

so that observation of ship behavior at that time was not possible.   In fact because 

of this and other factors,occasions for obtaining significant information on ship re- 

sponse to surge activity have been extremely few.   In this section nevertheless are 

given the first measurements that were made of ship movements in correlation with 

sea disturbances on September 11, 1970, soon after the tide gage at Berth 211  had 

been placed in Basin Six, but before the tide gage at Berth 232 in the slip had become 

operative. 

Figs 22 and 23 record the components of motion in surge and sway of the 

centers of gravity (midships) of two ships, respectively one of  10,000 DWT   at 

Berth 206 in Basin Six, the other of   11, 000 DWT   at Berth 245 along Pier  ]   of the 

Southeast Basin (see insets).   The simultaneous trace from the marigram of the tide 

gage is also recorded in each figure and shows that  18 sec   swells with a height in 

excess of  6 ins   were penetrating into Basin Six along with longer period oscillations 

whose presence in the trace is seemingly not very apparent until identified by the 

median dash-dot curve. 

Some degree of influence of the  18 sec   swells is seen to pervade the surge 

and sway motions of the ships in the two locations, but the dominant motions in surge 

and sway are obviously being dictated by much longer period effects.    In the case of 

the "Eastern Cherry" at Berth 206 in Basin Six (Fig.  22),  surge motion is conforming 

to an approximate period of  1. 5 mins.    Reference to Fig.  13(b) suggests that the 

nodal current for this oscillation could be influencing the ship.    In sway motion the 

"Eastern Cherry" was responding dominantly to a   1.7 min oscillation and Fig.  12(b) 

suggests that this could be the influence of the sixth mode oscillation for the South- 

east Basin which is transverse for Basin Six and would induce current on the beam to 

a ship occupying Berth 206.   There is also a detectable small influence of a period 

of about  1  minute on the ship motions in Fig. 22 and this could have relation to an 

oscillation in Basin Six of the type of Fig.  18. 
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The motions of the "Bay State" at Berth 245, Southeast Basin are much less 

pronounced.   Here again  18 sec   swells are exerting strong influence at times on 

ship surging, but the underlying surge behavior appears to be composite of  1. 5 

and   1. 0 minute oscillations.    Here too Fig.  13(b),  for the eighth mode of response 

of the Southeast Basin,could explain this effect because oscillatory current direction 

at  T ta 1. 4 mins would favor ship motion along the quay.    In sway motion, accord- 

ing to Fig.  23,  movements appear to accord with periods of  1.2   to   1.5   mins. 

Fig. 14(a) then suggests that the ship was under the influence of the transverse 

mode of oscillation (k=9),  producing oscillatory currents normal to the ship at 

Berth 245. 

SUMMARY   AND   CONCLUSIONS 

The numerical "matrix" method of solving the hydrodynamic long wave 

equations for the modes of free oscillation of a basin appears to be one of the few 

that can successfully cater to a completely arbitrary shape and bathymetry of the 

basin.   Its accuracy is limited only by the memory capacity of the computer 

needed to handle the N x N matrix deriving from use of an  N-point mesh to define 

the boundaries and intermediate depths of the basin.   The method described uses 

a variable grid mesh which has the advantage that grid points can be made to fall 

precisely on the boundaries.    Boundaries can be vertical walled, sloping,  or 

opening upon larger bodies of water.    In most cases of harbors and narrow mouth 

bays the nodal boundary condition at the mouth can be satisfactorily specified by 

the assumption of the nodal position.   In bays having very wide mouths the assump- 

tion of a nodal position would call for a high degree of experience and judgement 

on the part of the operator, but^more accurately,such cases would need the exten- 

sion of the mesh outside the bay as far as the continental shelf edge, where, along 

the sharp depth discontinuity,  a nodal condition could reasonably be assumed again. 

In application to the Southeast Basin of Long Beach Harbor the matrix 

method yields the modal periods, water surface elevation and oscillatory current 

patterns for the basin shape and depth in its condition of 1967-68 and for its present 

shape of 1971-72.   To a reasonable degree of accuracy the eigcn-periods for the 
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1967-68 shape have been checked by use of the "impedance" method of Neumann, 

and by the marching time-step method of Leendertse.    They have also been con- 

firmed in this paper to an acceptable extent with actual measurement of sea 

disturbances in the Southeast Basin, by correlation of the dominant frequencies 

uncovered by spectrum analysis of the records with the calculated modal periods. 

In another sense the rationality of the computed results has been demonstrated 

by the fact that the modal shapes of the basin oscillations accord with the expected 

manner in which the compartments of the Southeast Basin would naturally tend to 

oscillate.    Intrinsically the Hamiltonian principle is satisfied by the results which 

show that particular modes of oscillation are frequently modal in character for a 

part of the total basin at the same time they are modal for the entire basin. 

As against other systems of numeral calculation of the responses of basins 

of arbitrary shape to long period wave excitation, the method of this paper suffers 

from the disadvantage that it predicts only normalized eigen-responses (elevations  - 

and currents) and not the dynamic amplifications in relation to an external stimu- 

lation.    However,  it gives more readily the relative responses over the entire area 

of a basin and it treats more accurately variability of depth which is usually taken 

constant in other procedures.    Dynamic amplifications over a basin area as a 

function of the frequency of an external excitation can always be obtained by use of 

an adjunct numerical procedure,   such as Leendcrtse's ( 14 ),  which introduces 

friction effects and allows for non-uniform depths. 

Observations of the motions of two cargo ships moored in the Southeast 

Basin during an occurrence of long wave activity indicate that motions of surge 

and sway are plainly affected to a certain extent by   18 sec swell agitation in the 

harbor.    However,  major movements occur also at periods which appear to be 

combinations of   1.0,  1.2,  1.5 and 1.7 min periodicities.    These periods accord 

with calculated and observed periods of oscillation of the Southeast Basin and the 

modal current directions are consistent with the surge and sway motions of the 

ships.    It should be pointed out,  nevertheless,  that recent (unpublished) numer- 

ical calculations of the general motions of a moored ship in regular waves^y one 
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of the writers (Wilson^has shown that subharmonic effects are induced in which 

long period motions occur at periods several times that of the incident wave.   The 

same effect in sway motion,in particular,has been observed and reported by Lean 

( 10 ).   The possibilities for grave resonance between these subharmonic motions 

and the stimulation of the longer period harbor oscillations is at once apparent. 
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Currents and Large Waves, Shoshichiro Nagai, 
Kazuki Oda and Katsuhiko Kurata, III-1743 

California; Coastal engineering; Dredges; Dredging; 
Littoral drift; Quarries 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T, Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 

California; Coastal engineering; Groins (structures); 
Sands; Shore protection; Storms; Wave energy; 
Beaches 

Calculated Sand Fills and Groin Systems, John S. 
Hale, 11-1385 

California; Coastal engineering; Hydrodynamics; 
Ocean waves; Oscillations; Surges; Water waves 

Surge in the Southeast Basin, Long Beach Harbor, 
Calif., Basil W. Wilson, James A. Hendrickson 
and Juan Jen, III-2617 

California; Dredges; Dredging; Environmental 
effects; Environmental engineering; Aerial 
photography 

San Francisco Bar Dredge Material Disposal, 
Richard M. Ecker and John F. Sustar, 11-913 

California; Littoral drift; Shoaling; Tidal currents; 
Tidal waters 

Case History of Mission Bay Inlet, San Diego, 
California, William J. Herron, Jr., 11-801 

Canada; Cleaning agents; Hydrodynamics; Oil 
wastes; Pollution; Pollution control; Beaches 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, III-2547 

Canada; Coastal engineering; Spectral determination; 
Wave height; Waves 

A Discussion of Some Measured Wave Data, J. 
R. Wilson and W. F. Baird, 1-113 
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Canada; Environmental effects; Environmental 
engineering; Monitoring; Sewage bacteria; Sewage 
effluents; Wastewater (pollution) 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlepage, III-2117 

Canada; Erosion; Flood control; Littoral drift; Shore 
protection; Soil mechanics 

La Protection des Plages du Littoral du Lac Saint- 
Jean, Richard Bolvin and Yvon Cousineau, II- 
1485 

Canada; Erosion; Refraction; Water waves; Wave 
energy; Beaches 

Beach Changes and Wave Conditions, New 
Brunswick, S. Brian McCann and Edward A. 
Bryant, II-1293 

Canada; Estuaries; Sedimentation; Sediment 
transport; Tidal waters; Wind pressure 

Sediment Budget of the Lower Fraser River, Nick 
Tywoniuk, 11-1105 

Canada; Forecasting; Hydroelectric power; Ocean 
engineering; Storm surges 

A Preliminary Study of Storm Surges in Hudson 
Bay, K. B. Yuen and T. S. Murty, 1-215 

Cleaning agents; Hydrodynamics; Oil wastes; 
Pollution; Pollution control; Beaches; Canada 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, III-2547 

Cleaning agents; Oil wastes; Pollution; Pollution 
control; Beaches 

The Cleaning of Gravel Beaches Polluted by Oil, 
E. H. Owens, III-2539 

Climatology; Ocean engineering; Ocean waves; 
Statistical analysis; Wave height 

An Approach to an Off-Shore Wave Climatology, 
J. A.W. McCulloch, 1-145 

Coastal engineering; Coastal topographic features; 
Continental shelf; Currents (water); Measuring 
instruments; Surf; Waves 

Simultaneous Data System for Instrumenting the 
Shelf, Robert L. Lowe, Douglas L. Inman and 
Birchard M. Brush, 1-95 

Coastal engineering; Computer applications; 
Histograms; Ocean engineering; Ocean waves; 
Spectrum analysis 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 

Coastal engineering; Computer storage devices; 
Satellites (artificial); Vidicons 

Coastal Applications of the ERTS - A Satellite, 
Orville T. Magoon, Douglas M. Pirie and John 
W. Jarman, III-2065 

Coastal engineering; Confidence limits; Ocean 
engineering; Ocean waves; Probability theory; 
Statistical analysis 

Confidence Intervals for Ocean Wave Spectra, 
Leon E. Borgman, 1-237 

Coastal engineering; Currents (water); Hydraulic 
models; Inlets (waterways); Ocean waves; 
Sediment transport; Shear stress 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Coastal engineering; Currents (water); India; Ocean 
waves; Shore protection; Tides; Wajter waves; 
Beaches 

Systematic Study of Coastal Erosion and Defence 
Works in the Southwest Coast of India, N. S- 
Moni, 11-1427 

Coastal engineering; Currents (water); Measuring 
instruments; South Africa; Surf; Waves 

Coastal Engineering Measurements, J. A. 
Zwamborn, K. S. Russell and J. Nicholson, 1-75 

Coastal engineering; Data reduction; Infrared 
scanners; Photography; Remote sensing; Side 
looking radar 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M. 
Pirie, HI-2027 

Coastal engineering; Dikes; Groins (structures); 
History; Shore protection 

The History and Philosophy of Coastal 
Protection, Per Moller Bruun, 1-33 

Coastal engineering; Dispersion; Estuaries; 
Hydrodynamics; Ocean engineering; 
Oceanography; Physical properties; Tidal waters 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 

Coastal engineering; Dredges; Dredging; Littoral 
drift; Quarries; California 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T. Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 

Coastal engineering; Egypt; Estuaries; Field tests; 
Groins (structures); Hydrodynamics; Laboratory 
tests; Mathematical models; Shore protection; 
Beach erosion 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Coastal engineering; Environmental effects; 
Hydrodynamics; Mathematical models; Sewage 
disposal; Sewage sludge; Sludge disposal 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, III-2187 

Coastal engineering; Environmental engineering; 
Monitoring; Ocean waves; Sedimentation; Tides 

Environmental Problems and Monitoring in 
Coastal Waters, Arthur T. Ippen, 1-9 

Coastal engineering; Erosion; Florida; Land use; 
Shore protection; Shores; Beaches 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Coastal engineering; Erosion; Hawaii; Shore 
protection; Beaches 

Hawaiian Beaches, Frans Gerritsen, 11-1257 

Coastal engineering; Erosion; Littoral drift; 
Massachusetts; Sands; Storms; Beach erosion; 
Beaches 

Forms of Erosion and Accretion on Cape Cod 
Beaches, Victor Goldsmith, Joseph M. Colonell 
and Peter N. Turbide, 11-1277 

Coastal engineering; Fetch; Ocean engineering; 
Ocean waves; Spectrum analysis 

The One-Dimensional Wave Spectra at Limited 
Fetch, Hisashi Mitsuyasu, 1-289 
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Coastal engineering; Field tests; Groins (structures); 
Shore protection; Beaches 

Field Tests on Two Permeable Groynes, W. A. 
Price, K. W. Tomlinson and D. H. Willis, II- 
1401 

Coastal engineering; Germany; Hydrodynamics; 
Shore protection; Beaches; Beach nourishment 

Artificial Beach Nourishment on the German 
North Sea Coast, Johann Kramer, IT-1465 

Coastal engineering; Groins (structures); Sands; 
Shore protection; Storms; Wave energy; Beaches; 
California 

Calculated Sand Fills and Groin Systems, John S. 
Hale, 11-1385 

Coastal engineering; Groins (structures); Shore 
protection; Bibliographies 

State of Groin Design and Effectiveness, J. H. 
Balsillie and Dennis W. Berg, 11-1367 

Coastal engineering; Harbors; History; International 
commissions; Water pollution 

Some Comments on Coastal Engineering, M. P. 
O'Brien, 1-3 

Coastal engineering; Harbors; Mathematical models; 
Tidal waters 

The Schematization for Tidal Computations in 
Case of Variable Bottom Shape, J. J. Dronkers, 
III-2369 

Coastal engineering; Hawaii; Hydraulic models; 
Ocean waves; Recreational facilities; Surf; Water 
waves 

Recreational Surfing on Hawaiian Reefs, James R. 
Walker, Robert Q. Palmer and Joseph K. 
Kukea, 111-2597 

Coastal engineering; Hydrodynamics; Ocean waves; 
Oscillations; Surges; Water waves; California 

Surge in the Southeast Basin, Long Beach Harbor, 
Calif., Basil W. Wilson, James A. Hendrickson 
and Juan Jen, III-2617 

Coastal engineering; Ice; Ice loads; Ice pressure; 
Shore protection 

Ice Effects on Coastal Structures, H. R. Kivisild 
and G. D. Ransford, III-1801 

Coastal engineering; Images; Photographic 
techniques; Satellites (artificial); Aerial 
photography 

Sequential Photography of Coastal Water, 
Maynard M. Nichols, 11-747 

Coastal engineering; Infrared cameras; Remote 
sensing; Aerial photography; Aerial reconnaissance 

Coastal Engineering Applications of Aerial 
Remote Sensing, Donald B. Stafford, III-2045 

Coastal engineering; Inlets (waterways); Jetties; 
Littoral drift; Sands; Sedimentation; Tides 

Coastline Changes Near a Tidal Inlet, Emanuel 
Partheniades and James A. Purpura, 11-843 

Coastal engineering; Inlets (waterways); Littoral 
drift; Sedimentation; Stability 

Hydraulics and Sedimentary Stability of Coastal 
Inlets, M. P. O'Brien and Robert G. Dean, II- 
761 

Coastal engineering; Laboratory tests; Mathematical 
models; Shore protection; Beaches 

Predicting Changes in the Plan Shape of Beaches, 
W. A. Price, K. W. Tomlinson and D. H. Willis, 
11-1321 

Coastal engineering; Land use; Pollution control; 
Water quality 

Land Use as a Factor in Coastal Water Quality, 
P. H. McGauhey, III-2091 

Coastal engineering; Littoral drift; Shore protection; 
Water waves; Bays (topographic features) 

Use of Crenulate Shaped Bays to Stabilize Coasts, 
Richard Silvester and Siew-Koon Ho, 11-1347 

Coastal engineering; Measuring instruments; Ocean 
waves; Water waves; Wave height 

Some Results of a Directional Wave Recording 
Station, J. Ploeg, 1-131 

Coastal engineering; Measuring instruments; 
Sampling; Suspended sediments 

Instrument for Long-Term Measurement of 
Suspended Matter (Silt Gauge), Harald Gohren 
and Hans Laucht, 11-1089 

Coastal engineering; Ocean engineering; Ocean 
waves; Spectrum analysis; Wave spectrum 

Non-Stationary Spectrum Analysis of Ocean 
Waves, Mehmet Aziz Tayfun, Cheng Yi Yang 
and George Chia-Chu Hsiao, 1-251 

Coastal engineering; Ocean waves; Offshore 
structures; Wave height; Wave period 

Extreme Wave Conditions in British and Adjacent 
Waters, Laurence Draper, 1-157 

Coastal engineering; Ocean waves; Sands; Shore 
protection; Water waves; Beach erosion 

Coastal Sand Management System, Birchard M. 
Brush, 11-1503 

Coastal engineering; Oil wastes; Water pollution; 
Beaches 

Problems of Oil Pollution on Coastal Waters and 
Beaches, Uwe Carow, III-2533 

Coastal engineering; Spectral determination; Wave 
height; Waves; Canada 

A Discussion of Some Measured Wave Data, J. 
R. Wilson and W. F. Baird, I-I13 

Coastal engineering; Water surface; Water waves; 
Wind (meteorology); Wind pressure; Anemometers 

Wind Stress on a Coastal Water Surface, S. A. 
Hsu, III-2521 

Coastal topographic features; Continental shelf; 
Currents (water); Measuring instruments; Surf; 
Waves; Coastal engineering 

Simultaneous Data System for Instrumenting the 
Shelf, Robert L. Lowe, Douglas L. Inman and 
Birchard M. Brush, 1-95 

Computer applications; Computer programs; 
Dispersion; Estuaries; Tidal waters; Water 
pollution; Water quality 

Computer Studies of Estuary Water Quality, 
Donald O. Hodgins and Michael C. Quick, III- 
2317 

Computer applications; Data acquisition; Hydraulic 
models; Measuring instruments; Photography; 
Tidal waters 

Computer Control and Data Acquisition of a 
Tidal Model, E. R. Funke, III-2387 

Computer applications; Histograms; Ocean 
engineering; Ocean waves; Spectrum analysis; 
Coastal engineering 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 
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Computer applications; Ocean engineering; Surf; 
Wave period; Wave recorders (water waves) 

Period by the Wave Group Method, Warren C. 
Thompson, 1-197 

Computer programs; Dispersion; Estuaries; Tidal . 
waters; Water pollution; Water quality; Computer 
applications 

Computer Studies of Estuary Water Quality, 
Donald O. Hodgins and Michael C. Quick, III- 

'   2317 '       ' 

Computer storage devices; Satellites (artificial); 
Vidicons; Coastal engineering 

Coastal Applications of the ERTS ~ A Satellite, 
Orville T. Magoon, Douglas M. Pirie and John 
W. Jarman, III-2065 

Confidence limits; Ocean engineering; Ocean waves; 
Probability theory; Statistical analysis; Coastal 
engineering 

Confidence Intervals for Ocean Wave Spectra, 
Leon E. Borgman, 1-237, 

Continental shelf; Currents (water); Measuring 
instruments; Surf; Waves; Coastal engineering; 
Coastal topographic features 

Simultaneous Data System for Instrumenting the 
Shelf, Robert L. Lowe, Douglas L. Inman and 
Birchard M. Brush, 1-95 

Continental shelf; Hurricanes; Mathematical models; 
Ocean engineering; Ocean waves; Storm surges 

Revisions to Hurricane Design Wave Practices, 
Charles L. Bretschneider, 1-167 

Convergence; Ocean engineering; Ocean waves; 
Refraction; Water waves; Wave energy 

Wave Refraction Theory in a Convergence Zone, 
Robert W. Whalin, 1-451 

Cooling water; Discharge; Florida; Intakes; Models; 
Numerical analysis; Ocean engineering 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
III-2217 

Currents (water); Drift; Drift indicators; Wave 
generation; Wind pressure 

Wind-Generated Current and Phase Speed of 
Wind Waves, Omar H. Shemdin, 1-537 

Currents (water); Estuaries; Hydraulic models; Tidal 
waters; West Germany; Bed movements 

Elbe Tidal Model with Movable Bed, Hans 
Vollmers and Egon Giese, III-2447 

Currents (w/ater); Field tests; Mathematical models; 
Shallow water; Water waves 

Mathematical Modeling of Large Objects in 
Shallow Water Waves and Uniform Current, 
Hsiang Wang, III-1783 

Currents (water); Field tests; Sediment transport; 
Suspended sediments; Turbulence; Wave energy 

Measurement of Sediment Suspension in 
Combinations of Waves and Currents, J. 
Kirkegaard Jensen and Torben Sorensen, II- 
1097 

Currents (water); Hydraulic models; Inlets      ' 
(waterways); Ocean waves; Sediment transport; 
Shear stress; Coastal engineering 

Modeling Sedimentation at Inlet and Coastal. 
Region, Pang-Mou Lin, 11-883 

Currents (water); Hydraulic models; Interactions; 
Ocean waves; Wave height 

Tidal Inlet Current— Ocean Wave Interaction, 
Lyndell Z. Hales and John B. Herbich, 1-669 

Currents (water); Hydraulic models; Mathematical 
models; Scale effect; Viscosity 

Distorted Modeling of Density Currents, J. J. 
Sharp, III-2329 

Currents (water); Hydraulics; Mathematical models; 
Tidal waters; Venezuela 

Tidal Hydraulics in the Cano Macareo, 
Konstantin Zagustin, Frank D. Masch arid 
Robert J. Brandes, III-2429 

Currents (water); India; Ocean waves; Shore 
protection; Tides; Water waves; Beaches; Coastal 
engineering 

Systematic Study of Coastal,Erosion and Defence 
Works in the Southwest Coast of India, N. S. 
Moni, 11-1427 

Currents (water); Littoral current; Littoral drift; 
Ocean waves; Water waves 

A Gross Longshore Transport Rate Formula,   .. 
Cyril J, Galvin, Jr., 11-953   .   , !. 

Currents (water); Littoral drift; Ocean waves; 
Sediment transport; Surf; Water waves; Wave 
energy 

Distribution of Sediment Transport Across the 
Surf Zone, Edward B. Thornton, II-1049 

Currents (water); Measuring instruments; South 
Africa; Surf; Waves; Coastal engineering 

Coastal Engineering Measurements, J. A. 
Zwamborn, K. S. Russell and J. Nicholson, 1-75 

Currents (water); Measuring instruments; Surf; 
Waves; Coastal engineering; Coastal topographic 
features; Continental shelf 

Simultaneous Data System for Instrumenting the 
Shelf, Robert L. Lowe, Douglas L.'.Trimah and 
Birchard M. Brush,T-95 

Currents (water); Ocean waves; Photogrammetry; 
Surf; Water waves; Aerial surveys 

Field Observations of Nearshore Current System, 
Kiyoshi Horikawa and Tamio Sasaki, 1-635 

Currents (water); Ocean waves; Tidal currents; Wave 
energy; Buoys 

Studies on the Navigation Buoy for Strong Tidal , 
Currents and Large Waves, Shoshichirp Nagai, 
Kazuki Oda and Katsuhiko Kurata, III-1743   , 

Data acquisition; Hydraulic models; Measuring 
instruments; Photography; Tidal waters; Computer 
applications , 

Computer Control and Data Acquisition of a 
Tidal Model, E. R. Funke, III-2387 

Currents (water); Flow measurement; Georgia; Tidal 
waters; Water flow; Water pollution 

Nearshore Currents Southeastern Strait of 
Georgia, M. L. Schwartz* R. C. Fackler, E: A. 
Hoerauf, C. E. Larsen, K. L. Lingbloom and M. 
A. Short, III-2503 

Data reduction; Infrared scanners; Photography; 
Remote sensing; Side looking radar; Coastal 
engineering 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M. 
Pirie, III-2027 
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Diffraction; Finite element method; Harmonic 
analysis; Offshore structures; Refraction; Water 
waves 

Computation of Combined Refraction-Diffraction, 
J. C.W. Bcrkhoff, 1-471 

Diffraction; Numerical analysis; Ocean engineering; 
Ocean waves; Refraction; Wave propagation 

A Method of Numerical Analysis of Wave 
Propagation - Application to Wave Diffraction 
and Refraction, Yoshiyuki Ito and Katsutoshi 
Tanimoto, 1-503 

Diffraction; Ocean engineering; Ocean waves; 
Refraction 

Refraction dc la Houle avec Diffraction Moderee, 
Francis Bicscl, 1-491 

D iff users; Dilution; Mixing; Ocean engineering; 
Outfall sewers; Sewage effluents 

Use of Mixing-Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich,TII-2171 

Dikes; Groins (structures); History; Shore 
protection; Coastal engineering 

The History and Philosophy of Coastal 
Protection, Per Moller Bruun, 1-33 

Dikes; Standing waves; Wave energy; Wave 
equations; Beaches 

Standing Waves in Front of a Sloping Dike, 
Nobuo Shuto, 111-1629 

Dilution; Dispersion; Environmental effects; 
Environmental engineering; Remote sensing; Sea 
water; Thermal power plants; Water cooling; 
Aerial photography 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, 111-2075 

Dilution; Mixing; Ocean engineering; Outfall sewers; 
Sewage effluents; Diffusers 

Use of Mixing Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich, III-2171 

Discharge; Florida; Intakes; Models; Numerical 
analysis; Ocean engineering; Cooling water 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
III-2217 

Dispersion; Environmental effects; Environmental 
engineering; Remote sensing; Sea water; Thermal 
power plants; Water cooling; Aerial photography; 
Dilution 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, III-2075 

Dispersion; Estuaries; Great Britain; Mixing; 
Monitoring; Saline water systems; Salinity 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, 111-2153 

Dispersion; Estuaries; Hydrodynamics; Ocean 
engineering; Oceanography; Physical properties; 
Tidal waters; Coastal engineering 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 

Dispersion; Estuaries; Mathematical models; Saline 
water intrusion; Tidal waters; Virginia 

A Mathematical Model for Salinity Intrusion, A. 
Y. Kuo and C. S. Fang, III-2265 

Dispersion; Estuaries; Tidal waters; Water pollution; 
Water quality; Computer applications; Computer 
programs 

Computer Studies of Estuary Water Quality, 
Donald O. Hodgins and Michael C. Quick, III- 
2317 

Dispersion; Marine bacteria; Ocean engineering; 
Sewage effluents; Wastewater (pollution); Biota 

Effects of Wastewaters on Marine Biota, Wheeler 
J. North, 111-2099 

Dolphins (structures); Wave dispersion; Wave 
energy; Wave equations; Wave spectrum 

Wave Force on a Vessel Tied at Offshore 
Dolphins, Yoshimi Goda and Tomotsuka 
Yoshimura, III-1723 

Drag; Graphs (charts); Hurricanes; Platforms; 
Pressure; Wave energy; Wave equations 

Wave Force on a Platform with a Ribbed Bottom, 
Keith H. Denson and Melville S. Priest, III- 
1759 

Dredges; Dredging; Environmental effects; 
Environmental engineering; Aerial photography; 
California 

San Francisco Bar Dredge Material Disposal, 
Richard M. Ecker and John F. Sustar, 11-913 

Dredges; Dredging; Littoral drift; Quarries; 
California; Coastal engineering 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T. Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 

Dredging; Environmental effects; Environmental 
engineering; Aerial photography; California; 
Dredges 

San Francisco Bar Dredge Material Disposal, 
Richard M. Ecker and John F. Sustar, 11-913 

Dredging; Littoral drift; Quarries; California; 
Coastal engineering; Dredges 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T. Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 

Drift; Drift indicators; Wave generation; Wind 
pressure; Currents (water) 

Wind-Generated Current and Phase Speed of 
Wind Waves, Omar H. Shemdin, 1-537 

Drift indicators; Wave generation; Wind pressure; 
Currents (water); Drift 

Wind-Generated Current and Phase Speed of 
Wind Waves, Omar H. Shemdin, 1-537 

Dunes; Dune sands; Erosion; Storms; Water waves 
Dune Erosion During Storm Conditions, T. 

Edelman, 11-1305 

Dunes; Hydraulic models; Tides; Water waves; Bed 
load; Bedload movement 

On the Geometrically Similar Reproduction of 
Dunes in a Tidal Model with Movable Bed, M. 
S! Yalin, 11-1143 

Dunes; Roughness (hydraulic); Sands; Suspended 
sediments; Water waves; Bedload movement 

Phase Dependent Roughness Control of Sand 
Movement, Douglas L. Inman and Edward B. 
Tunstall, 11-1155 

Dune sands; Erosion; Storms; Water waves; Dunes 
Dune Erosion During Storm Conditions, T. 

Edelman, IT 1305 
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Egypt; Estuaries; Field tests; Groins (structures); 
Hydrodynamics; Laboratory tests; Mathematical 
models; Shore protection; Beach erosion; Coastal 
engineering 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarck, 11-1409 

Energy dissipation; Hydraulic models; Tests; Wave 
dispersion; Wave energy; Wave height 

Dissipation of Wave Energy due to Opposing 
Current, Toshio Iwasaki and Michio Sato, 1-605 

Energy transfer; Hydraulic models; Water waves; 
Wave energy; Wave height 

Energy Transfer Mechanism for Finite Amplitude 
Waves, Konslantin Zagustin, [-523 

Environmental effects; Environmental engineering; 
Aerial photography; California; Dredges; Dredging 

San Francisco Bar Dredge Material Disposal, 
Richard M. Eckcr and John F. Sustar, 11-913 

Environmental effects; Environmental engineering; 
Estuaries; Industrial wastes; Sewage treatment; 
West Germany 

Industrial Sewage in the Wcscr Estuary, Guntcr 
Luck, 111-2137 

Erosion; Flood control; Littoral drift; Shore 
protection; Soil mechanics; Canada 

La Protection des Plages du Littoral du Lac Saini- 
Jcan, Richard Bolvin and Yvon Cousincau. 11- 
1485 

Erosion; Florida; Land use; Shore protection; 
Shores; Beaches; Coastal engineering 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Erosion; Hawaii; Shore protection; Beaches; Coastal 
engineering 

Hawaiian Beaches, Frans Gcrritsen, 11-1257 

Erosion; Hydraulic models; Shore protection; Water 
waves; Wave energy; Bedload movement 

Movable-Bed Model Studies of Perched Beach 
Concept, C. E. Chatham, Jr., 11-1197 

Erosion; Littoral drift; Massachusetts; Sands; 
Storms; Beach erosion; Beaches; Coastal 
engineering 

Forms of Erosion and Accretion on Cape Cod 
Beaches, Victor Goldsmith, Joseph M. Colonell 
and Peter N. Turbide, 11-1277 

Environmental effects; Environmental engineering; 
Monitoring; Sewage bacteria; Sewage effluents; 
Wastewater (pollution); Canada 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlcpagc, 111-2117 

Environmental effects; Environmental engineering; 
Remote sensing; Sea water; Thermal power plants; 
Water cooling; Aerial photography; Dilution; 
Dispersion 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, III-2075 

Environmental effects; Hydrodynamics; 
Mathematical models; Sewage disposal; Sewage 
sludge; Sludge disposal; Coastal engineering 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, 111-2187 

Environmental engineering; Aerial photography; 
California; Dredges; Dredging; Environmental 
effects 

San Francisco Bar Dredge Material Disposal, 
Richard M. Ecker and John F. Sustar, 11-913 

Erosion; Littoral drift; Sedimentation; Sediment 
transport; Water waves; Waves 

Transport Littoral:   Essais et Calculs, J. P. Epetit, 
11-971 

Erosion; Littoral drift; Stability; Texas; Tidal 
waters; Tides 

Character and Stability of a Natural Tidal Inlet, 
Curtis Mason and Robert M. Sorensen, 11-781 

Erosion; Ocean waves; Water waves; Beach erosion; 
Beaches; Beach nourishment 

On the Formation of Spiral Beaches, Paul H. 
LeBlond, 11-1331 

Erosion; Refraction; Water waves; Wave energy; 
Beaches; Canada 

Beach Changes and Wave Conditions, New 
Brunswick, S. Brian McCann and Edward A. 
Bryant, 11-1293 

Erosion; Storms; Water waves; Dunes; Dune sands 
Dune Erosion During Storm Conditions, T. 

Edelman, 11-1305 

Environmental engineering; Estuaries; Industrial 
wastes; Sewage treatment; West Germany; 
Environmental effects 

Industrial Sewage in the Weser Estuary, Gunter 
Luck, III-2137 

Environmental engineering; Monitoring; Ocean 
waves; Sedimentation; Tides; Coastal engineering 

Environmental Problems and Monitoring in 
Coastal Waters, Arthur T. Ippen, 1-9 

Environmental engineering; Monitoring; Sewage 
bacteria; Sewage effluents; Wastewater (pollution); 
Canada; Environmental effects 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlepage, III-2117 

Environmental engineering; Remote sensing; Sea 
water; Thermal power plants; Water cooling; 
Aerial photography; Dilution; Dispersion; 
Environmental effects 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, III-2075 

Estuaries; Field tests; Groins (structures); 
Hydrodynamics; Laboratory tests; Mathematical 
models; Shore protection; Beach erosion; Coastal 
engineering; Egypt 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, H-1409 

Estuaries; Great Britain; Mixing; Monitoring; Saline 
water systems; Salinity; Dispersion 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, III-2153 

Estuaries; Hydraulic models; Mathematical models; 
Tidal waters; Water waves 

Mathematical and Hydraulic Models of Tidal 
Waves, Jurgen Sundermann and Hans Vollmers, 
III-2413 

Estuaries; Hydraulic models; Navigable canals; Tidal 
waters; Bedload movement; Bed movements 

Field and Laboratory Studies:   Navigation 
Channels of the Columbia River Estuary, M. P. 
O'Brien, III-2465 
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Estuaries; Hydraulic models; Netherlands; Saline 
water intrusion; Silting; Tidal waters 

Experiences with Tidal Salinity Model Europoort, 
A. J. van Rees, P. van der Kuur and H. J. 
Stroband, III-2345 

Estuaries; Hydraulic models; Tidal waters; West 
Germany; Bed movements; Currents (water) 

Elbe Tidal Model with Movable Bed, Hans 
Vollmers and Egon Giese, III-2447 

Estuaries; Hydrodynamics; Ocean engineering; 
Oceanography; Physical properties; Tidal waters; 
Coastal engineering; Dispersion 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, 111-2197 

Estuaries; Industrial wastes; Sewage treatment; 
West Germany; Environmental effects; 
Environmental engineering 

Industrial Sewage in the Weser Estuary, Gunter 
Luck, III-2137 

Experimentation; Water waves; Wave dispersion; 
Wave energy; Wave height; Waves; Absorption 

Discontinuous Composite Wave Absorber Studies, 
Anthony R. Fallon, III-1903 

Fetch; Ocean engineering; Ocean waves; Spectrum 
analysis; Coastal engineering 

The One-Dimensional Wave Spectra at Limited 
Fetch, Hisashi Mitsuyasu, 1-289 

Field tests; Groins (structures); Hydrodynamics; 
Laboratory tests; Mathematical models; Shore 
protection; Beach erosion; Coastal engineering; 
Egypt; Estuaries 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Field tests; Groins (structures); Shore protection; 
Beaches; Coastal engineering 

Field Tests on Two Permeable Groynes, W. A. 
Price, K. W. Tomlinson and D. H. Willis, II- 
1401 

Estuaries; Mathematical models; Models; Numerical 
analysis; Sediment transport; Water pollution 
effects 

A Numerical Model of Estuarine Pollutant 
Transport, Hugo B. Fischer, III-2255 

Estuaries; Mathematical models; Numerical analysis; 
Tidal waters 

A Numerical Model of the St. Lawrence River, 
David Prandle, III-2281 

Estuaries; Mathematical models; Saline water 
intrusion; Tidal waters; Virginia; Dispersion 

A Mathematical Model for Salinity Intrusion, A. 
Y. Kuo and C. S. Fang, III-2265 

Estuaries; Mathematical models; Saline water 
intrusion; Tidal waters; Water circulation 

Analytical Modeling of Estuarine Circulation, 
John S. Fisher, John D. Ditmars and Donald 
R.F. Harleman, III-2297 

Estuaries; Mathematical models; Tidal waters; 
Water waves; Wave equations 

Deformation of Tidal Waves in Shallow Estuaries, 
Calude Marche and Hans-Werner Partenscky, 
III-2395 

Estuaries; Ocean engineering; Shallow water; Water 
waves; Wave height; Wave recorders (water 
waves); Wave spectrum 

Shallow Water Wave Characteristics, Winfried 
Siefert, 1-329 

Estuaries; Sedimentation; Sediment transport; Tidal 
waters; Wind pressure; Canada 

Sediment Budget of the Lower Fraser River, Nick 
Tywoniuk, 11-1105 

Estuaries; Tidal waters; Water pollution; Water 
quality; Computer applications; Computer 
programs; Dispersion 

Computer Studies of Estuary Water Quality, 
Donald O. Hodgins and Michael C. Quick, III- 
2317 

Excitation; Harbors; Offshore structures; Seiches; 
Water waves 

Excitation of Waves Inside a Bottomless Harbor, 
Noboru Sakuma, Johannes Buhler and R. L. 
Wiegel, III-2005 

Field tests; Hydraulic models; Sands; Shore 
protection; Beaches; Beach nouiishment; Brazil 

Artificial Nourishment of Copacabana Beach, 
Daniel Vera-Cruz, 11-1451 

Field tests; Hydrodynamics; Mathematical models; 
Wave generation; Wave recorders (water waves) 

Rip-Currents, Edward K. Noda, 1-653 

Field tests; Laboratory tests; Littoral drift; Ocean 
waves; Sampling; Sediment transport; Surf; 
Suspended sediments; Water waves 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 

Field tests; Laboratory tests; Littoral drift; Ocean 
waves; Sediment transport; Suspended sediments; 
Water waves 

Suspended Sediment and Longshore Sediment 
Transport Data Review, Madan M. Das, 11-1027 

Field tests; Laboratory tests; Ocean waves; Shingles; 
Tracers; Water waves; Bedload movement 

The Measurement of Offshore Shingle Movement, 
M. J. Crickmore, C. B. Waters and W. A. Price, 
11-1005 

Field tests; Mathematical models; Shallow water; 
Water waves; Currents (water) 

Mathematical Modeling of Large Objects in 
Shallow Water Waves and Uniform Current, 
Hsiang Wang, III-1783 

Field tests; Sediment transport; Suspended 
sediments; Turbulence; Wave energy; Currents 
(water) 

Measurement of Sediment Suspension in 
Combinations of Waves and Currents, J. 
Kirkegaard Jensen and Torben Sorensen, II- 
1097 

Filters; Groins (structures); Rubble mounds; Shore 
protection; Wave dispersion; Wave energy; 
Breakwaters 

Design of Filter System for Rubble-Mound 
Structures, Theodore T. Lee, III-1917 

Finite element method; Harmonic analysis; Offshore 
structures; Refraction; Water waves; Diffraction 

Computation of Combined Refraction-Diffraction, 
J. C.W. Berkhoff, 1-471 
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Finite element method; Rock fills; Wave dispersion; 
Wave energy 

Wave Energy Dissipation in.Rockfill, John A. , 
McCorquodale, IIM885 

Flood control; Littoral drift; Shore protection; Soil 
mechanics; Canada; Erosion 

La Protection des Plages du Littoral du Lac Saint- 
Jean, Richard Bolvin and Yvon Cousineau, II- 
1485 

Florida; Intakes; Models; Numerical analysis; Ocean 
engineering; Cooling water; Discharge 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
HI-2217 

Florida; Land use; Shore protection; Shores; 
Beaches; Coastal engineering; Erosion 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Flow measurement; Georgia; Tidal waters; Water 
flow; Water pollution; Currents (water) 

Nearshore Currents Southeastern Strait of 
Georgia, M. L- Schwartz, R. C. Fackler, E. A. 
Hoerauf, C. E. Larsen, K. L. Lingbloom and M. 
A. Short, III-2503 

Flow rate; Fluid flow; Froude number; 
Hydrodynamics; Oil wastes; Viscosity 

Containing Oil Slicks in Flows of Finite Depth, 
D. L. Wilkinson, III-2567 

Fluid flow; Froude number; Hydrodynamics; Oil 
wastes; Viscosity; Flow rate 

Containing Oil Slicks in Flows of Finite Depth, 
D. L. Wilkinson, 01-2567 

Fluids; Force; Hydrodynamics; Pressure; Wave 
equations; Waves 

Fluid Force on Accelerating Bodies, Wallis S. 
Hamilton, III-1767 

Flumes; Hydraulic models; Simulation; Water waves; 
Wave generation 

Waves Induced by Non-Permanent Paddle 
Movements, C. Campos Moraes, F. Silveira 
Ramos and M. Mendes de Carvalho, 1-707 

Flumes; Laboratory tests; Ocean waves; Wave 
energy; Bed forms; Bedload movement 

Experiments on Bed Form Generation by Wave 
Action, G. R. Mogridge and J. William 
Kamphuis, 11-1123 

Flushing; Hydraulic models; Laboratory tests; 
Marinas; Tidal waters; Water pollution; Water 
quality 

Flushing Characteristics of Small-Boat Marinas, 
Ronald E. Nece and E. P. Richey, III-2489 

Force; Hydrodynamics; Pressure; Wave equations; 
Waves; Fluids 

Fluid Force on Accelerating Bodies, Wallis S. 
Hamilton, III-1767 

Forecasting; Hydroelectric power; Ocean 
engineering; Storm surges; Canada 

A Preliminary Study of Storm Surges in Hudson 
Bay, K. B. Yuen and T. S. Murty, 1-215 

Frequencies; Ocean waves; Wave recorders (water 
waves); Wave spectrum 

Structure of Sea Wave Frequency Spectrum, S. S. 
Strgalov, V. P. Tsyploukhin and S. T. Masset, I- 
307 

Froude number; Hydrodynamics; Oil wastes; 
Viscosity; Flow rate; Fluid flow 

Containing Oil Slicks in Flows of Finite Depth, 
D. L. Wilkinson, 111-2567 

Georgia; Tidal waters; Water flow; Water pollution; 
Currents (water); Flow measurement 

Nearshore Currents Southeastern Strait, of 
Georgia, M. L. Schwartz, R. C. Fackler, E. A. 
Hoerauf, C. E. Larsen, K. L. Lingbloom and M. 
A. Short, III-2503 

Germany; Hydrodynamics; Shore protection; 
Beaches; Beach nourishment; Coastal engineering 

Artificial Beach Nourishment on the German 
North Sea Coast, Johann Kramer, 11-1465 

Graphs (charts); Hurricanes; Platforms; Pressure; 
Wave energy; Wave equations; Drag 

Wave Force on a Platform with a Ribbed Bottom, 
Keith H. Denson. and Melville S. Priest, III- 
1759 

Great Britain; Mixing; Monitoring; Saline water 
systems; Salinity; Dispersion; Estuaries 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Wilhams,III-2153 

Groins (structures); History; Shore protection; 
Coastal engineering; Dikes 

The History and Philosophy of Coastal 
Protection, Per Moller Bruun, 1-33 

Groins (structures); Hydrodynamics; Laboratory 
tests; Mathematical models; Shore protection; 
Beach erosion; Coastal engineering; Egypt; 
Estuaries; Field tests 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Groins (structures); Ocean waves; Shore protection; 
Storms; Water waves; Waves; Beaches 

New Designs for Beach Protection Structures, G. 
D. Khaskhachikh, G. A. Tsaturiyart and Ya. S. 
Shulgin, III-1675 

Groins (structures); Rubble mounds; Shore 
protection; Wave dispersion; Wave energy; 
Breakwaters; Filters 

Design of Filter System for Rubble-Mound 
Structures, Theodore T. Lee, III-1917 

Groins (structures); Sands; Shore protection; 
Storms; Wave energy; Beaches; California; Coastal 
engineering 

Calculated Sand Fills and Groin Systems, John S. 
Hale, 11-1385 

Groins (structures); Shore protection; Beaches; 
Coastal engineering; Field tests 

Field Tests on Two Permeable Groynes, W. A. 
Price, K. W. Tomlinson and D. H. Willis, II- 
1401" ... ,       7 

Groins (structures); Shore protection; 
Bibliographies; Coastal engineering 

State of Groin Design and Effectiveness, J. H. 
Balsillie and Dennis W. Berg, 11-1367 

Harbors; History; International commissions; Water 
pollution; Coastal engineering 

Some Comments on Coastal Engineering, M. P- 
O'Brien, 1-3 
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Harbors; Mathematical models; Tidal waters; 
Coastal engineering 

The Sehcmatization for Tidal Computations in 
Case of Variable Bottom Shape. J. J. Dronkers. 
111-2369 

Harbors; Offshore structures; Seiches; Water waves; 
Excitation 

Excitation of Waves Inside a Bottomless Harbor, 
Noboru Sakuma, Johannes Buhlcr and R. L. 
Wiegel, III-2005 

Harmonic analysis; Offshore structures; Refraction; 
Water waves; Diffraction; Finite element method 

Computation of Combined Refraction-Diffraction, 
J. C.W. Berkhoff, 1-471 

Hawaii; Hydraulic models; Ocean waves; 
Recreational facilities; Surf; Water waves; Coastal 
engineering 

Recreational Surfing on Hawaiian Reefs, James R. 
Walker, Robert Q. Palmer and Joseph K. 
Kukea, 111-2597 

Hawaii; Shore protection; Beaches; Coastal 
engineering; Erosion 

Hawaiian Beaches, Frans Gerritsen, 11-1257 

Histograms; Ocean engineering; Ocean waves; 
Spectrum analysis; Coastal engineering; Computer 
applications 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 

Histograms; Ocean engineering; Ocean waves; 
Statistical analysis; Wave recorders (water waves); 
Wave spectrum 

Methodes dc Mesure et Traitement dc la Houle, 
Rene Bonnefille, 1-315 

History; International commissions; Water pollution; 
Coastal engineering; Harbors 

Some Comments on Coastal Engineering, M. P. 
O'Brien, 1-3 

History; Shore protection; Coastal engineering; 
Dikes; Groins (structures) 

The History and Philosophy of Coastal 
Protection, Per Moller Bruun, 1-33 

Hurricanes; Mathematical models; Ocean 
engineering; Ocean waves; Storm surges; 
Continental shelf 

Revisions to Hurricane Design Wave Practices, 
Charles L. Bretschneider, 1-167 

Hurricanes; Platforms; Pressure; Wave energy; Wave 
equations; Drag; Graphs (charts) 

Wave Force on a Platform with a Ribbed Bottom, 
Keith H. Denson and Melville S. Priest, III- 
1759 

Hydraulic models; Inlets (waterways); Ocean waves; 
Sediment transport; Shear stress; Coastal 
engineering; Currents (water) 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Hydraulic models; Interactions; Ocean waves; Wave 
height; Currents (water) 

Tidal Inlet Current — Ocean Wave Interaction, 
Lyndell Z. Hales and John B. Herbich, 1-669 

Hydraulic models; Laboratory tests; Marinas; Tidal 
waters; Water pollution; Water quality; Flushing 

Flushing Characteristics of Small-Boat Marinas, 
Ronald E. Nece and E. P. Richey, III-2489 

Hydraulic models; Laboratory tests; Scale effect; 
Water waves; Bedload movement 

Scale Selection for Mobile Bed Wave Models, J. 
William Kamphuis, 11-1173 

Hydraulic models; Laboratory tests; Sedimentation; 
Suspended sediments; Bedload movement 

Similarity of Equilibrium Beach Profiles, M. J. 
Paul, J. William Kamphuis and A. Brebner, II- 
1217 

Hydraulic models; Laboratory tests; Water waves; 
Wave height; Breakwaters 

Consideration on Factors in Breakwater Model 
Tests, Yvon Ouellet, III-1809 

Hydraulic models; Littoral drift; Ocean waves; 
Water waves; Wave generation 

The Spiral Wavemaker for Littoral Drift Studies, 
Robert A. Dalrymple and Robert G. Dean, I- 
689 

Hydraulic models; Mathematical models; Scale 
effect; Viscosity; Currents (water) 

Distorted Modeling of Density Currents, J. J. 
Sharp, 111-2329 

Hydraulic models; Mathematical models; Tidal 
waters; Water waves; Estuaries 

Mathematical and Hydraulic Models of Tidal 
Waves, Jurgen Sundermann and Hans Vollmers, 
ISI-2413 

Hydraulic models; Measuring instruments; 
Photography; Tidal waters; Computer applications; 
Data acquisition 

Computer Control and Data Acquisition of a 
Tidal Model, E. R. Funke, III-2387 

Hydraulic models; Navigable canals; Tidal waters; 
Bedload movement; Bed movements; Estuaries 

Field and Laboratory Studies:   Navigation 
Channels of the Columbia River Estuary, M. P. 
O'Brien, 111-2465 

Hydraulic models; Netherlands; Saline water 
intrusion; Silting; Tidal waters; Estuaries 

Experiences with Tidal Salinity Model Europoort, 
A. J. van Rees, P. van der Kuur and H. J. 
Stroband, Hl-2345 

Hydraulic models; Ocean engineering; Ocean waves; 
Surface tension; Water waves; Wave height 

The Role of Surface Tension in Breaking Waves, 
Robert L. Miller, 1-433 

Hydraulic models; Ocean engineering; Ocean waves; 
Water waves; Wave recorders (water waves); Wind 
pressure 

Horizontal and Vertical Water Particle Velocities 
Induced by Waves, Yoshito Tsuchiya and 
Masataka Yamaguchi, 1-555 

Hydraulic models; Ocean waves; Recreational 
facilities; Surf; Water waves; Coastal engineering; 
Hawaii 

Recreational Surfing on Hawaiian Reefs, James R. 
Walker, Robert Q. Palmer and Joseph K. 
Kukea, III-2597 

Hydraulic models; Sands; Shore protection; Beaches; 
Beach nourishment; Brazil; Field tests 

Artificial Nourishment of Copacabana Beach, 
Daniel Vera-Cruz, 11-1451 



2690 COASTAL ENGINEERING 

Hydraulic models; Shore protection; Water waves; 
Wave energy; Bedload movement; Erosion 

Movable-Bed Model Studies of Perched Beach 
Concept, C. E. Chatham, Jr., [1-1197 

Hydraulic models; Simulation; Water waves; Wave 
generation; Flumes 

Waves Induced by Non-Permanent Paddle 
Movements, C. Campos Moraes, F. Silveira 
Ramos and M. Mendes de Carvalho, 1-707 

Hydraulic models; Tests; Wave dispersion; Wave 
energy; Wave height; Energy dissipation 

Dissipation of Wave Energy due to Opposing 
Current, Toshio Iwasaki and Michio Sato, 1-605 

Hydraulic models; Tidal waters; West Germany; Bed 
movements; Currents (water); Estuaries 

Elbe Tidal Model with Movable Bed, Hans 
Vollmers and Egon Giese, 111-2447 

Hydraulic models; Tides; Water waves; Bed load; 
Bedload movement; Dunes 

On the Geometrically Similar Reproduction of 
Dunes in a Tidal Model with Movable Bed, M. 
S. Yalin, 11-1143 

Hydraulic models; Water waves; Wave energy; Wave 
height; Energy transfer 

Energy Transfer Mechanism for Finite Amplitude 
Waves, Konstantin Zagustin, 1-523 

Hydraulic models; Water waves; Wave energy; 
Waves; Bedload movement 

Failure of Submarine Slopes Under Wave Action, 
R. J. Mitchell, K. K. Tsui and D. A. Sangrey, 
11-1515 

Hydraulics; Mathematical models; Tidal waters; 
Venezuela; Currents (water) 

Tidal Hydraulics in the Cano Macareo, 
Konstantin Zagustin, Frank D. Masch and 
Robert J. Brandes, III-2429 

Hydrodynamics; Laboratory tests; Mathematical 
models; Shore protection; Beach erosion; Coastal 
engineering; Egypt; Estuaries; Field tests; Groins 
(structures) 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Hydrodynamics; Mathematical models; Sewage 
disposal; Sewage sludge; Sludge disposal; Coastal 
engineering; Environmental effects 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, IH-2187 

Hydrodynamics; Mathematical models; Wave 
generation; Wave recorders (water waves); Field 
tests 

Rip-Currents, Edward K. Noda, 1-653 

Hydrodynamics; Ocean engineering; Oceanography; 
Physical properties; Tidal waters; Coastal 
engineering; Dispersion; Estuaries 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 

Hydrodynamics; Ocean waves; Oscillations; Surges; 
Water waves; California; Coastal engineering 

Surge in the Southeast Basin, Long Beach Harbor, 
Calif., Basil W. Wilson, James A. Hendrickson 
and Juan Jen, IH-2617 

Hydrodynamics; Oil wastes; Pollution; Pollution 
control; Beaches; Canada; Cleaning agents 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, III-2547 

Hydrodynamics; Oil wastes; Viscosity; Flow rate; 
Fluid flow; Froude number 

Containing Oil Slicks in Flows of Finite Depth, 
D. L. Wilkinson, III-2567 

Hydrodynamics; Pressure; Wave equations; Waves; 
Fluids; Force 

Fluid Force on Accelerating Bodies, Wallis S. 
Hamilton, III-1767 

Hydrodynamics; Shore protection; Beaches; Beach 
nourishment; Coastal engineering; Germany 

Artificial Beach Nourishment on the German 
North Sea Coast, Johann Kramer, 11-1465 

Hydroelectric power; Ocean engineering; Storm 
surges; Canada; Forecasting 

A Preliminary Study of Storm Surges in Hudson 
Bay, K. B. Yuen and T. S. Murty, 1-215 

Hydromechanics; Lagoons (ponds); Models; 
Numerical analysis; Water flow 

A Numerical Model for the Hydrodynamics of 
Lagoons, J. van de Kreeke, III-2241 

Hydromechanics; Standing waves; Surge waves; 
Wave energy; Wave equations; Wave height 

Pressure Upon Vertical Wall from Standing 
Waves, V. K. Shtencel, III-1649 

Ice; Ice loads; Ice pressure; Shore protection; 
Coastal engineering 

Ice Effects on Coastal Structures, H. R. Kivisild 
and G. D. Ransford, III-1801 

Ice loads; Ice pressure; Shore protection; Coastal 
engineering; Ice 

Ice Effects on Coastal Structures, H. R. Kivisild 
and G. D. Ransford, III-1801 

Ice pressure; Shore protection; Coastal engineering; 
Ice; Ice loads 

Ice Effects on Coastal Structures, H. R. Kivisild 
and G. D. Ransford, III-1801 

Images; Photographic techniques; Satellites 
(artificial); Aerial photography; Coastal 
engineering 

Sequential Photography of Coastal Water, 
Maynard M. Nichols, 11-747 

India; Ocean waves; Shore protection; Tides; Water 
waves; Beaches; Coastal engineering; Currents 
(water) 

Systematic Study of Coastal Erosion and Defence 
Works in the Southwest Coast of India, N. S. 
Moni, 11-1427 

Industrial wastes; Sewage treatment; West Germany; 
Environmental effects; Environmental engineering; 
Estuaries 

Industrial Sewage in the Weser Estuary, Gunter 
Luck, III-2137 

Infrared cameras; Remote sensing; Aerial 
photography; Aerial reconnaissance; Coastal 
engineering 

Coastal Engineering Applications of Aerial 
Remote Sensing, Donald B. Stafford, III-2045 

Infrared scanners; Photography; Remote sensing; 
Side looking radar; Coastal engineering; Data 
reduction 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M. 
Pirie, HI-2027 
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Inlets (waterways); Jetties; Littoral drift; Sands; 
Sedimentation; Tides; Coastal engineering 

Coastline Changes Near a Tidal Inlet, Emanuel 
Parthcniadcs and James A. Purpura, 11-843 

Inlets (waterways); Littoral drift; Sedimentation; 
Stability; Coastal engineering 

Hydraulics and Sedimentary Stability of Coastal 
Inlets, M P. O'Brien and Robert G. Dean, II- 
761 

Inlets (waterways); Ocean waves; Sediment 
transport; Shear stress; Coastal engineering; 
Currents (water); Hydraulic models 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Inlets (waterways); Sedimentation; Sediment 
transport; Tidal currents 

Sediment Transport in a Tidal Inlet, John R. 
Rittcr, 11-823 

Inlets (waterways); Sediment transport; Suspended 
sediments; Tidal waters; Water flow 

Sand Transport During Closure of Tidal Channels, 
J. N. Svasck, J. H.J. Terwindt and A. W. 
Walther, 11-865 

Intakes; Models; Numerical analysis; Ocean 
engineering; Cooling water; Discharge; Florida 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
111-2217 

Laboratory tests; Mathematical models; Shore 
protection; Beach erosion; Coastal engineering; 
Egypt; Estuaries; Field tests; Groins (structures); 
Hydrodynamics 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Laboratory tests; Mathematical models; Shore 
protection; Beaches; Coastal engineering 

Predicting Changes in the Plan Shape of Beaches, 
W. A. Price, K. W. Tomlinson and D. H. Willis, 
11-1321 

Laboratory tests; Ocean waves; Shingles; Tracers; 
Water waves; Bedload movement; Field tests 

The Measurement of Offshore Shingle Movement, 
M. J. Crickmore, C. B. Waters and W. A. Price, 
11-1005 

Laboratory tests; Ocean waves; Wave energy; Bed 
forms; Bedload movement; Flumes 

Experiments on Bed Form Generation by Wave 
Action, G. R. Mogridge and J. William 
Kamphuis, II-l 123 

Laboratory tests; Pipelines; Underwater pipelines; 
Wave energy; Wave height 

Wave Forces on Submerged Pipe Lines, Ernest F. 
Brater and Roger Wallace, III-1703 

Laboratory tests; Porous materials; Wave dispersion; 
Wave energy; Wave height; Wave recorders (water 
waves) 

Scale Effects of Wave Transmission Through 
Permeable Structures, Richard C. Delmonte, III- 
1867 

Interactions; Laboratory tests; Water waves; 
Beaches 

Equilibrium Conditions in Beach Wave 
Intcractioe, H. Raman and John J. 
Earattupuzha, 11-1237 

Interactions; Ocean waves; Wave height; Currents 
(water); Hydraulic models 

Tidal Inlet Current — Ocean Wave Interaction, 
Lyndell Z. Hales and John B. Herbich, 1-669 

International commissions; Water pollution; Coastal 
engineering; Harbors; History 

Some Comments on Coastal Engineering, M. P. 
O'Brien, 1-3 

Jetties; Littoral drift; Sands; Sedimentation; Tides; 
Coastal engineering; Inlets (waterways) 

Coastline Changes Near a Tidal Inlet, Emanuel 
Partheniades and James A. Purpura, 11-843 

Laboratory tests; Littoral drift; Ocean waves; 
Sampling; Sediment transport; Surf; Suspended 
sediments; Water waves; Field tests 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 

Laboratory tests; Littoral drift; Ocean waves; 
Sediment transport; Suspended sediments; Water 
waves; Field tests 

Suspended Sediment and Longshore Sediment 
Transport Data Review, Madan M. Das, 11-1027 

Laboratory tests; Marinas; Tidal waters; Water 
pollution; Water quality; Flushing; Hydraulic 
models 

Flushing Characteristics of Small-Boat Marinas, 
Ronald E. Nece and E. P. Richey, NI-2489 

Laboratory tests; Scale effect; Water waves; Bedload 
movement; Hydraulic models 

Scale Selection for Mobile Bed Wave Models, J. 
William Kamphuis, 11-3173 

Laboratory tests; Sedimentation; Suspended 
sediments; Bedload movement; Hydraulic models 

Similarity of Equilibrium Beach Profiles, M. J. 
Paul, J. William Kamphuis and A. Brebner, II- 
1217 

Laboratory tests; Water waves; Beaches; 
Interactions 

Equilibrium Conditions in Beach Wave 
Interactioe, H. Raman and John J. 
Earattupuzha, 11-1237 

Laboratory tests; Water waves; Wave height; 
Breakwaters; Hydraulic models 

Consideration on Factors in Breakwater Model 
Tests, Yvon Ouellet, III-1809 

Lagoons (ponds); Models; Numerical analysis; Water 
flow; Hydromechanics 

A Numerical Model for the Hydrodynamics of 
Lagoons, J. van de Kreeke, III-2241 

Land use; Pollution control; Water quality; Coastal 
engineering 

Land Use as a Factor in Coastal Water Quality, 
P. H. McGauhey, III-2091 

Land use; Shore protection; Shores; Beaches; 
Coastal engineering; Erosion; Florida 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Littoral current; Littoral drift; Ocean waves; Water 
waves; Currents (water) 

A Gross Longshore Transport Rate Formula, 
Cyril J. Galvin, Jr., 11-953 
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Littoral current; Littoral drift; Photographic 
techniques; Aerial photography 

Time-Interval Photography of Littoral 
Phenomena, Dennis W. Berg and Eugene F. 
Hawley, 11-725 

Littoral current; Littoral zone; Ocean waves; Water 
waves 

Edge Waves and the Littoral Environment, 
Anthony J. Bowen, 11-1313 

Littoral drift; Massachusetts; Sands; Storms; Beach 
erosion; Beaches; Coastal engineering; Erosion 

Forms of Erosion and Accretion on Cape Cod 
Beaches, Victor Goldsmith, Joseph M. Colonell 
and Peter N. Turbide, 11-1277 

Littoral drift; Ocean waves; Sampling; Sediment 
transport; Surf; Suspended sediments; Water 
waves; Field tests; Laboratory tests 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 

Littoral drift; Ocean waves; Sediment transport; 
Surf; Water waves; Wave energy; Currents (water) 

Distribution of Sediment Transport Across the 
Surf Zone, Edward B. Thornton, 11-1049 

Littoral drift; Ocean waves; Sediment transport; 
Suspended sediments; Water waves; Field tests; 
Laboratory tests 

Suspended Sediment and Longshore Sediment 
Transport Data Review, Madan M. Das, 11-1027 

Littoral drift; Ocean waves; Water waves; Currents 
(water); Littoral current 

A Gross Longshore Transport Rate Formula, 
Cyril J. Galvin, Jr., 11-953 

Littoral drift; Ocean waves; Water waves; Wave 
generation; Hydraulic models 

The Spiral Wavemaker for Littoral Drift Studies, 
Robert A, Dalrymple and Robert G. Dean, I- 
689 

Littoral drift; Photographic techniques; Aerial 
photography; Littoral current 

Time-Interval Photography of Littoral 
Phenomena, Dennis W. Berg and Eugene F. 
Hawley, 11-725 

Littoral drift; Quarries; California; Coastal 
engineering; Dredges; Dredging 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T. Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 

Littoral drift; Sands; Sedimentation; Tides; Coastal 
engineering; Inlets (waterways); Jetties 

Coastline Changes Near a Tidal Inlet, Emanuel 
Partheniades and James A. Purpura, 11-843 

Littoral drift; Sedimentation; Sediment transport; 
Water waves; Waves; Erosion 

Transport Littoral:   Essais et Calculs, J. P. Epetit, 
11-971 

Littoral drift; Sedimentation; Stability; Coastal 
engineering; Inlets (waterways) 

Hydraulics and Sedimentary Stability of Coastal 
Inlets, M. P. O'Brien and Robert G. Dean, II- 
761 

Littoral drift; Shoaling; Tidal currents; Tidal waters; 
California 

Case History of Mission Bay Inlet, San Diego, 
California, William J. Herron, Jr., 11-801 

Littoral drift; Shore protection; Soil mechanics; 
Canada; Erosion; Flood control 

La Protection des Plages du Littoral du Lac Saint- 
Jean, Richard Bolvin and Yvon Cousineau, II- 
1485 

Littoral drift; Shore protection; Water waves; Bays 
(topographic features); Coastal engineering 

Use of Crenulate Shaped Bays to Stabilize Coasts, 
Richard Silvester and Siew-Koon Ho, 11-1347 

Littoral drift; Stability; Texas; Tidal waters; Tides; 
Erosion 

Character and Stability of a Natural Tidal Inlet, 
Curtis Mason and Robert M. Sorensen, 11-781 

Littoral zone; Ocean waves; Water waves; Littoral 
current 

Edge Waves and the Littoral Environment, 
Anthony J. Bowen, 11-1313 

Marinas; Tidal waters; Water pollution; Water 
quality; Flushing; Hydraulic models; Laboratory 
tests 

Flushing Characteristics of Small-Boat Marinas, 
Ronald E. Nece and E. P. Richey, III-2489 

Marine bacteria; Ocean engineering; Sewage 
effluents; Wastewater (pollution); Biota; 
Dispersion 

Effects of Wastewaters on Marine Biota, Wheeler 
J. North, III-2099 

Massachusetts; Sands; Storms; Beach erosion; 
Beaches; Coastal engineering; Erosion; Littoral 
drift 

Forms of Erosion and Accretion on Cape Cod 
Beaches, Victor Goldsmith, Joseph M. Colonell 
and Peter N. Turbide, 11-1277 

Mathematical models; Models; Numerical analysis; 
Sediment transport; Water pollution effects; 
Estuaries 

A Numerical Model of Estuarine Pollutant 
Transport, Hugo B. Fischer, III-2255 

Mathematical models; Numerical analysis; Tidal 
waters; Estuaries 

A Numerical Model of the St. Lawrence River, 
David Prandle, HI-2281 

Mathematical models; Ocean engineering; Ocean 
waves; Storm surges; Continental shelf; Hurricanes 

Revisions to Hurricane Design Wave Practices, 
Charles L. Bretschneider, 1-167 

Mathematical models; Saline water intrusion; Tidal 
waters; Virginia; Dispersion; Estuaries 

A Mathematical Model for Salinity Intrusion, A. 
Y. Kuo and C. S. Fang, III-2265 

Mathematical models; Saline water intrusion; Tidal 
waters; Water circulation; Estuaries 

Analytical Modeling of Estuarine Circulation, 
John S. Fisher, John D. Ditmars and Donald 
R.F. Harleman, NI-2297 

Mathematical models; Scale effect; Viscosity; 
Currents (water); Hydraulic models 

Distorted Modeling of Density Currents, J. J. 
Sharp, III-2329 

Mathematical models; Sewage disposal; Sewage 
sludge; Sludge disposal; Coastal engineering; 
Environmental effects; Hydrodynamics 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, III-2187 
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Mathematical models; Shallow water; Water waves; 
Currents (water); Field tests 

Mathematical Modeling of Large Objects in 
Shallow Water Waves and Uniform Current, 
Hsiang Wang, IH-1783 

Mathematical models; Shore protection; Beach 
erosion; Coastal engineering; Egypt; Estuaries; 
Field tests; Groins (structures); Hydrodynamics; 
Laboratory tests 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Mathematical models; Shore protection; Beaches; 
Coastal engineering; Laboratory tests 

Predicting Changes in the Plan Shape of Beaches, 
W. A. Price, K. W. Tomlinson and D. H. Willis, 
11-1321 

Mathematical models; Tidal waters; Coastal 
engineering; Harbors 

The Schematization for Tidal Computations in 
Case of Variable Bottom Shape, J. J. Dronkers, 
III-2369 

Mathematical models; Tidal waters; Venezuela; 
Currents (water); Hydraulics 

Tidal Hydraulics in the Cano Macareo, 
Konstantin Zagustin, Frank D. Masch and 
Robert J. Brandes, 10-2429 

Mathematical models; Tidal waters; Water waves; 
Estuaries; Hydraulic models 

Mathematical and Hydraulic Models of Tidal 
Waves, Jurgen Sundermann and Hans Vollmers, 
III-2413 

Mathematical models; Tidal waters; Water waves; 
Wave equations; Estuaries 

Deformation of Tidal Waves in Shallow Estuaries, 
Calude Marche and Hans-Werner Partenscky, 
III-2395 

Mathematical models; Wave generation; Wave 
recorders (water waves); Field tests; 
Hydrodynamics 

Rip-Currents, Edward K. Noda, 1-653 

Measuring instruments; Ocean waves; Water waves; 
Wave height; Coastal engineering 

Some Results of a Directional Wave Recording 
Station, J. Ploeg, 1-131 

Measuring instruments; Photography; Tidal waters; 
Computer applications; Data acquisition; Hydraulic 
models 

Computer Control and Data Acquisition of a 
Tidal Model, E. R. Funke, III-2387 

Measuring instruments; Sampling; Suspended 
sediments; Coastal engineering 

Instrument for Long-Term Measurement of 
Suspended Matter (Silt Gauge), Harald Gohren 
and Hans Laucht, 11-1089 

Measuring instruments; South Africa; Surf; Waves; 
Coastal engineering; Currents (water) 

Coastal Engineering Measurements, J. A. 
Zwamborn, K. S. Russell and J. Nicholson, 1-75 

Measuring instruments; Surf; Waves; Coastal 
engineering; Coastal topographic features; 
Continental shelf; Currents (water) 

Simultaneous Data System for Instrumenting the 
Shelf, Robert L. Lowe, Douglas L. Inman and 
Birchard M. Br^sh, 1-95 

Mixing; Monitoring; Saline water systems; Salinity; 
Dispersion; Estuaries; Great Britain 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, IH-2153 

Mixing; Ocean engineering; Outfall sewers; Sewage 
effluents; Diffusers; Dilution 

Use of Mixing Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich, III-2171 

Models; Numerical analysis; Ocean engineering; 
Cooling water; Discharge; Florida; Intakes 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
III-2217 

Models; Numerical analysts; Sediment transport; 
Water pollution effects; Estuaries; Mathematical 
models 

A Numerical Model of Estuarine Pollutant 
Transport, Hugo B. Fischer, III-2255 

Models; Numerical analysis; Water flow; 
Hydromechanics; Lagoons (ponds) 

A Numerical Model for the Hydrodynamics of 
Lagoons, J. van de Kreeke, III-2241 

Monitoring; Ocean waves; Sedimentation; Tides; 
Coastal engineering; Environmental engineering 

Environmental Problems and Monitoring in 
Coastal Waters, Arthur T. Ippen, 1-9 

Monitoring; Saline water systems; Salinity; 
Dispersion; Estuaries; Great Britain; Mixing 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, III-2153 

Monitoring; Sewage bacteria; Sewage effluents; 
Wastewater (pollution); Canada; Environmental 
effects; Environmental engineering 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlepage, III-2117 

Monte Carlo method; Ocean waves; Pile groups; 
Probability theory; Regression analysis; Wave 
energy 

A Probabilistic Approach to Determine Wave 
Forces on Ocean Pile Structures, G. I. Schueller 
and H. C. Shah, III-1683 

Navigable canals; Tidal waters; Bedload movement; 
Bed movements; Estuaries; Hydraulic models 

Field and Laboratory Studies:   Navigation 
Channels of the Columbia River Estuary, M. P. 
O'Brien, III-2465 

Netherlands; Saline water intrusion; Silting; Tidal 
waters; Estuaries; Hydraulic models 

Experiences with Tidal Salinity Model Europoort, 
A. J. van Rees, P. van der Kuur and H. J. 
Stroband, III-2345 

Numerical analysis; Ocean engineering; Cooling 
water; Discharge; Florida; Intakes; Models 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
IH-2217 

Numerical analysis; Ocean engineering; Ocean 
waves; Refraction; Wave propagation; Diffraction 

A Method of Numerical Analysis of Wave 
Propagation -- Application to Wave Diffraction 
and Refraction, Yoshiyuki Ito and Katsutoshi 
Tanimoto, 1-503 
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Numerical analysis; Sediment transport; Water 
pollution effects; Estuaries; Mathematical models; 
Models 

A Numerical Model of Estuarinc Pollutant 
Transport, Hugo B. Fischer. 111-2255 

Numerical analysis; Tidal waters; Estuaries; 
Mathematical models 

A Numerical Model of the St. Lawrence River, 
David Prandle, 111-2281 

Numerical analysis; Water flow; Hydromechanics; 
Lagoons (ponds); Models 

A Numerical Model for the Hydrodynamics of 
Lagoons, J. van de Kreeke, i11-2241 

Ocean engineering; Cooling water; Discharge; 
Florida; Intakes; Models; Numerical analysis 

Numerical Modeling of Constituent Transport in 
Bay Systems, Robert G. Dean and R. B. Taylor, 
111-2217 

Ocean engineering; Oceanography; Physical 
properties; Tidal waters; Coastal engineering; 
Dispersion; Estuaries; Hydrodynamics 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 

Ocean engineering; Ocean waves; Probability theory; 
Statistical analysis; Coastal engineering; 
Confidence limits 

Confidence Intervals for Ocean Wave Spectra, 
Leon E. Borgman, 1-237 

Ocean engineering; Ocean waves; Refraction; 
Diffraction 

Refraction de la Houle avec Diffraction Moderee, 
Francis Biesel, 1-491 

Ocean engineering; Ocean waves; Refraction; Water 
waves; Wave energy; Convergence 

Wave Refraction Theory in a Convergence Zone, 
Robert W. Whalin, 1-451 

Ocean engineering; Ocean waves; Refraction; Wave 
propagation; Diffraction; Numerical analysis 

A Method of Numerical Analysis of Wave 
Propagation - Application to Wave Diffraction 
and Refraction, Yoshiyuki Ito and Katsutoshi 
Tanimoto, 1-503 

Ocean engineering; Ocean waves; Shallow water; 
Shoaling; Slopes; Wave height; Beaches 

Shoaling of Finite Amplitude Long Waves on a 
Beach of Constant Slope, Vuichi Iwagaki and 
Tetsuo Sakai, 1-347 

Ocean engineering; Ocean waves; Shoaling; Water 
waves; Wave height; Waves 

Shoaling of Cnoidal Waves, I. A. Svendsen and 
O. Brink-Kjaer, 1-365 

Ocean engineering; Ocean waves; Spectrum analysis; 
Coastal engineering; Computer applications; 
Histograms 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 

Ocean engineering; Ocean waves; Spectrum analysis; 
Coastal engineering; Fetch 

The One-Dimensional Wave Spectra at Limited 
Fetch, Hisashi Mitsuyasu, 1-289 

Ocean engineering; Ocean waves; Spectrum analysis; 
Wave spectrum; Coastal engineering 

Non-Stationary Spectrum Analysis of Ocean 
Waves, Mchmet Aziz Tayfun, Cheng Yi Yang 
and George Chia-Chu Hsiao, 1-251 

Ocean engineering; Ocean waves; Statistical 
analysis; Wave height; Climatology 

An Approach to an Off-Shore Wave Climatology, 
J. A.W. McCulloch, 1-145 

Ocean engineering; Ocean waves; Statistical 
analysis; Wave recorders (water waves); Wave 
spectrum; Histograms 

Methodes de Mesure et Traitement de la Houle, 
Rene Bonnefille, 1-315 

Ocean engineering; Ocean waves; Storm surges; 
Continental shelf; Hurricanes; Mathematical 
models 

Revisions to Hurricane Design Wave Practices, 
Charles L. Bretschneider, 1-167 

Ocean engineering; Ocean waves; Surface tension; 
Water waves; Wave height; Hydraulic models 

The Role of Surface Tension in Breaking Waves, 
Robert L. Miller, 1-433 

Ocean engineering; Ocean waves; Water waves; 
Wave recorders (water waves); Wind pressure; 
Hydraulic models 

Horizontal and Vertical Water Particle Velocities 
Induced by Waves, Yoshito Tsuchiya and 
Masataka Yamaguchi, 1-555 

Ocean engineering; Ocean waves; Wave energy; 
Wave height; Airy function 

Airy Wave Theory and Breaker Height 
Prediction, Paul D. Komar and Michael K. 
Gaughan, 1-405 

Ocean engineering; Ocean waves; Waves; Wave 
spectrum; Bars 

Transformation of Waves Passing a Submerged 
Bar, Pierce L. Chandler, Jr. and Robert M. 
Sorensen, 1-385 

Ocean engineering; Outfall sewers; Sewage effluents; 
Diffusers; Dilution; Mixing 

Use of Mixing Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich, III-2171 

Ocean engineering; Sewage effluents; Wastewater 
(pollution); Biota; Dispersion; Marine bacteria 

Effects of Wastewaters on Marine Biota, Wheeler 
J. North, III-2099 

Ocean engineering; Shallow water; Water waves; 
Wave height; Wave recorders (water waves); Wave 
spectrum; Estuaries 

Shallow Water Wave Characteristics, Winfried 
Siefert, 1-329 

Ocean engineering; Storm surges; Canada; 
Forecasting; Hydroelectric power 

A Preliminary Study of Storm Surges in Hudson 
Bay, K. B. Yuen and T. S. Murty, 1-215 

Ocean engineering; Surf; Wave period; Wave 
recorders (water waves); Computer applications 

Period by the Wave Group Method, Warren C. 
Thompson, 1-197 

Oceanography; Physical properties; Tidal waters; 
Coastal engineering; Dispersion; Estuaries; 
Hydrodynamics; Ocean engineering 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 
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Ocean waves; Offshore structures; Wave height; 
Wave period; Coastal engineering 

Extreme Wave Conditions in British and Adjacent 
Waters, Laurence Draper, 1-157 

Ocean waves; Oscillations; Surges; Water waves; 
California; Coastal engineering; Hydrodynamics 

Surge in the Southeast Basin, Long Beach Harbor, 
Calif., Basil W. Wilson, James A. Hendrickson 
and Juan Jen, 111-2617 

Ocean waves; Overtopping; Reflection; Standing 
waves; Water waves; Wave height; Wave runup 

Relations Between the Run-Up and Overtopping 
of Waves, Shoshichiro Nagai and Akira Takada, 
III-1975 

Ocean waves; Photogrammetry; Surf; Water waves; 
Aerial surveys; Currents (water) 

Field Observations of Nearshore Current System, 
Kiyoshi Horikawa and Tamio Sasaki, 1-635 

Ocean waves; Pile groups; Probability theory; 
Regression analysis; Wave energy; Monte Carlo 
method 

A Probabilistic Approach to Determine Wave 
Forces on Ocean Pile Structures, G. I. Schueller 
and H. C. Shah, 111-1683 

Ocean waves; Probability theory; Statistical 
analysis; Coastal engineering; Confidence limits; 
Ocean engineering 

Confidence Intervals for Ocean Wave Spectra, 
Leon E. Borgman, 1-237 

Ocean waves; Recreational facilities; Surf; Water 
waves; Coastal engineering; Hawaii; Hydraulic 
models 

Recreational Surfing on Hawaiian Reefs, James R. 
Walker, Robert Q. Palmer and Joseph K. 
Kukea, III-2597 

Ocean waves; Refraction; Diffraction; Ocean 
engineering 

Refraction de la Houle avec Diffraction Moderee, 
Francis Biesel, 1-491 

Ocean waves; Refraction; Water waves; Wave 
energy; Convergence; Ocean engineering 

Wave Refraction Theory in a Convergence Zone, 
Robert W. Whalin, 1-451 

Ocean waves; Refraction; Wave propagation; 
Diffraction; Numerical analysis; Ocean engineering 

A Method of Numerical Analysis of Wave 
Propagation ~ Application to Wave Diffraction 
and Refraction, Yoshiyuki Ito and Katsutoshi 
Tanimoto, 1-503 

Ocean waves; Sampling; Sediment transport; Surf; 
Suspended sediments; Water waves; Field tests; 
Laboratory tests; Littoral drift 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 

Ocean waves; Sands; Shore protection; Water waves; 
Beach erosion; Coastal engineering 

Coastal Sand Management System, Birchard M. 
Brush, 11-1503 

Ocean waves; Sedimentation; Shear stress; Water 
waves; Airy function; Boundary value problems 

Velocity and Shear Stress in Wave Boundary 
Layers, P. G. Teleki, 1-569 

Ocean waves; Sedimentation; Tides; Coastal 
engineering; Environmental engineering; 
Monitoring 

Environmental Problems and Monitoring in 
Coastal Waters, Arthur T. Ippen, 1-9 

Ocean waves; Sediment transport; Shear stress; 
Coastal engineering; Currents (water); Hydraulic 
models; Inlets (waterways) 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Ocean waves; Sediment transport; Surf; Water 
waves; Wave energy; Currents (water); Littoral 
drift 

Distribution of Sediment Transport Across the 
Surf Zone, Edward B. Thornton, 11-1049 

Ocean waves; Sediment transport; Suspended 
sediments; Water waves; Field tests; Laboratory 
tests; Littoral drift 

Suspended Sediment and Longshore Sediment 
Transport Data Review, Madan M. Das, 11-1027 

Ocean waves; Sediment transport; Water waves; 
Wave energy; Bedload movement 

Sediment Transport by Wave Action, H. A. 
Einstein, 11-933 

Ocean waves; Shallow water; Shoaling; Slopes; 
Wave height; Beaches; Ocean engineering 

Shoaling of Finite Amplitude Long Waves on a 
Beach of Constant Slope, Vuichi Iwagaki and 
Tetsuo Sakai, 1-347 

Ocean waves; Shear stress; Turbulence; Water 
waves; Wave recorders (water waves); Bed forms; 
Bed roughness 

Measurement of Bed Shear Stress Under Waves, 
H. P. Riedel, J. William Kamphuis and A. 
Brebner, 1-587 

Ocean waves; Shear stress; Turbulence; Water 
waves; Wave velocity 

Turbulent Currents in the Presence of Waves, 
Helge Lundgren, 1-623 

Ocean waves; Shingles; Tracers; Water waves; 
Bedload movement; Field tests; Laboratory tests 

The Measurement of Offshore Shingle Movement, 
M. J. Crickmore, C. B. Waters and W. A. Price, 
II-1005 

Ocean waves; Shoaling; Water waves; Wave height; 
Waves; Ocean engineering 

Shoaling of Cnoidal Waves, I. A. Svendsen and 
O. Brink-Kjaer, 1-365 

Ocean waves; Shore protection; Storms; Water 
waves; Waves; Beaches; Groins (structures) 

New Designs for Beach Protection Structures, G. 
D. Khaskhachikh, G. A. Tsaturiyan and Ya. S. 
Shulgin, III-1675 

Ocean waves; Shore protection; Tides; Water waves; 
Beaches; Coastal engineering; Currents (water); 
India 

Systematic Study of Coastal Erosion and Defence 
Works in the Southwest Coast of India, N. S. 
Moni, 11-1427 

Ocean waves; Shore protection; Wave height; Wave 
recorders (water waves); Beaches 

Maximum Breaker Height for Design, J. Richard 
Weggel, 1-419 
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Ocean waves; Spectrum analysis; Coastal 
engineering; Computer applications; Histograms; 
Ocean engineering 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 

Ocean waves; Spectrum analysis; Coastal 
engineering; Fetch; Ocean engineering 

The One-Dimensional Wave Spectra at Limited 
Fetch, Hisashi Mitsuyasu, 1-289 

Ocean waves; Spectrum analysis; Wave spectrum; 
Coastal engineering; Ocean engineering 

Non-Stationary Spectrum Analysis of Ocean 
Waves, Mehmet Aziz Tayfun, Cheng Yi Yang 
and George Chia-Chu Hsiao, 1-251 

Ocean waves; Statistical analysis; Wave height; 
Climatology; Ocean engineering 

An Approach to an Off-Shore Wave Climatology, 
J. A.W. McCulloch, 1-145 

Ocean waves; Statistical analysis; Wave recorders 
(water waves); Wave spectrum; Histograms; Ocean 
engineering 

Methodes de Mesure et Traitement de la Houle, 
Rene Bonnefille, 1-315 

Ocean waves; Storm surges; Continental shelf; 
Hurricanes; Mathematical models; Ocean 
engineering 

Revisions to Hurricane Design Wave Practices, 
Charles L. Bretschneider, 1-167 

Ocean waves; Surface tension; Water waves; Wave 
height; Hydraulic models; Ocean engineering 

The Role of Surface Tension in Breaking Waves, 
Robert L. Miller, 1-433 

Ocean waves; Tidal currents; Wave energy; Buoys; 
Currents (water) 

Studies on the Navigation Buoy for Strong Tidal 
Currents and Large Waves, Shoshichiro Nagai, 
Kazuki Oda and Katsuhiko Kurata, III-1743 

Ocean waves; Tidal energy; Tsunamis; Wave 
equations; Wave propagation 

Tsunami Generation and Propagation, Joseph L. 
Hammack, Jr. and Fredric Raichlen, 10-2577 

Ocean waves; Water waves; Beach erosion; Beaches; 
Beach nourishment; Erosion 

On the Formation of Spiral Beaches, Paul H. 
LeBlond, 11-1331 

Ocean waves; Water waves; Currents (water); 
Littoral current; Littoral drift 

A Gross Longshore Transport Rate Formula, 
Cyril J. Galvin, Jr., 11-953 

Ocean waves; Water waves; Littoral current; Littoral 
zone 

Edge Waves and the Littoral Environment, 
Anthony J. Bowen, 11-1313 

Ocean waves; Water waves; Wave energy; Bedload 
movement; Breakwaters 

Sea-Bed Configuration in Relation to Breakwater 
Stability, J. H. van Oorschot and A. Wevers, II- 
1543 

Ocean waves; Water waves; Wave generation; 
Hydraulic models; Littoral drift 

The Spiral Wavemaker for Littoral Drift Studies, 
Robert A. Dalrymple and Robert G. Dean, I- 
689 

Ocean waves; Water waves; Wave height; Coastal 
engineering; Measuring instruments 

Some Results of a Directional Wave Recording 
Station, J. Ploeg, 1-131 

Ocean waves; Water waves; Wave recorders (water 
waves); Wind pressure; Hydraulic models; Ocean 
engineering 

Horizontal and Vertical Water Particle Velocities 
Induced by Waves, Yoshito Tsuchiya and 
Masataka Yamaguchi, 1-555 

Ocean waves; Wave energy; Bed forms; Bedload 
movement; Flumes; Laboratory tests 

Experiments on Bed Form Generation by Wave 
Action, G. R. Mogridge and J. William 
Kamphuis, 11-1123 

Ocean waves; Wave energy; Wave height; Airy 
function; Ocean engineering 

Airy Wave Theory and Breaker Height 
Prediction, Paul D. Komar and Michael K. 
Gaughan, 1-405 

Ocean waves; Wave height; Currents (water); 
Hydraulic models; Interactions 

Tidal Inlet Current - Ocean Wave Interaction, 
Lyndell Z. Hales and John B. Herbich, 1-669 

Ocean waves; Wave recorders (water waves); Wave 
spectrum; Frequencies 

Structure of Sea Wave Frequency Spectrum, S. S. 
Strgalov, V. P. Tsyploukhin and S. T. Massel, I- 
307 

Ocean waves; Waves; Wave spectrum; Bars; Ocean 
engineering 

Transformation of Waves Passing a Submerged 
Bar, Pierce L. Chandler, Jr. and Robert M. 
Sorensen, 1-385 

Offshore structures; Refraction; Water waves; 
Diffraction; Finite element method; Harmonic 
analysis 

Computation of Combined Refraction-Diffraction, 
J. C.W. Berkhoff, 1-471 

Offshore structures; Seiches; Water waves; 
Excitation; Harbors 

Excitation of Waves Inside a Bottomless Harbor, 
Noboru Sakuma, Johannes Buhler and R. L. 
Wiegel, III-2005 

Offshore structures; Wave height; Wave period; 
Coastal engineering; Ocean waves 

Extreme Wave Conditions in British and Adjacent 
Waters, Laurence Draper, 1-157 

Oil wastes; Pollution; Pollution control; Beaches; 
Canada; Cleaning agents; Hydrodynamics 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, III-2547 

Oil wastes; Pollution; Pollution control; Beaches; 
Cleaning agents 

The Cleaning of Gravel Beaches Polluted by Oil, 
E. H. Owens, III-2539 

Oil wastes; Viscosity; Flow rate; Fluid flow; Froude 
number; Hydrodynamics 

Containing Oil Slicks in Flows of Finite Depth, 
D. L. Wilkinson, IH-2567 

Oil wastes; Water pollution; Beaches; Coastal 
engineering 

Problems of Oil Pollution on Coastal Waters and 
Beaches, Uwe Carow, III-2533 
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Oscillations; Surges; Water waves; California; 
Coastal engineering; Hydrodynamics; Ocean waves 

Surge in the Southeast Basin, Long Beach Harbor, 
Calif., Basil W. Wilson, James A. Hendrickson 
and Juan Jen, III-2617 

Outfall sewers; Sewage effluents; Diffusers; Dilution; 
Mixing; Ocean engineering 

Use of Mixing Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich, III-2171 

Overtopping; Reflection; Standing waves; Water 
waves; Wave height; Wave runup; Ocean waves 

Relations Between the Run-Up and Overtopping 
of Waves, Shoshichiro Nagai and Akira Takada, 
III-1975 

Permeability; Reflection; Wave action; Boundary 
conditions; Breakwaters 

Wave Transmission Through Permeable 
Breakwaters, Charles K. Sollitt and Ralph H. 
Cross, III-1827 

Photogrammetry; Surf; Water waves; Aerial surveys; 
Currents (water); Ocean waves 

Field Observations of Nearshore Current System, 
Kiyoshi Horikawa and Tamio Sasaki, 1-635 

Photographic techniques; Aerial photography; 
Littoral current; Littoral drift 

Time-Interval Photography of Littoral 
Phenomena, Dennis W. Berg and Eugene F. 
Hawley, 11-725 

Photographic techniques; Satellites (artificial); 
Aerial photography; Coastal engineering; Images 

Sequential Photography of Coastal Water, 
Maynard M. Nichols, 11-747 

Photography; Remote sensing; Side looking radar; 
Coastal engineering; Data reduction; Infrared 
scanners 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M. 
Pirie, III-2027 

Photography; Tidal waters; Computer applications; 
Data acquisition; Hydraulic models; Measuring 
instruments 

Computer Control and Data Acquisition of a 
Tidal Model, E. R. Funke, III-2387 

Physical properties; Tidal waters; Coastal 
engineering; Dispersion; Estuaries; 
Hydrodynamics; Ocean engineering; Oceanography 

Reproduction of Physical Processes in Coastal 
Areas, Hans-Gerhard Ramming, III-2197 

Pile groups; Probability theory; Regression analysis; 
Wave energy; Monte Carlo method; Ocean waves 

A Probabilistic Approach to Determine Wave 
Forces on Ocean Pile Structures, G. I. Schueller 
and H. C. Shah, III-1683 

Pile groups; Refraction; Water waves; Wave height; 
Absorption 

Wave Reflection and Transmission for Pile 
Arrays, Brian J. Van Weele and John B. 
Herbich, III-1935 

Pipelines; Underwater pipelines; Wave energy; Wave 
height; Laboratory tests 

Wave Forces on Submerged Pipe Lines, Ernest F. 
Brater and Roger Wallace, III-1703 

Platforms; Pressure; Wave energy; Wave equations; 
Drag; Graphs (charts); Hurricanes 

Wave Force on a Platform with a Ribbed Bottom, 
Keith H. Denson and Melville S. Priest, III- 
1759 

Pollution; Pollution control; Beaches; Canada; 
Cleaning agents; Hydrodynamics; Oil wastes 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, 111-2547 

Pollution; Pollution control; Beaches; Cleaning 
agents; Oil wastes 

The Cleaning of Gravel Beaches Polluted by Oil, 
E. H. Owens, III-2539 

Pollution control; Beaches; Canada; Cleaning agents; 
Hydrodynamics; Oil wastes; Pollution 

Natural Cleaning of Oil Polluted Seashores, 
Georges Drapeau, III-2547 

Pollution control; Beaches; Cleaning agents; Oil 
wastes; Pollution 

The Cleaning of Gravel Beaches Polluted by Oil, 
E. H. Owens, III-2539 

Pollution control; Water quality; Coastal 
engineering; Land use 

Land Use as a Factor in Coastal Water Quality, 
P. H. McGauhey, III-2091 

Porous materials; Reflection; Standing waves; Water 
waves; Wave equations; Wave height; Waves 

Reflection and Transmission for a Porous 
Structure, Hideo Kondo and Satoshi Toma, III- 
1847 

Porous materials; Wave dispersion; Wave energy; 
Wave height; Wave recorders (water waves); 
Laboratory tests 

Scale Effects of Wave Transmission Through 
Permeable Structures, Richard C. Delmonte, III- 
1867 

Pressure; Standing waves; Wave energy; Wave 
equations; Wave height; Waves; Breakwaters 

Pressure Upon Vertical Walls from Overtopping 
Waves, M. E. Plakida, III-1661 

Pressure; Wave energy; Wave equations; Drag; 
Graphs (charts); Hurricanes; Platforms 

Wave Force on a Platform with a Ribbed Bottom, 
Keith H. Denson and Melville S. Priest, III- 
1759 

Pressure; Wave equations; Waves; Fluids; Force; 
Hydrodynamics 

Fluid Force on Accelerating Bodies, Wallis S. 
Hamilton, IN-1767 

Probability theory; Regression analysis; Wave 
energy; Monte Carlo method; Ocean waves; Pile 
groups 

A Probabilistic Approach to Determine Wave 
Forces on Ocean Pile Structures, G. I. Schueller 
and H. C. Shah, III-1683 

Probability theory; Statistical analysis; Coastal 
engineering; Confidence limits; Ocean engineering; 
Ocean waves 

Confidence Intervals for Ocean Wave Spectra, 
Leon E. Borgman, 1-237 

Quarries; California; Coastal engineering; Dredges; 
Dredging; Littoral drift 

Coastal Sand Mining in Northern California, 
U.S.A., Orville T. Magoon, John C. Haugen and 
Robert L. Sloan, 11-1571 



2698 COASTAL ENGINEERING 

Recreational facilities; Surf; Water waves; Coastal 
engineering; Hawaii; Hydraulic models; Ocean 
waves 

Recreational Surfing on Hawaiian Reefs. James R. 
Walker, Robert Q. Palmer and Joseph K. 
Kukca, IN-2597 

Reflection; Standing waves; Water waves; Wave 
equations; Wave height; Waves; Porous materials 

Reflection and Transmission for a Porous 
Structure, Hideo Kondo and Satoshi To ma. III- 
1847 

Reflection; Standing waves; Water waves; Wave 
height; Wave runup; Ocean waves; Overtopping 

Relations Between the Run-Up and Overtopping 
of Waves, Shoshichiro Nagai and Akira Takada, 
111-1975 

Reflection; Wave action; Boundary conditions; 
Breakwaters; Permeability 

Wave Transmission Through Permeable 
Breakwaters, Charles K. Sollitt and Ralph H. 
Cross, IN-1827 

Refraction; Diffraction; Ocean engineering; Ocean 
waves 

Refraction de la Houlc avee Diffraction Modcrcc, 
Francis Bicscl, 1-491 

Refraction; Water waves; Diffraction; Finite element 
method; Harmonic analysis; Offshore structures 

Computation of Combined Refraction-Diffraction, 
J. CW. Bcrkhoff, 1-471 

Refraction; Water waves; Wave energy; Beaches; 
Canada; Erosion 

Beach Changes and Wave Conditions, New 
Brunswick, S. Brian McCann and Edward A. 
Bryant, 11-1293 

Refraction; Water waves; Wave energy; Convergence; 
Ocean engineering; Ocean waves 

Wave Refraction Theory in a Convergence Zone, 
Robert W. Whalin, 1-451 

Refraction; Water waves; Wave height; Absorption; 
Pile groups 

Wave Reflection and Transmission for Pile 
Arrays, Brian J. Van Weele and John B. 
Herbich, III-1935 

Refraction; Wave propagation; Diffraction; 
Numerical analysis; Ocean engineering; Ocean 
waves 

A Method of Numerical Analysis of Wave 
Propagation -- Application to Wave Diffraction 
and Refraction, Yoshiyuki Ito and Katsutoshi 
Tanimoto, 1-503 

Regression analysis; Wave energy; Monte Carlo 
method; Ocean waves; Pile groups; Probability 
theory 

A Probabilistic Approach to Determine Wave 
Forces on Ocean Pile Structures, G. I. Schueller 
and H. C. Shah, III-1683 

Remote sensing; Aerial photography; Aerial 
reconnaissance; Coastal engineering; Infrared 
cameras 

Coastal Engineering Applications of Aerial 
Remote Sensing, Donald B. Stafford, III-2045 

Remote sensing; Sea water; Thermal power plants; 
Water cooling; Aerial photography; Dilution; 
Dispersion; Environmental effects; Environmental 
engineering 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, 111-2075 

Remote sensing; Side looking radar; Coastal 
engineering; Data reduction; Infrared scanners; 
Photography 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M 
Pine, 111-2027 

Rock fills; Wave dispersion; Wave energy; Finite 
element method 

Wave Energy Dissipation in Rockfill, John A. 
McCorquodalc, 111-1885 

Roughness (hydraulic); Sands; Suspended sediments; 
Water waves; Bedload movement; Dunes 

Phase Dependent Roughness Control of Sand 
Movement, Douglas L. Inman and Edward B. 
Tunsiall, III 155 

Rubble mounds; Shore protection; Wave dispersion; 
Wave energy; Breakwaters; Filters; Groins 
(structures) 

Design of Filter System for Rubble-Mound 
Structures, Theodore T. Lee, III-1917 

Saline water intrusion; Silting; Tidal waters; 
Estuaries; Hydraulic models; Netherlands 

Experiences with Tidal Salinity Model Europoort, 
A. J. van Rees, P. van der Kuur and H. J. 
Stroband, III-2345 

Saline water intrusion; Tidal waters; Virginia; 
Dispersion; Estuaries; Mathematical models 

A Mathematical Model for Salinity Intrusion, A. 
Y. Kuo and C. S. Fang, III-2265 

Saline water intrusion; Tidal waters; Water 
circulation; Estuaries; Mathematical models 

Analytical Modeling of Estuarine Circulation, 
John S. Fisher, John D. Ditmars and Donald 
R.F. Harleman, 111-2297 

Saline water systems; Salinity; Dispersion; 
Estuaries; Great Britain; Mixing; Monitoring 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, III-2153 

Salinity; Dispersion; Estuaries; Great Britain; 
Mixing; Monitoring; Saline water systems 

An Evaluation of Mixing in the Tay Estuary, J. 
R. West and D. J.A. Williams, NI-2153 

Saltation; Sands; Storms; Wind (meteorology) 
Characteristics of Saltation of Sand Grains by 

Wind, Yoshito Tsuchiya and Yoshiaki Kawata, 
11-1617 

Sampling; Sediment transport; Shore protection; 
Tracers; Beach erosion 

Rate of Sediment Motion Using Fluorescent 
Tracer, Abdel-Latif A. Kadib, 11-985 

Sampling; Sediment transport; Surf; Suspended 
sediments; Water waves; Field tests; Laboratory 
tests; Littoral drift; Ocean waves 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 
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Sampling; Suspended sediments; Coastal 
engineering; Measuring instruments 

Instrument for Long-Term Measurement of 
Suspended Matter (Silt Gauge), Maraid Gohren 
and Hans Laueht, 11-1089 

Sands; Sedimentation; Tides; Coastal engineering; 
Inlets (waterways); Jetties; Littoral drift 

Coastline Changes Near a Tidal Inlet, Emanucl 
Parthcniadcs and James A. Purpura, 11-843 

Sands; Shore protection; Beaches; Beach 
nourishment; Brazil; Field tests; Hydraulic models 

Artifieial Nourishment of Copacabana Beach, 
Daniel Vcra-Cruz, 11-1451 

Sands; Shore protection; Storms; Wave energy; 
Beaches; California; Coastal engineering; Groins 
(structures) 

Calculated Sand Fills and Groin Systems, John S. 
Hale, 11-1385 

Sands; Shore protection; Water waves; Beach 
erosion; Coastal engineering; Ocean waves 

Coastal Sand Management System, Birchard M. 
Brush, 11-1503 

Sands; Storms; Beach erosion; Beaches; Coastal 
engineering; Erosion; Littoral drift; Massachusetts 

Forms of Erosion and Accretion on Cape Cod 
Beaches, Victor Goldsmith, Joseph M. Colonell 
and Peter N. Turbide, 11-1277 

Sands; Storms; Wind (meteorology); Saltation 
Characteristics of Saltation of Sand Grains by 

Wind, Yoshito Tsuchiya and Yoshiaki Kawata, 
11-1617 

Sedimentation; Sediments; Soil mechanics; 
Suspended sediments; Bed load 

Engineering Properties of Sea Floor Sediments 
from La Jolla Canyon, Iraj Noorany and Robert 
A. Zinscr, 11-1559 

Sedimentation; Sediment transport; Tidal currents; 
Inlets (waterways) 

Sediment Transport in a Tidal Inlet, John R. 
Rittcr, 11-823 

Sedimentation; Sediment transport; Tidal waters; 
Wind pressure; Canada; Estuaries 

Sediment Budget of the Lower Fraser River, Nick 
Tywoniuk, 11-1105 

Sedimentation; Sediment transport; Water waves; 
Waves; Erosion; Littoral drift 

Transport Littoral:   Essais et Calculs, J. P. Epetit, 
11-971 

Sedimentation; Shear stress; Water waves; Airy 
function; Boundary value problems; Ocean waves 

Velocity and Shear Stress in Wave Boundary 
Layers, P. G. Teieki, 1-569 

Sedimentation; Stability; Coastal engineering; Inlets 
(waterways); Littoral drift 

Hydraulics and Sedimentary Stability of Coastal 
Inlets, M. P. O'Brien and Robert G. Dean, II- 
761 

Sedimentation; Suspended sediments; Bedload 
movement; Hydraulic models; Laboratory tests 

Similarity of Equilibrium Beach Profiles, M. J. 
Paul, J. William Kamphuis and A. Brebner, II- 
1217 

Sands; Suspended sediments; Water waves; Bedload 
movement; Dunes; Roughness (hydraulic) 

Phase Dependent Roughness Control of Sand 
Movement, Douglas L. Inman and Edward B. 
Tunstall, 11-1 155 

Satellites (artificial); Aerial photography; Coastal 
engineering; Images; Photographic techniques 

Sequential Photography of Coastal Water, 
Maynard M. Nichols, 11-747 

Satellites (artificial); Vidicons; Coastal engineering; 
Computer storage devices 

Coastal Applications of the ERTS -- A Satellite, 
Orville T. Magoon, Douglas M. Pirie and John 
W. Jarman, III-2065 

Sedimentation; Tides; Coastal engineering; 
Environmental engineering; Monitoring; Ocean 
waves 

Environmental Problems and Monitoring in 
Coastal Waters, Arthur T. Ippen, 1-9 

Sedimentation; Tides; Coastal engineering; Inlets 
(waterways); Jetties; Littoral drift; Sands 

Coastline Changes Near a Tidal Inlet, Emanuel 
Partheniades and James A. Purpura, 11-843 

Sediments; Soil mechanics; Suspended sediments; 
Bed load; Sedimentation 

Engineering Properties of Sea Floor Sediments 
from La Jolla Canyon, Iraj Noorany and Robert 
A. Zinser, 11-1559 

Scale effect; Viscosity; Currents (water); Hydraulic 
models; Mathematical models 

Distorted Modeling of Density Currents, J. J. 
Sharp, III-2329 

Scale effect; Water waves; Bedload movement; 
Hydraulic models; Laboratory tests 

Scale Selection for Mobile Bed Wave Models, J. 
William Kamphuis, 11-1173 

Scale effect; Wave equations; Boundary value 
problems; Breakwaters 

Scale Effects in Rubble-Mound Breakwaters, 
Kenneth W. Wilson and Ralph H. Cross, III- 
1873 

Sea water; Thermal power plants; Water cooling; 
Aerial photography; Dilution; Dispersion; 
Environmental effects; Environmental engineering; 
Remote sensing 

Thermal Power Plant Environmental Studies, M. 
J. Doyle, Jr. and R. F. Cayot, IH-2075 

Sediment transport; Shear stress; Coastal 
engineering; Currents (water); Hydraulic models; 
Inlets (waterways); Ocean waves 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Sediment transport; Shore protection; Tracers; 
Beach erosion; Sampling 

Rate of Sediment Motion Using Fluorescent 
Tracer, Abdel-Latif A. Kadib, 11-985 

Sediment transport; Surf; Suspended sediments; 
Water waves; Field tests; Laboratory tests; 
Littoral drift; Ocean waves; Sampling 

Longshore Transport of Suspended Sediment, 
John C. Fairchild, 11-1069 

Sediment transport; Surf; Water waves; Wave 
energy; Currents (water); Littoral drift; Ocean 
waves 

Distribution of Sediment Transport Across the 
Surf Zone, Edward B. Thornton, 11-1049 
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Sediment transport; Suspended sediments; Tidal 
waters; Water flow; Inlets (waterways) 

Sand Transport During Closure of Tidal Channels, 
J. N. Svasek. J. H.J. Tcrwindt and A. W. 
Walthcr, 11-865 

Sediment transport; Suspended sediments; 
Turbulence; Wave energy; Currents (water); Field 
tests 

Measurement of Sediment Suspension in 
Combinations of Waves and Currents, J. 
Kirkegaard Jensen and Torben Sorensen, II- 
1097 

Sediment transport; Suspended sediments; Water 
waves; Field tests; Laboratory tests; Littoral drift; 
Ocean waves 

Suspended Sediment and Longshore Sediment 
Transport Data Review, Madan M. Das, 11-1027 

Sediment transport; Tidal currents; Inlets 
(waterways); Sedimentation 

Sediment Transport in a Tidal Inlet, John R. 
Ritter, 11-823 

Sediment transport; Tidal waters; Wind pressure; 
Canada; Estuaries; Sedimentation 

Sediment Budget of the Lower Fraser River, Nick 
Tywoniuk, 11-1105 

Sediment transport; Water pollution effects; 
Estuaries; Mathematical models; Models; 
Numerical analysis 

A Numerical Model of Estuarine Pollutant 
Transport, Hugo B. Fischer, III-2255 

Sediment transport; Water waves; Wave energy; 
Bedload movement; Ocean waves 

Sediment Transport by Wave Action, H. A. 
Einstein, 11-933 

Sediment transport; Water waves; Waves; Erosion; 
Littoral drift; Sedimentation 

Transport Littoral:   Essais et Caleuls, J. P. Epetit, 
11-971 

Seiches; Water waves; Excitation; Harbors; Offshore 
structures 

Excitation of Waves Inside a Bottomless Harbor, 
Noboru Sakuma, Johannes Buhler and R. L. 
Wiegel, HI-2005 

Sewage bacteria; Sewage effluents; Wastewater 
(pollution); Canada; Environmental effects; 
Environmental engineering; Monitoring 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlepage, III-2117 

Sewage disposal; Sewage sludge; Sludge disposal; 
Coastal engineering; Environmental effects; 
Hydrodynamics; Mathematical models 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, III-2187 

Sewage effluents; Diffusers; Dilution; Mixing; Ocean 
engineering; Outfall sewers 

Use of Mixing Tubes on Marine Outfalls, Richard 
Silvester and Mana Patarapanich, III-2171 

Sewage effluents; Wastewater (pollution); Biota; 
Dispersion; Marine bacteria; Ocean engineering 

Effects of Wastewaters on Marine Biota, Wheeler 
J. North, III-2099 

Sewage effluents; Wastewater (pollution); Canada; 
Environmental effects; Environmental engineering; 
Monitoring; Sewage bacteria 

Marine Monitoring of the Victoria Sewerage 
System, Norval Balch, Derek V. Ellis and Jack 
L. Littlepage, 111-2117 

Sewage sludge; Sludge disposal; Coastal engineering; 
Environmental effects; Hydrodynamics; 
Mathematical models; Sewage disposal 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, III-2187 

Sewage treatment; West Germany; Environmental 
effects; Environmental engineering; Estuaries; 
Industrial wastes 

Industrial Sewage in the Weser Estuary, Gunter 
Luck, III-2137 

Shallow water; Shoaling; Slopes; Wave height; 
Beaches; Ocean engineering; Ocean waves 

Shoaling of Finite Amplitude Long Waves on a 
Beach of Constant Slope, Vuichi Iwagaki and 
Tetsuo Sakai, 1-347 

Shallow water; Water waves; Currents (water); Field 
tests; Mathematical models 

Mathematical Modeling of Large Objects in 
Shallow Water Waves and Uniform Current, 
Hsiang Wang, III-1783 

Shallow water; Water waves; Wave height; Wave 
recorders (water waves); Wave spectrum; 
Estuaries; Ocean engineering 

Shallow Water Wave Characteristics, Winfried 
Siefert, 1-329 

Shear stress; Coastal engineering; Currents (water); 
Hydraulic models; Inlets (waterways); Ocean 
waves; Sediment transport 

Modeling Sedimentation at Inlet and Coastal 
Region, Pang-Mou Lin, 11-883 

Shear stress; Turbulence; Water waves; Wave 
recorders (water waves); Bed forms; Bed 
roughness; Ocean waves 

Measurement of Bed Shear Stress Under Waves, 
H. P. Riedel, J. William Kamphuis and A. 
Brebner, 1-587 

Shear stress; Turbulence; Water waves; Wave 
velocity; Ocean waves 

Turbulent Currents in the Presence of Waves, 
Helge Lundgren, 1-623 

Shear stress; Water waves; Airy function; Boundary 
value problems; Ocean waves; Sedimentation 

Velocity and Shear Stress in Wave Boundary 
Layers, P. G. Teleki, 1-569 

Shingles; Tracers; Water waves; Bedload movement; 
Field tests; Laboratory tests; Ocean waves 

The Measurement of Offshore Shingle Movement, 
M. J. Crickmore, C. B. Waters and W. A. Price, 
11-1005 

Shoaling; Slopes; Wave height; Beaches; Ocean 
engineering; Ocean waves; Shallow water 

Shoaling of Finite Amplitude Long Waves on a 
Beach of Constant Slope, Vuichi Iwagaki and 
Tetsuo Sakai, 1-347 

Shoaling; Tidal currents; Tidal waters; California; 
Littoral drift 

Case History of Mission Bay Inlet, San Diego, 
California, William J. Herron, Jr., 11-801 
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Shoaling; Water waves; Wave height; Waves; Ocean 
engineering; Ocean waves 

Shoaling of Cnoidal Waves, I. A. Svendsen and 
O. Brink-Kjacr, 1-365 

Shore protection; Beach erosion; Coastal 
engineering; Egypt; Estuaries; Field tests; Groins 
(structures); Hydrodynamics; Laboratory tests; 
Mathematical models 

The Nile Delta Coastal Protection Project, Ismail 
E. Mobarek, 11-1409 

Shore protection; Beaches; Beach nourishment; 
Brazil; Field tests; Hydraulic models; Sands 

Artificial Nourishment of Copacabana Beach, 
Daniel Vera-Cruz, 11-1451 

Shore protection; Beaches; Beach nourishment; 
Coastal engineering; Germany; Hydrodynamics 

Artificial Beach Nourishment on the German 
North Sea Coast, Johann Kramer, 11-1465 

Shore protection; Beaches; Coastal engineering; 
Erosion; Hawaii 

Hawaiian Beaches, Frans Gerritsen, 11-1257 

Shore protection; Beaches; Coastal engineering; 
Field tests; Groins (structures) 

Field Tests on Two Permeable Groynes, W. A. 
Price, K. W. Tomlinson and D. H. Willis, II- 
1401 

Shore protection; Beaches; Coastal engineering; 
Laboratory tests; Mathematical models 

Predicting Changes in the Plan Shape of Beaches, 
W. A. Price, K. W. Tomlinson and D. H. Willis, 
11-1321 

Shore protection; Bibliographies; Coastal 
engineering; Groins (structures) 

State of Groin Design and Effectiveness, J. H. 
Balsillie and Dennis W. Berg, 11-1367 

Shore protection; Coastal engineering; Dikes; Groins 
(structures); History 

The History and Philosophy of Coastal 
Protection, Per Moller Bruun, 1-33 

Shore protection; Coastal engineering; Ice; Ice 
loads; Ice pressure 

Ice Effects on Coastal Structures, H. R. Kivisild 
and G. D. Ransford, III-1801 

Shore protection; Shores; Beaches; Coastal 
engineering; Erosion; Florida; Land use 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Shore protection; Soil mechanics; Canada; Erosion; 
Flood control; Littoral drift 

La Protection des Plages du Littoral du Lac Saint- 
Jean, Richard Botvin and Yvon Cousineau, II- 
1485 

Shore protection; Storms; Water waves; Waves; 
Beaches; Groins (structures); Ocean waves 

New Designs for Beach Protection Structures, G. 
D. Khaskhachikh, G. A. Tsaturiyan and Ya. S. 
Shulgin, III-1675 

Shore protection; Storms; Wave energy; Beaches; 
California; Coastal engineering; Groins 
(structures); Sands 

Calculated Sand Fills and Groin Systems, John S. 
Hale, 11-1385 

Shore protection; Tides; Water waves; Beaches; 
Coastal engineering; Currents (water); India; 
Ocean waves 

Systematic Study of Coastal Erosion and Defence 
Works in the Southwest Coast of India, N. S. 
Moni, 11-1427 

Shore protection; Tracers; Beach erosion; Sampling; 
Sediment transport 

Rate of Sediment Motion Using Fluorescent 
Tracer, Abdel-Latif A. Kadib, 11-985 

Shore protection; Water waves; Bays (topographic 
features); Coastal engineering; Littoral drift 

Use of Crenulate Shaped Bays to Stabilize Coasts, 
Richard Silvester and Siew-Koon Ho, 11-1347 

Shore protection; Water waves; Beach erosion; 
Coastal engineering; Ocean waves; Sands 

Coastal Sand Management System, Birchard M. 
Brush, 11-1503 

Shore protection; Water waves; Wave energy; 
Bedload movement; Erosion; Hydraulic models 

Movable-Bed Model Studies of Perched Beach 
Concept, C. E. Chatham, Jr., 11-1197 

Shore protection; Wave dispersion; Wave energy; 
Breakwaters; Filters; Groins (structures); Rubble 
mounds 

Design of Filter System for Rubble-Mound 
Structures, Theodore T. Lee, III-1917 

Shore protection; Wave height; Wave recorders 
(water waves); Beaches; Ocean waves 

Maximum Breaker Height for Design, J. Richard 
Weggel, 1-419 

Shores; Beaches; Coastal engineering; Erosion; 
Florida; Land use; Shore protection 

Establishment of a Coastal Setback Line in 
Florida, James A. Purpura, 11-1599 

Side looking radar; Coastal engineering; Data 
reduction; Infrared scanners; Photography; Remote 
sensing 

Remote Sensing in the Study of Coastal 
Processes, Orville T. Magoon and Douglas M. 
Pirie, III-2027 

Silting; Tidal waters; Estuaries; Hydraulic models; 
Netherlands; Saline water intrusion 

Experiences with Tidal Salinity Model Europoort, 
A. J. van Rees, P. van der Kuur and H. J. 
Stroband, III-2345 

Simulation; Water waves; Wave generation; Flumes; 
Hydraulic models 

Waves Induced by Non-Permanent Paddle 
Movements, C. Campos Moraes, F. Silveira 
Ramos and M. Mendes de Carvalho, 1-707 

Slopes; Wave height; Beaches; Ocean engineering; 
Ocean waves; Shallow water; Shoaling 

Shoaling of Finite Amplitude Long Waves on a 
Beach of Constant Slope, Vuichi Iwagaki and 
Tetsuo Sakai, 1-347 

Sludge disposal; Coastal engineering; Environmental 
effects; Hydrodynamics; Mathematical models; 
Sewage disposal; Sewage sludge 

Hydrodynamic Analysis of Sludge Dumped in 
Coastal Waters, Billy L. Edge, III-2187 
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Soil mechanics; Canada; Erosion; Flood control; 
Littoral drift; Shore protection 

La Protection des Plages du Littoral du Lac Saint- 
Jean, Richard Bolvin and Yvon Cousineau, II- 
1485 

Soil mechanics; Suspended sediments; Bed load; 
Sedimentation; Sediments 

Engineering Properties of Sea Floor Sediments 
from La Jolla Canyon, Iraj Noorany and Robert 
A. Zinser, 11-1559 

South Africa; Surf; Waves; Coastal engineering; 
Currents (water); Measuring instruments 

Coastal Engineering Measurements, J. A. 
Zwamborn, K. S. Russell and J. Nicholson, 1-75 

Spectral determination; Wave height; Waves; 
Canada; Coastal engineering 

A Discussion of Some Measured Wave Data, J. 
R. Wilson and W. F. Baird, 1-113 

Spectrum analysis; Coastal engineering; Computer 
applications; Histograms; Ocean engineering; 
Ocean waves 

Researches on the Deformation of Wave Spectra 
in Intermediate Water Area by Calculation, 
Frederick L.W. Tang and Shan-Hwei Ou, 1-271 

Spectrum analysis; Coastal engineering; Fetch; 
Ocean engineering; Ocean waves 

The One-Dimensional Wave Spectra at Limited 
Fetch, Hisashi Mitsuyasu, 1-289 

Spectrum analysis; Wave spectrum; Coastal 
engineering; Ocean engineering; Ocean waves 
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