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FOREWORD 

Only one International Conference on Coastal Engineering has been held in the same city 
thus far. Moreover no country has been the venue for more than one Conference except the 
United States. Although repeat venues are not discouraged, the extremely time consuming 
activities of planning and conducting a major international conference do not encourage a 
second effort by the same group. Having the venue in different countries allows the 
participants to learn first hand about coastal problems and solutions around the world. This 
approach also allows those engineers and coastal scientists who could not travel to foreign 
countries to meet the international coastal community. 

The papers in this Proceedings have been prepared by the authors who made presentations 
at the 18th International Conference on Coastal Engineering. The authors were asked to make 
their presentations and submit final papers based on review of the abstracts that were 
submitted well in advance of the conference. These abstracts were reviewed by a committee of 
four professionals including representation from the local organizing committee. All papers 
are eligible for discussion in the Journal of the Waterway, Port, Coastal and Ocean Division. 
All papers are eligible for ASCE Awards. 

Venues for the 19th and 20th conferences are Houston, Texas, and Taiwan, Republic of 
China, respectively. Countries desiring to host a future conference should contact the 
Secretary of the Coastal Engineering Research Council to receive information on submitting 
a proposal. 

Billy L. Edge, Secretary 
Coastal Engineering Research Council 
American Society of Civil Engineers 
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TURBULENCE GENERATED BY WAVE BREAKING ON BEACH 

by 

T. Sakai1 , Y. Inada2  and I. Sandanbata3 

ABSTRACT 

Horizontal and vertical velocities are measured with a hot-film anemo- 

meter (HFA) and a two-component laser-doppler velocimeter(LDV) in surf 
zones on uniform slopes of about 1/30 in two wave tanks. The turbulence 

generated by wave breaking is detected from the records. Following 

three aspects of the turbulence are discussed : (1) the distribution 
of the turbulence intensity in the surf zone, (2) the variation of 
the vertical distribution of the turbulence during one wave period 
and (3) the variation of the Reynolds stress during one wave period. 
It is found that the pattern of the distribution of the turbulence 
in the surf zone depends on the breaker type. A model is proposed, 

by extending the turbulent wake theory, to explain the variation of 
the vertical distribution of the turbulence during one wave period. 

1. INTRODUCTION 

It is recognized that the turbulence generated by wave breaking in 
surf zone plays an important role in various phenomena such as genera- 
tion of longshore current, suspension of sediment and dispersion of 

material in surf zone. 

Peregrine and Svendsen(1978) proposed a qualitative model for the flow 
field in spilling breaker. They concluded that the turbulent flow, 

immediately following the breaking, resembles a turbulent mixing layer. 

Battjes and Sakai(1981) measured a velocity field in a steady breaker 

generated behind a wing inserted in a uniform open channel flow. The 
mean flow, the turbulent intensity, the Reynolds stress and their decays 

with distance downward and downstream were discussed in comparison 

with the turbulent shear layer and turbulnet wake theories. They con- 
cluded that the whole velocity field resembles the turbulent wake rather 

than the turbulent shear layer. 

The steady breaker, in which Battjes and Sakai measured the velocities, 

1) Assoc. Prof., Dept. of Civil Engg., Kyoto Univ., Kyoto, Japan 
2) Engineer, Tobishima Cooperation, Tokyo, Japan 
3) Graduate student, School of Civil Engg., Kyoto Univ., Kyoto, Japan 
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is not progressive but standing. Stive(1980) measured the velocity- 
due to progressive breaking waves in a surf zone on a uniform slope 
of 1/40 in a wave tank, by using a laser-doppler velocimeter. He also 
found a wake type flow in the region behind the crest. Flick, Guza 
and Inman(l981) measured the velocity in a surf zone on a uniform slope 
of 1/35 in a wave tank by using a hot-film anemometer. They discussed 
a difference of the turbulence due to the breaker type. 

The conclusions and discussions in above mentioned two works are limited 
to few experimental conditions. In this study, the velocity fields 
are measured, under conditions different from those of their works, 
in surf zones on uniform slopes in two wave tanks by using a hot-film 
anemometer and a two-components laser-doppler velocimeter. At first, 
the effects of the breaker type on the overall turbulence distribution 
in the surf zone are discussed. 

Secondly the variation of the vertical distribution of the turbulence 
during one wave period is discussed. A model is proposed, by extending 
the turbulent wake theory, in order to explain the variation. Finally 
a cross product of the simultaneous horizontal and vertical velocity 
fluctuations is calculated. The variation of this cross product during 
one wave period and its physical meaning are discussed. 

2. EXPERIMENTS 

2.1. Arrangements 

The experiments were done in two wave tanks. Two wave tanks have nearly 
the same dimensions. The length is about 30m, the width is about 50cm 
and  the height is about 70cm. A uniform slope of about 1/30 was installed 
in the tanks. The still water depth in the uniform depth part in front 
of the slope was always 35cm(see Fig.1). X-axis is taken shoreward 
from the breaking point. Z-axis is taken upward above the still water 
level. The experimental conditions are listed in Table 1. 

The letters "H" and "L" in the case number indicate that the hot-film 
anemometer and laser-doppler velocimeter was used in the case respective- 
ly. h\   is the still water depth in the uniform depth part in the tank, 
i   is the slope and T  is the wave period. HQ/LQ   is the deep-water wave 
steepness calculated from the wave height in the uniform depth part 
or at the breaking point, h-,    is the still water depth at the breaking 
point, E-,    is the wave height at the breaking point, and W  is the width 
of the surf zone between the breaking point and the still water line 
(see Fig.l), The word "transient" in the column of breaker type means 
that the breaker type was a transient type between the spilling and 
plunging breakers. "HFA" and "LDV" mean hot-film anemometer and laser- 
doppler velocimeter respectively. 

2.2. Measurements 

The water surface elevation was measured at the breaking point and 



WAVE BREAKING TURBULENCE 

Fig.1    Experimental Arrangements 

Table 1    Experimental Conditions 

case hi i T HJL0 K 
(cm) (cm) 

W breaker instrument 
(cm) (sec) (cm) type 

HI 35.0 1/31 1.00 0.088 19.4 13.3 600 spilling HFA 
H2 35.0 1/28 1.16 0.066 17.7 12.8 490 spilling HFA 
L 35.0 1/31 1.17 0.063 18.0 12.8 530 spilling LDV 
H3 35.0 1/31 1.32 0.032 14.5 10.4 450 transient HFA 

the velocity measuring point with two capacitance-type wave gauges. In 
the cases HI and H3, the water surface elevation was measured in the 
uniform depth part too. 

The hot-film anemometer is DISA type 55M01, and the probe is DISA type 
55R13. The hot-film probe was calibrated by using a vertically oscilla- 
ting plate in still water to which the probe was attached. This probe 
has a vertical sensor of cylinder type and measures the velocity of 
the on-offshore direction. In the cases Hi and H3, in which the hot- 
film anemometer was used, the on-offshore velocity was measured at 
about 30 points under the level of the wave trough in the surf zone. 
The recording time at one point was 90sec. In the case H2, it was mea- 
sured at about 40 points under the still water level in the surf zone. 
The recording time at one point was 60sec. 

The two-components laser-doppler velocimeter is KANOMAX optical system 
8143S, and the signal processor is KANOMAX model 8015 of tracker type. 
It can measure two components of oscillatory flow velocity simultaneouly. 
The mode of operation was the forward scatter fringe mode. The on- 
offshore and vertical velocities were measured at about 40 points in 
the case L under the still water level in the surf zone. The recording 
time at one point was 60sec. 

All outputs from the wave gauges and the velocity meter were recorded 
in a analog magnetic redorder simultaneously. In the case  L        , 
the dropout signals from the laser-doppler velocimeter were also record- 
ed. 
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3. DATA ANALYSIS 

3.1. Distribution of Turbulence in Surf Zone(Cases HI and H3) 

In the cases HI and H3, the data in the analog recorder were A-D con- 
verted every O.Olsec during 60sec for each measuring point. The first 
part of 24sec in the digital data was plotted graphically. Fig.2 shows 
two examples of the time profiles of the water level and the on-offshore 
velocity. In general, hot-film anemometer can not feel the change of 
the velocity direction. So the output of the measured velocity is recti- 
fied. 

The figure (1) shows the time profiles at the breaking point. It is 
clear that the significant turbulence does not yet exist at the breaking 
point especially in the crest phase. On the other hand, within the 
surf zone, it is not so easy to find the instance when the direction 
of the water particle velocity changes in the time record due to the 
high turbulence(the figure (2)). Waves, in which the instance of the 
direction change was possible to find, were selected in the record. 
At most 90% of the waves during 24sec were selected. 

The time profile of the velocity varies wave to wave. Turbulence defined 
as the deviation from the ensemble average of many waves(Stive, 1980) 
includes above mentioned velocity profile variation. Considering this 
fact, the measured velocity was smoothed with a moving average method 
for each selected wave. The time interval of average was O.lsec. 

A root-mean-square of the deviation u'   from the smoothed velocity u 
was calculated for each selected wave. This was done separately for 
the phase of onshore velocity and the phaseiof offshore velocity(see 
Fig.3)• They are called the horizontal turbulent intensities at the 
onshore velocity phase and the offshore velocity phase, and are express- 
ed with symbols uu' " and "w'    " respectively. 

rms,a rms3t 

3.2. Variation of Vertical Distribution of Turbulence during One Wave 
Period(Case H2) 

As well as in the cases HI and H3, the data in the analog recorder 
were A-D converted every O.Olsec for each measuring point. The first 
part of 24sec in the digital data was plotted graphically. In order 
to discuss the variation of the turbulence during one wave period, 
the velocity record during the full length of 24sec, which contains 
about 20 waves, was smoothed with the same moving average method as 
in the cases HI and H3(see Fig.4). 

One wave period was divided into 12 sections of O.lsec. The first section 
starts at the phase when the water surface crosses the still water 
level upward. The length of the last section is shorter than O.lsec, 
because the wave period of the case H2 is 1.16sec. Each section of 
each wave contains 10 data of the deviation u'   from the smoothed velocity 
u    except for the last section. For each section, a root-mean-square 
or the deviation u'  of all waves was calculated. This is expressed 
with a symbol uu '        (t)11. vms 
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(2)   surf zone 
Fig.23   (1)3   (2)    Time Profiles of Water Level and On-offshore 

Velocity Measured with Hot-Film Anemometer 

Fig. 3    Horizontal Turbulent Intensities at Onshore and Offshore 
Vlooity Phases u' and u' m     , v rms.a rms, t 
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3.3. Cross Product of On-offshore and Vertical Deviations u' 
(Case L) 

and w' 

In the case L, the data in the analog recorder were A-D converted every 
O.Olsec during 48sec for each measuring point. The water level variations 
at the breaking point and the velocity measuring point, the on-offshore 
and vertical velocities and their dropout signals of 48sec were plotted 
graphically. 

In general, laser-doppler velocimeter can not get any information about 
the flow velocity when no particle is detected by the LDV system. The 
situation of such no velocity information is called "signal dropout". 
The signal processor was operated in the so-called track-and-hold mode. 
The output from the signal processor keeps the value just before the 
signal dropout(see Fig.5). 

The signal dropout occurs due to several causes. At the measuring point 
above the trough level, in the trough phase, the laser beam goes out 
from the water between two glass walls of the tank. Then the dropout 
occurs. It occurs also when the air bubbles interupt the beams. The 
time intervals when no signal dropout occurs were selected from the 
plotted time profiles for the on-offshore and vertical velocities. 

The on-offshore and vertical velocities in the no-dropout intervals 
were smoothed with the same moving average method as in the cases HI, 
H2 and H3. The product of the simultaneous on-offshore and vertical 
deviations u'   and w '   from the smoothed velocities were calculated only 
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in the time intervals when no dropout occurs both in the on-offshore 
and vertical velocities(see Fig.5). 

The value of the cross product of u'  and w'  at every O.Olsec in each 
no dropout interval was smoothed again with the moving average method 
of 0. lsec. This smoothed value is expressed with a symbol "li'w'ftj". 
-u'w'(t)   is called Reynolds stress here. As the signal dropout occurs 
sometimes, there are waves in which the data of -u'w'(t)   are lacked 
in some part of one wave period. 

The Reynolds stress ~u'w'(t)   was ensemble averaged at every O.Olsec 
for all waves during 48sec. This ensemble averaged Reynolds stress 
is expressed with a symbol "<-u 'w'(t)>".  As mentioned above, there 
are waves in which the data are lacked in some part of one wave period. 
Therefore, the number of the ensemble averaging is, in general, equal 
to or less than the number of total waves during 48sec(about 40). 

The time interval of one wave was defined as from the phase 0.5sec 
after the crest of the preceeding wave to the phase 0.5sec after the 
crest of the wave. The wave period of the individual wave varies wave 
to wave. So, near the end of one wave period, the number of the ensemble 
averaged data decreases rapidly. 

dropout 

\^^\j]\~f^w\ ' 
no-dropout   interval 

Fig. 5    Signal Dropout of Laser-Doppler  Veloeimetev 
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4. DISTRIBUTION OF TURBULENCE IN SURF ZONE 

4.1. Results 

Fig.6,(1) shows the distribution of the horizontal turbulent intensities 
at the onshore velocity phase and the offshore velocity phase u' 

'pins Q 
and u' ,   in the surf zone in the case HI. In the figure, the ranie 
of scatter of the value is indicated by connecting the maximum and 
minimum values of each measuring point. The upper figure shows the 
on-offshore variation of the measured value at the highest measuring 
point. Fig.6,(2) shows the similar result in the case H3. 

4.2. Error Estimate 

In these two cases, the hot-film anemometer was used. The measured 
values contain some errors. The first error comes from the uncertainty 
of the calibration curve of the hot-film anemometer. The calibration 
curve itself has the error of 3cm/sec. This error influences the smooth- 
ed velocity u    directly. But it is thought that it does not influence 
the deviation u'  defined as u - u     so much. 

w 

Another possible cause is the vibration of the probe mouting arm. The 
natural frequency of the arm was increased to more than 50Hz by shorten- 
ing the length of the arm. So the fluctuation in the velocity due to 
the vibration was separated from the turbulence, the frequency of which 
is thought to be lower than 50Hz. 

The probe may feel the vertical component of the velocity too especially 
near the phase when the on-offshore component becomes 0. This was already 
discussed(Isobe et al., 1979). It is found, using their result, that 
the error is about lcm/sec. The ambiguity in the decision of the phase 
when the water particle velocity changes its direction is thought not 
to influence the mean value u' so much. 

rms 

The value of the turbulence defined as the deviation from the smoothed 
velocity calculated by using the moving average method has one inherent 
error. The smoothed curve can not follow the abrupt change of the water 
particle velocity itself at the crest(see Fig.1,(1)). In fact, Fig.6 
shows the turbulence of about lcm/sec at the breaking point. This means 
that the value of u' contains the error of lcm/sec. 

Tms,o 

The severest error comes from the air bubble interuption of the probe. 
At present, nothing is done to separate the effect of the air bubble 
interuption from the velocity measured by using the hot-film anemometer. 
Only one thing being done to reduce this error was to limit the mea- 
suring points under the trough level where the concentration of the 
air bubble is not so high. Therefore it is impossible to estimate this 
error quantitatively. The measured value is thought to contain this 
error to some extent. 

4.3. Discussions 
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From Fig.6, it is found that the turbulent intensity varies largely 
wave to wave especially in the case H3, in which the breaker type was 
a transient type from spilling to plunging. The intensity is larger 
in the case H3 than in the case Hi in which the breaker type was spill- 
ing. It should be noticed that the breaking wave height H-,   is smaller 
than that of the case Hi(see Table 1). 

As already seen in Fig.2,(1), the significant turbulence does not exist 
at the breaking point. The turbulence begins to grow after the waves 
propagate some distance from the breaking point. In the case Hi, the 
turbulence damps after it reaches a maximum. But in the case H3» it 
does not damp so much at least in the measurement region. The wave 
height H  itself decreases monotonically even in the case H3. 

The turbulent intensity is larger in the upper part than near the bottom 
especially in the case H3. It means that the turbulence gererated by 
wave breaking does not penetrate into the lower part of the water body 
near the bottom. In the case H3, the turbulent intensity at the offshore 
velocity phase u' , is smaller than that at the onshore velocity 

,        vms,t J 

phase u' 

5. VARIATION OF VERTICAL DISTRIBUTION OF TURBULENCE DURING ONE WAVE 
PERIOD 

Fig.7,(1) shows one example of the variation of the horizontal turbulent 
intensity u'        (t)   during one wave period in the case H2. The <r|> curve 
shows an ensemble mean of the time profile of about 20 waves. In this 
figure t-axis does not coincide with the still water level. Fig. ,(2) 
shows one example of another representation of the variation of the 
turbulent intensity during one wave period. In this figure, contour 
lines are used. 

In the case H2, the hot-film anemometer was used. So the measured value 
contains the same errors as those in the cases Hi and H3. The velocity 
measurement was done also at the still water level. But, to reduce 
the error due to the air bubble interuption, the data at the still 
water level were not used in Fig. . 

In this case, the velocity record during the full length of 24sec was 
smoothed. Therefore, the error due to the fact that the smoothed curve 
can not follow the abrupt change may occur also near the phase when 
the water particle velocity changes its direction. At such phase, the 
velocity becomes zero, and the rectified output drops abruptly to zero. 
But, as seen in Fig. ,(1), no effect of this error can be seen at the 
zero crossing phases. 

As seen in Fig. ,(1), the phase of the peak in the curve of the varia- 
ation of the turbulent intensity delays in the downward direction. 
This is also shown in the contour lines in the figure (2). The similar 
treand can be seen in Fig.8 of Stive(1980) too. 
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(1)   1.5m shoreward from breaking point 

(2)   2,0m shoreward from breaking point 
Fig. 73    (l)s(2)        Variation of Horizontal Turbulent Intensity 

u'       (t)  durinq One  Wave Period rms 
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6. MODELING OF TURBULENCE VARIATION DURING ONE WAVE PERIOD 

Fig.8 shows the turbulence variation during one wave period in form 
of time series of the vertical profile of turbulent  intensity, at 
two positions 1.5m arid 2.0m shoreward from the breaking point in the 
case H2. The crosses indicate the measured values. 

The vertical profile of the turbulent intensity resemble that measured 
by Battjes and Sakai(1981) under an air entraining turbulent water 
surface generated behind a wing inserted in an open channel flow(see 
Fig.3 of their paper). The trend of the variation during one wave period 
in Fig.8 also resembles the streamwise variation of the vertical profile 
measured by Battjes and Sakai. 

They showed that the streamwise variations of the> mean velocity defect 
near the water surface, the length scale of the vertical profile and 
the turbulent intensity are explained by the turbulent wake theory( 
Tennekes and Lumley, 1972). In the following, it is tried to explain 
the turbulence variation during one wave period shown in Fig.8 by extend- 
ing the turbulent wake theory. 

6.1. Turbulent Wake Theory(Tennekes and Lumley, 1972) 

Turbulent wake belongs to free turbulence as well as turbulent jet 
and turbulent shear layer(see Fig.9). Following assumptions are made 
in the turbulent wake theory : 1) The length scale in the streamwise 
direction is larger than the length scale 1  in the lateral direction, 
2) Reynolds number is large, and 3) The order of the velocity defect 
U    is same as the order of the turbulence. The equations of motion 
are simplified according to these assumptions. 

One characteristic feature of free turbulence is that there is no 
characteristic length such as the water depth or the channel width. 
Then the velocity profile in the lateral direction are similar in the 
streamwise direction("self preservation"). Therefore the velocity U 
and the Reynolds stress are functions of only the lateral distance 
y  and the scale 1. 

From above mentioned fact and the steamwise constancy of the velocity 
defect, it is found that the velocity scale U    and the length scale 
I  are proportional to the -1/2 power and 1/2 power of the streamwise 
distance x.   Introducing a constant eddy viscosity, it is found that 
U  and the Reynolds stress are proportional to a function 
f =  exp(-1/2-a^2) and-f  respectively. Where E, = y/l  and "'" indicates 
the differentiation with respect to £. a is a constant. 

The turbulent intensity is thought to be proportional to the Reynolds 
stress. The shape of f   is shown in Fig. 10- f   decreases near £; = 0. 
This is not the case of the turbulent intensity, which has a nearly 
constant maximum value near E,  = 0. 

6.2. Model of Turbulence Variation during One Wave Period 
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Fig. 9    Turbulent Wake(Tennekes and Lumley,   1972) 

Fig.10    Lateral Profiles of Turbulence and Reynolds 
Stress (Tennekes and Lumley_, 1972) 

Before going to modeling, it should be noticed that the phenomenon 
to be modeled is the variation in time and not the variation in space. 
The turbulent wake theory itself explains the variation in the stream- 
wise direction. But this model does not treat the variation in the 
on-offshore direction. 

The crest phase is taken as the time origin. The phase to be modeled 
is limited to the range from the crest to the following trough(£ ~ 

V- 
The instantaneous water level at each phase is taken as corresponding 
to the center line y  =  0 of the turbulent wake(see Fig.9). The vertical 
distribution of the turbulence at each phase is assumed to be express- 
ed by 

{u'pme(z,t)y = {u'rm(t)mP y((v-z)/l}, (1) 

in which n is the water level above the still water level, and I   is 
the vertical length scale explained later. The function y  is assumed 
to be proportional to a function which takes the value expressed by 
the solid curve for E,  >   1.0 and the peak value of the solid curve in 
Fig.lOfor 0 £ £ -•£ 1.0. u'       (t)     is a representative turbulent intensity 
at each phase(explained later). 
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The functional form of y is determined by making its maximum value 
equal to 1.0 as follows : 

y(s) I 

1.0 

r    l.n-3,2 , I-.   ri-z . , „ 

0 < ^~  i 1.0 
02) 

The crest height no above the still water level is taken as the vertical 
length scale lQ  at t  = 0(crest phase). According to the turbulent wake 
theory, I   is assumed to increase in proportion to the 1/2 power of 
the phase : 

I =  l0{(t + T)/T}i/2   , (3) 

where T   is the wave period. 

As seen from Eq. (3) , I   =  l0   =  r\0   at   t  =  0.   So (r\-z)/I  = 1.0 at t = 
0 and 2=0. Therefore at the crest phase, y = 1.0 from the water surface 
to the still water level. The measured value above the still water 
level at the crest phase should be taken as u'        (0)   . Unfortunately 
there is no data above the still water level. The value of u'        (0) 
was estimated from the data at the highest point and the profile given 
by Eq.(2). According to the turbulent wake theory, u'_^_rJt)_  is assumed 
to decrease in proportion to the 

iu'        (t)   }2 

rms      m iu'       (0)   }'< rme      m 

-1/2 power of the phase 

where        K  = u'        (tj   /u'        (0) 
rms    t m      rms      m  . 

The maximum measured value at t  = t,   was taken as u'        (t  )   . 
t rms     t m 

(4) 

6.3. Comparison with Experimental Results 

The phase 0.95sec after the zerp-up crossing phase of the water surface 
was taken as t   .   The calculated vertical profile of the turbulent inten- 
sity is shown with solid lines in Fig. . The model developed here is 
rather simple. But the vertical profile and the time variation of the 
turbulence are explained well, at least in the lower part under the 
still water level. 

But it should be recalled that the breaker type of the case H2 is a 
typical spilling type. Futhermore, the comparisons with the experimental 
results are limited to the data at the positions 1.5m and 2.0m shoreward 
from the breaking point. The width of the surf zone is about 500m. 
In these positions, the waves after breaking propagate just like stable 
bores. Therefore, it can be said that the model developed here is appli- 
cable to the turbulent field in the bore region located at 30 to 40% 
of the surf zone width shoreward from the breaking point. 
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7. CROSS PRODUCT OF ON-OFFSHORE AND VERTICAL DEVIATIONS 

7.1. Result 

Fig._ll shows the variation during one wave period of the ensemble ave- 
raged Reynolds stress <-u'w' (t)>  at the location 1.5m shoreward from 
the breaking point in the case L, in which the two-components laser- 
doppler velocimeter was used. As explained in 3.3., the ensemble ave- 
raged Reynolds stress <-u 'w' (t)>  is defined as the ensemble average 
of the Reynolds stress -u'w'(t)   at every O.Olsec of all waves during 
48sec. But exactly speaking, the value shown in Fig.11 is not the value 
of this ensemble averaged Reynolds stress. 

As explained in 3.3., the time interval of one wave period was defined 
as the interval from the phase 0.5sec after the preceeding wave crest 
to the phase of 0.5sec after the present wave crest. This time interval 
of one wave period was divided into 12 sections of O.lsec. The value 
in Fig.11 is an averaged value of the ensemble averaged Reynolds stress 
in each section. 

7.2. Discussions 

One simple definition of Reynolds stress is the ensemble average of 
the product of the deviations u'  and w'  from the smoothed velocities 
over many waves. On the other hand, as well known, Reynolds stress 
is defined originally as a time mean of the product. So the Reynolds 
stress defined as the ensemble average over many waves is completely 
different from the original Reynolds stress. 

In this study, the Reynolds stress was defined as the time mean. The 
interval of the time mean is 0.1sec(see 3.3.). The choise of the time 
length is arbitrary. There is no definite reason to choose O.lsec. 
The time interval of no dropout is not always longer than O.lsec. In 
a time interval shorter than 0.lsec, the interval of the time mean 
was reduced. Also in the beginning and end of one interval of no dropout, 
the interval of the time mean was reduced. 

The number attached to each plotted point indicates the number of the 
averaged data. Near the water surface, it decreases rapidly. If no 
dropout occurs, it amounts to about 400. 

The value itself is small compared with the value of the turbulent 
intensities u' ,   u' ,   and u*        (t)   shown in Fig.s 6 to 8. In 
many points, it is smaller than 1.0cm /sec . 1.ucm /sec is the order 
of the possible error of the turbulent intensity(see 4.2.). At the 
position 0.5m shoreward from the breaking point, the calculated value 
of the ensemble averaged Reynolds stress in each section is less than 
0.5cm2/sec2. So, it may be said that the value of the Reynolds stress 
larger than 0.5cm2/sec2 is meaningful. 

As explained in 6.1., the Reynolds stress in the turbulent wake is 
proportional to -f.   Therefore, the cross product itself is proportional 
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to f.   As shown in Fig.4 of Battjes and Sakai(1981), the cross product 
under a steady breaker generated behind a wing inserted in an open 
channel flow has a similar vertical profile as f   in Fig.10. 

The direction of the positive on-offshore velocity in this study is 
opposite to that of the turbulent wake in Fig.9- So, if the Reynolds 
stress obeys the turbulent wake theory, it must be proportional to 
f.   In Fig.11, there is no such trend. It becomes negative in some 
parts of the vertical profile. It is also found that at the phase after 
the crest it has a positive hump in the lower part of the vertical 
profile. 

As mentioned above, the calculated value of the Reynolds stress has 
many ambiguities. Therefore no definite conclusion is derived from 
Fig.11. Only thing to be said is that the Reynolds stress field in 
surf zone may not be explained by the turbulent wake theory which could 
explain roughly the turbulent intensity generated by wave breaking. 

8. CONCLUSIONS 

Horizontal and vertical velocities were measured with a hot-film anemo- 
meter and a two-components laser-doppler velocimeter in surf zones 
on uniform slopes of about 1/30 in two wave tanks. 

The rectified on-offshore velocity measured with the hot-film anemometer 
was smoothed with a moving average method of O.lsec. A root-mean-square 
of the deviation from the smoothed velocity was calculated for the 
onshore and offshore velocity phases of individual waves. The following 
conclusions were obtained : 1) The calculated turbulent intensity varies 
more and is larger in the case of the transient breaker type between 
spilling and plunging than in the case of spilling breaker, 2) the 
turbulent intensity does not damp so much as the waves propagete in 
the surf zone in the case of transient breaker, while it damps in the 
case of spilling breaker, and 3) the turbulent intensity is larger 
in the upper part of the water column than near the bottom. 

A root-mean-square of the deviation from the smoothed on-offshore velo- 
city was calculated for every O.lsec section composing one wave period 
over about 20 waves in the case of spilling breaker. It was found that 
the vertical distribution of the calculated turbulent intensity and 
its variation during one wave period resemble those of the turbulence 
under a steady breaker generated behind a wing inserted in an open 
channel flow which was explained by the turbulent wake theory(Battjes 
and Sakai, 1981). A model was proposed, based on the turbulent wake 
theory, to explain the variation of the vertical distribution of turbu- 
lence during one wave period. It was found that this simple model can 
explain it roughly. 

A time-mean over O.lsec of the cross product of the on-offshore and 
vertical deviations from the smoothed values of the velocities measured 
with the laser-doppler velocimeter was calculated. It was defined as 
the Reynolds stress. An ensemble average of the Reynolds stress was 
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taken over about 40 waves. The variation during one wave period of 
the vertical distribution of the ensemble averaged Reynolds stress 
was discussed. It was suggested that the turbulent wake theory may 
not explain the variation of the Reynolds stress in surf zone. 
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ON THE RELATION BETWEEN CHANGES IN INTEGRAL QUANTITIES 

OF SHOALING WAVES AND BREAKING INCEPTION 

12 3 
Takashi Yasuda,  Shintaro Goto  and Yoshito Tsuchiya,  M. ASCE 

ABSTRACT 

This paper describes a mechanism of breaking waves over sloping bot- 
toms in terms of changes in integral quantities of the waves.   Systemat- 
ic computations are made of wave profiles of shoaling waves up to the 
numerical unstable points by using the K-dV equation with variable coef- 
ficients and internal properties such as horizontal and vertical water 
particle velocities by a stream function method satisfying the conserva- 
tion laws of mass and energy.   Applicability of the numerical results 
is examined and a relation between numerical unstable points and actual 
breaker points is found.   Characteristics of the integral quantities of 
shoaling waves are investigated in relation to the existence of the ex- 
tremum of the energy of the shoaling waves and their breaking inception. 

INTRODUCTION 

A sound knowledge on breaking waves is very important for coastal 
engineering, as stated by Longuet-Higgins(1980) at the Sydney Conference. 
However, theoretical elucidation on the mechanism of breaking waves on 
sloping bottoms is not enough, although many prominent theoretical inves- 
tigations have been carried out on this problem.   A series of studies 
by Longuet-Higgins et al.(1974 & 1975) obtained the very interesting con- 
clusion that the integral quantities, such as the phase speed, momentum 
and energy increase with wave-height initially, become maxima and then 
decrease; that is, these quantities reach their extrema at a wave-height 
preceding the highest wave.   So, a great interest is now being taken in 
the relation between the existence of the extrema of the integral quanti- 
ties and breaking inception and in the derivation of the breaking incep- 
tion from the behaviour of the integral quantities which reflect the 
properties of the whole wave field, by regarding the wave breaking as an 
instability of the field. 

Because symmetrical wave formes were assumed in their calculation, 
the conclusion obtained by Longuet-Higgins et al. indicates only that the 
integral quantity of the highest wave is not usually maximum and does not 
directly show that extrema arise in the integrals of shoaling waves on 
sloping bottoms.   Therefore, it is necessary to calculate the changes in 
the integral quantities of shoaling waves in order to investigate the 
mechanism of wave breaking on a sloping bottom which is important in 
coastal engineering. 
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Here, based on the results of the authors' studies(1979 & 1982) on 
the transformation of shoaling waves over sloping bottoms, are made com- 
putations on the wave profiles of shoaling waves up to the numerically 
unstable points by using the K-dV equation with variable coefficients. 
At the same time, the internal properties such as water particle veloc- 
ities are computed for the given wave profiles at each water depth by the 
stream function method, satisfying the conservation laws of mass and en- 
ergy.   The relation between numerically unstable points and the actual 
breaker points defined by Goda(1980) are also examined, and investiga- 
tions are made of the characteristics of the integral quantities of 
shoaling waves over sloping bottoms.   It is then shown that whether the 
energy of shoaling waves has extrema or not is a function of the surf- 
similarity parameter(1974).   Finally, examinations are made of the rela- 
tion between the existence of the extrema of the energy of shoaling waves 
and breaking inception or breaker type. 

CALCULATION OF INTERNAL PROPERTIES OF SHOALING WAVES ON SLOPING BOTTOMS 

7        Waves 
1. Reduction of Basic Equation 

By considering irrotational 
wave motion over a uniformly slop- 
ing bottom and taking a Cartesian 
co-ordinate system as Shown in 
Fig.1, the governing equations are 

given as 

V2<J>=0, *  +(<( 

Fig. 1 Co-ordinate system and 
symbols used 

/2 + g(z-h) 1 ,   t=0, I lz=h,+z 

(1) 

z!   +  z1   4>     -  $   I     , , =0,   d> 
t xx z'z=hL+z' yz J, =0, 

where, the subscripts denote partial differentiation, <}> is the velocity 
potential, z' the water surface displacement from the mean water level, 
B the height of the sea bottom above the horizontal co-ordinate, h  the 
depth of mean water at the origin and g the acceleration of gravity. 
The above equations can be directly solved by a numerical method, such as 
the MAC method.   However, there arise the problems of the great effort 
necessary for the computation and the insufficient accuracy of numerical 
solutions in view of the labour expended, so that the following approach 
is adopted here. 

For our calculations the following four assumptions are made, 
i) Bottom slopes are gentle and the water depth changes dependently on 

X = ex in which e is a small parameter, and therefore, 
ii)the wave reflection from the sloping bottom is negligible and mass 

transport by waves is not bound by a sloping bottom.   In addition, 
according to the conclusion by Stiass nie et al. (1975) that the effect of 
wave set-down is less than about one percent of the water depth, the 
third assumption is 
iii)the effect of wave set-down is negligible.   And lastly, 
iv) the effects of nonlinearity and frequency dispersion of waves and 

bottom slope are of the same order. 
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By developing Kakutani's approach(1971) to a higher order approxima- 
tion on the basis of these assumptions/ Eq. (1) yields the following 
tractable wave equation using a new expression of wave profile, n . 

nx + 3nnf;/2c„' + c.n^j. - B*Tn/4c5 = E(-c?na£?j./15 

-3V«/2c°   " 2iiac/3c0   - 2ctnE?T/3 + B*nC5  /2 - 3n2nc 

/2cS   - nj;S!T/c»   -3nr,E/c
2   - nTT/2c„   - 5B»n2   /8c; 

jnT/2o0)   +  o(e2) (2) 

where 
= /T^B7 = /h*,   5  =  E1/2(/dx*/c0 

* = B/h, , x* = x/h, , z* = z/h, , t* 

= (h1/L,)
!<<l, ? = z« - B*, til = 

h/h, , (3) 

t*), 

= t/ 

'/h, 

Li is the wave-length at the origin and a new expression of the velocity 
potential, Q,   has the following relations 

fir - n = e(c0nEE/2 + n
2/2cg ) + o(E

2) (4) 

1 
'W 

2(   & a CC ;,e  z< Si USC •) (5) 

1  2 

4 Co 
0 (6) 

The applicability of the numerical results of Eq. (2) has already 
been examined in detail by comparing them with the results of the experi- 
ment without the restriction on mass transport by waves due to a sloping 
end wall of the wave flume and the influence of wave reflection from the 
end wall.   As a result, it was concluded by authors(1979) that the first 
order solution, which is the numerical solution of the lowest order equa- 
tion of Eq. (2) given by 

3  3      1 
nT + ^ conn;r + -3 c°n{^ 

is stable and applicable to shoaling waves over sloping bottoms.   The 
second order solution, which is the numerical solution of the second or- 
der equation of Eq.(2), however, 
because of its round-off errors 
and secular terms, is not as appli- 
cable.   In Fig.2 is shown an ex- 
ample of the comparisons between the 
numerical and experimental results 
of wave profiles of shoaling waves. 
Here, the thin, broken and solid 
lines indicate the results of the 
first and second order solutions, 
respectively, and the heavy lines 
indicate the experimental results. 
Therefore, based on the assumptions 
i), ii), iii) and iv), and as far as 
the wave profiles of shoaling waves 
as concerned, it could be said that 
the numerical solution of Eq.(6) can 
be used instead of the direct solu- 
tion of Eq.(1).   Hence, the present 
problem is reduced to finding the 
velocity potential <f> satisfying Eq, 

0-5 I   t/T      1.5 

Fig. 2  Comparison of wave profiles 
determined from numerical solu- 
tions and from experimental data 



SHOALING WAVES 25 

(1) against the water surface displacement z' derived from Eq.(6). 
mathematical formulation of <f> has already by the authors (1980) as: 

-= en + '-(   X  2 
(z*2-l) n^+ B*n } + o(e3) (7) /gh~   "•' • " l 2 

The characteristics of the horizontal water particle velocities were nu- 
merically examined through Eq.{7), and it was found that the accuracy of 
the high-order differential quotients computed numerically became lower 
with shoaling water.   So, by paying attention to the physical signifi- 
cance of Eq.(7), i.e., that the velocity potential of shoaling waves is 
mainly subject to the water surface displacement and suffers the direct 
effect of bottom slope only in the second order, the following approach 
is here adopted, where the effect of water surface displacement given by 
Eq.(6) is evaluated as accurately as possible instead of ignoring the 
direct effect of bottom slope as assessed in Eq.(7).   Therefore, in or- 
der to use the WKB method, a fifth assumption must be made: 
v) Both water surface displacement and velocity potential depend oh two 

variables, u and X, expressing the phase change and the gentle change 
in water depth, respectively: 

z'(x,t)=z'(u,X),   <t>(x,z,t)=<Hu,X,z) (8) 

where 

u=-|KK(X)dx-wt (9) 

K(X) is the wave-number dependent on the change in water depth and to, 
the angular frequency, independent from the change according to the con- 
servation law of wave-number. 

This assumption can be sufficiently justified because the expression, 

:' U ,T )=z' U- cdx ) (10} 
2ec 3z, 4ci 

can be derived by considering that the water surface displacement, z1- 
(h]_/e)n, is a solution of Eq. (6) , and then 

£-jcdi: = -w—{jK(X)dx-o)t} (11) 

can be obtained. 

Application of the assumptions of i) and v) to Eq.(1) yields the 
following equation, where the effect of the water depth change rate is 
explicitly expressed by the small parameter, e. 

K2 *  + 4>  +e (KJ + 2K$ „ ) 
uu  zz     Xu     uX 

-w*    +±.(K2<]>2+tt>2 

U     2 U 2 

*XX 
= 0 

at       z = h!+ z 

-wz   +K2*    z   -4>    +e(K<|>    z    +K<|>   z')+e2*    z   =0at       z = h1+z' u uuz AU UA AX 

'(12) 

.•    =0 
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Here, a final assumption is made concerning the velocity potential^: 
vi) The velocity potential <j) can be expanded as a power series with re- 

spect to the small parameter e as: 

<Hu,X,z)=4>0(u,X,z)+e4>1(u,X,z)+---. (13) 

Moreover, by exchanging u for a new variable 6 and defining the 
stream function i>,   respectively, as: 

h'Kh   •   nr*=K2^     .   ?=x-c<x)t , d4) 

V*e~c '  *e = -*z  ' (15) 

the following equation, expressed with the stream function, is derived in 
the lowest order 0(1) from Eq. (12). 

1 '1 -z(i>*+i>2 )+gz =--c2     at  z=hj+z 
eL D   Z eL 

^ ^ ^ o    at  2 = h1+z' , 

<\> = 0 at  z = B  , 

>(16) 

where fyQ  is a constant denoting the total volume rate of flow underneath 
the steady wave per unit length in a direction normal to the x plane. 

As mentioned above, the water depth change rate is of the order e 
and from the assumption i) the value of e could be considered small 
enough that the velocity potential <j> can be sufficiently evaluated by the 
lowest order term <j>0, that is, the stream function defined in Eq. (14) . 
Thus, under assumptions i)-v), although i>   is an explicit function of 0 
and z alone because all terms dependent on the change of water depth, 
such as bottom slope, are neglected, and although TJJ is indirectly affect- 
ed by water depth change through the conservation laws, the mathematical 
formulation satisfying both Eq.(15) and the conservation laws against the 
water surface displacement z' given numerically from Eq. (6) is synonymous 
with Eq. (1) . 

2. Examination on Conservation Laws 

The effect of wave set-down is ignored by the assumption iii), so 
that the conservation laws to be satisfied become those of mass and en- 
ergy alone.   They can be expressed in a two-dimensional wave field of 
steady state, shown in Fig.l, as: 

f  [h,+z  , , . -{   '   pudz}=0 (17) 
X   J D 

;r-[ fhl+Puti(u2+w2)+E + q(Z-h1 )>dz]+pgnsf-{[h,+Zudz>=0       (18) ClXjD        <L P UXJ 

where the bar — indicates averaging over one period, and n_ is wave set- 
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down.   It is found from Eq. (18) that the uniformity of energy flux by 
waves is satisfied independently from the evaluation of wave set-down 
when the conservation law of mass is satisfied.   Substitution of Eq.(15) 
into Eq.(17) yields 

"dX  L  K*«udz > + o(e2) = 0 (19) ( jB  K*oudz } + o(e2) = 0 

The conservation law of mass is satisfied unconditionally in the same 
order 0(1) as in Eq.(16), so that it can be considered in the order of e. 
Hence, the law is expressed as 

I = £|h,+zU   +c)dz = E{*0+c(h,-B) )=const . (20) 
jB 

where  I  is  the mass flux by waves. 

By  similar examination on the  conservation law of  energy,   the law 
can be written in the  order  of  e   independently  from wave   set-down as: 

W=e   h'+ZP(4<   +c){i(^   +c)2+i*2
+H + g(z-hI)}dz 

z d     z <L   y   p 

-rpc{(3c+u)l-cu(hl-B)-2gz 
2}=const. (21) 

where W is the energy flux by waves. 

3. Calculation of the Stream Function of Shoaling Waves 

By considering the theoretical result(1980) that mass transport ve- 
locity u is given in Eulerian co-ordinate due to a nonlinear effect when 
the phase of z1 is assumed to agree with that of $, a generalized mathe- 
matical formulation of the stream function is assumed as 

N-l sinh(n-2) TTX  . x. 
} C    +       Z h/gTi = -lX(1)X(2)-/gIi
J       n = 4j6cosh(n-2),X(2) 

[X(n)cos{(n-2)1tX}+X(n + i)sin{ (n-2)TrX}] (22) 

where £=(z-B)/h, x=(x-ct)/L, X(n) is the n-th coefficient, especially 
X (j\ ='lVg/h, X(2)~h/L, X(3\=tp0/h gh and T wave-period.   The dynamic 
boundary condition at free surface shown in Eq.(16) can be rewritten with 
respect u as: 

-^u2+(u-c)u+-(u2+w2)-cu+gz' = 0     at  z = h1+z' (23) 
2      w      2  w        w 

where u  and w are the periodic component of the horizontal and vertical 
water particle velocities respectively.   They are in the following rela- 
tion with the stream function. 

* =-W        i|; =u +u -c (24) 
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Hence,   uw and w are  expressed by Eq.(22)   and   (24),   respectively,   as: 

N-l    (n-2)    X cosh{(n-2)uX,     .?} 

u   =      £      {-$j ^V-^ i — {xi    ,cos(n-2)7tX « .   c coshUn-2 )irX > (n) 

(n + 1 )sin(n-2) TI x J 

N-l    (n-2)isinh(n-2)iX.    .; r125' 
w=    -Z        —  —<x, ,cos(n-2)i)i 

cosh   n-2   iX., (n+1) 
n = 4 , 6 (2) 

_X(n)sin'n~2)"X) 

Moreover,   the mathematical  formulation of water  surface  displace- 
ment using  the  stream function  is  derived  through  the kinematic boundary 
condition at  free   surface: 

i_l-(u//ih)X(1)X(2)    X(3)"n = 4,6 coshHn-2)iX(2)} 

{X..cos{n-2)Trxi + X(.sin(n-2)nx.}]-l (26) 

Hence, as long as the above expression is used, the conditions to be 

satisfied by Eq.(22) become a binding condition, i.e., the wave profile 
expressed by Eq. (26) must agree with both the numerical solution given by 
Eq. (6) and the conservation laws mentioned above.   Although these condi- 

tions determine the coefficients X /nj .uniquely, some of them are subject 
to nonlinear equations with respect to X (n).   So, the determination of 
the stream function satisfying the above conditions is carried out by a 

method similar to that used by Rienecker et al.(1981).   The unknown co- 

efficients to be determined are X(2)z x(3)*,,x(nw their total number 
being N-l quantities. 

The conditions to be satisfied by them can be expressed as follows: 

Firstly, as to the wave profile conditions, the numerical solutions of 
Eq.(6) and z^ must agree with the expression shown in Eq.(26), so the 

conditions written as 

fi - zci/li - Yi = 0,   i = 1, 2, - • -, N-3 (27) 

must be satisfied.   Here, i indicates the i-th phase during one period 
divided impartially by N-3.   Secondly, the conservation laws of mass 

and energy expressed in the order of e are, respectively, 

f
N_2 = 

£(I-I» ' . fN-l = E(W-W° ] <28> 

where the subscript o denotes the quantity in deep water and I is written 
by the expression shown in Eq.(22) as: 

N-l 

I - uh + h/gH" £  tanh{(n-2)7rX   }{X. , cos(n-2) TTX. 
n-4,6 (2)   (n) Ai 

+ X(n+l)sin(n_2)7rxi} t29) 

Here, the subscript i denotes the pahse giving Yj_ = 0.   The N-l numbers 

of equations shown above are solved by Newton-Raphson's method so that 
the internal properties of shoaling waves can be calculated under the 

six assumptions mentioned above. 
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4. Examination of the applicability of Numerical Solutions 

An examination by Iwagaki et al.(1974) has already been made of the 
applicability of Dean's stream function method(1965) to the waves on 
sloping bottoms.   Water surface displacement was given by experimental 
results at each water depth with normal wave flumes, and its applicabil- 
ity was determined for shoaling waves with deformed wave profiles. 
Their conclusion was that the stream function method can be applied to 
waves with asymmetrical wave profiles on sloping bottoms as long as the 
wave profiles can be accurately calculated, although the method should 
be primarily developed for uniform waves with symmetrical profiles. 
Hence, it is thought to be possible to apply the present approach, as 
well as the calculation by Iwagaki et al.(1974).   However, the present 
approach is different in that the satisfying of the conservation laws, 
is not required in the usual methods.   So, an examination is here made 
of the applicability of the horizontal water particle velocity computed 
by the present approach. 

1.5 o     / P 
z 
h o / o 

1 
,o / O 

Bx -   1/20 
Ho/U-0.017 

0 h/Lo= 0.038 
n TM7h* 12.5 

h/H* 1.85 
-a 

c 

o.t> -o 
o 

a: 
0 

Present  —• 
method 

; 
1 1 o IwaQaki etal. 

-0.5   u,^h    ° 0-5   M§B 

! /.5 o —0  / ! 

!._.._.. 

2 
h 

1 

o—o 
o—o /         ' 

1     1 L 
 o 

T  Bx --   1/20 
/   H./U- 0.017 ; F 

,.   0.5 
c 

o-o 
00 

~ / -o      1 
>-o      1 

1    h /L»= 0.028 
Tjm-- 14.6 
h/H° 1.15 

I • 
CD < — Present 

method 
OO o o       [ 
30 r5 

° c ° o Iwagaki et al. 
-0.5 ut^gh 05     Uc/Jgb ' 

(a) (b) 

Fig. 3  Comparison between numerical solution and experiment by 
Iwagaki et al. of vertical distributions of horizontal water particl 
particle velocities 

Fig.3 shows the comparisons 
between the numerical results 
obtained by the present approach 
where the measured wave profile 
at h/LQ = 0.069 was given as 
initial value and experimental 
results by Iwagaki et al. of ver- 
tical distribution of horizontal 
water particle velocities of 
shoaling waves.   And Fig.4 shows 
comparisons of their corresponding 
wave profiles up to the breaker 
point noted by h/LQ = 0.028 in the 
figure.   Here, the solid line shows 
the numerical results determined by 

t/T 

Fig. 2  Comparison of wave 
profiles determined from 
numerical solutions and from 
experimental data 
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the present approach and both of circles and broken lines show the ex- 
perimental results.   It might be said from the figures that the present 
approach is applicable for the calculation of the internal properties of 
shoaling waves up to a breaker point, although the examination was made 
only of the water particle velocities and wave profiles and although 
their numerical results seem to give larger values at the breaker point 
than the experimental ones which probably suffered from the effect of 
back currents from the end wall of wave flume. 

CALCULATION OF INTEGRAL QUANTITIES OF SHOALING WAVES 

1. Definition of Integral Quantities 

The method used by Longuet-Higgins(1975) can be applied to the pres- 
ent approach, and the expression of the various integrals can be derived 
as in the following, if the integrals are evaluated in the same order, 
0(1), as the terms in the equations mentioned above.   The potential en- 
ergy Ep at arbitrary water depth is defined as: 

Ep =-£- pgz'
2 (30) 

and the kinetic energy E^ is defined as: 
rhl+z' 

Ek= 3B   T p{(*z " c)2  + ^ >dx <31> 
By applying the expression defined by Longuet-Higgins, Eq.(32) can 

be rewritten as: 

Ek = -1 p{c
2h - (u + c)I} (32) 

In the same way, the radiation stress S can be expressed as: 

+z* x 
(p + pu*)dz - -^ pgh2 

= 2cl - 3Ep (33) 

Then, the energy flux W shown in Eq.(29) can be expressed as: 

W = — pC {(3c + u)l - uch - 4E } (34) 2 P 

Therefore, the integral quantities of shoaling waves can easily be 
calculated within the limits of 0(1), as long as the values of the wave 
celerity, the potential energy and the mass transport velocity can be 
given at an arbitrary water depth. 

2. Definition of Breaker Point 

In order to carry out the computation of the integral quantities of 
shoaling waves up to the breaker point, the breaker points must be rea- 
sonably and accurately defined and the computation of the stream func- 
tion with sufficient accuracy must be possible.   The former must be in- 
vestigated here because the definition of breaker points has not yet 
been established theoretically, although the latter is satisfied by com- 
parison with experiments including the actual breaker points.   So, some 
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examinations must be made of the breaker points to be used here. 

Table 1 Conditions of 
wave parameters computed 

Although the theoretical breaker point is thought to be defined by 

the singular point of Eq.(6) in the lowest order, the equation has not 

been yet analytically solved, so the condition for the singularity can- 
not be obtained theoretically.   Therefore, the breaker point is conjee' 

tured from the behaviour of the results computed numerically under the 

conditions of the wave steepness H0/L0 and bottom slope B^  described in 
Table 1, where the values of the well-known 
surf-similarity parameter y = Bx/ /HQ/L0 are 
also shown.   The computations start from 

the point of h/L0 = 0.08 and the values of 
L/L0 and H/HQ at the point are computed by 

the energy flux method(1977). 

Fig.5 depicts the changes in wave- 
heights of shoaling waves computed from Eq. 

(6) as a function of the surf-similarity 

parameter.   Here, the solid circles indi- 
cate the breaker points defined by Goda and 

expressed as 

H, 

Ho/LD 
Bx y 

0.004 1/10 1.58 
0.008 1/10 1.12 
0.01 1/10 1.00 
0.004 1/20 0.79 
0.008 1/20 0.55 
0.01 1/20 0.50 
0.01 1/50 0.20 
0.Q2 1/50 0.14 
0.04 1/100 0.05 

= 0.17Ll-exP{-1.5Ti (-7—) 

( 1 + 15 
>   /3 

)}. 135) 

It can be found from the figure that 

the extrema always exist in the 

changes in wave-height.  The occur- 
ence of the extrema is conjectured 

to be caused by a kind of instabil- 

ity in the numerical solutions, 
which can be attributed to the ex- 

cessive value of the curvature of 
the wave profile at crest.   So, the 
relation between the existence of 
the extremum noted in the figure and 
the upper limit of a curvature of 
water surface displacement at crest 

of the numerical solution of Eq.(6) 

were examined to discover the reason 
for such an extremum.   In Fig.6 

white circles shows the values of 

the curvatures at the point of max- 
imum wave-height of the numerical 
solution, and the points defined 

by Goda's breaking inception are 
indicated by solid circles for 

every value of the surf-similarity 
parameter.   It can be noticed that 
the upper limit of the curvature 
exists in the vicinity of the val- 
ues of 10  for every value of the 
parameter, and the maximum value 
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for wave-height computed by Eq.(6) depends on the upper limit of the cur- 
vature of the numerical solution.   Therefore, it is assumed that the 
theoretical breaker point in the numerical simulation generated by Eq.(6) 
is given by the upper limit. 

Fig.7 shows the relation between the theoretical breaker indices, 
i.e., the ratio of wave-height to water depth at the breaker points, H^/ 
hh, and the actual indices defined by Eq.(35).   Here, the solid lines 
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Fig. 7  Comparison between the 
theoretical breaker indices and 
the actual ones defined by Goda's 
breaking inception 

describe the breaker indices 
given by Eq.(35), and circles 
indicate the theoretical 
indices for all bottom slope 
conditions.   It could be 
considered from the results 
shown in the figure that most 
of the theoretical breaker 
indices exceed the actual 
ones and that the numerical 
solutions are stable and con- 
tinue to maintain sufficient 
accuracy in the shallower 
water beyond the actual break- 
er points.   And, it is found 
that the dependency of the 
theoretical breaker indices 
on bottom slopes reasonably 
corresponds to that of the 
actual breaker indices, al- 
though there are a few dif- 
ference with regard to the 

h/U 

Fig. 8 Changes in the ratio 
shoaling waves with the surf- 
ity parameter 

uc/c of 
similar- 
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absolute values between them.   Thus, the definition of the breaker 
points as being dependent on the upper limit of the courvature is regard- 
ed as reasonable.   So, an investigation is made on the relation between 
the theoretical breaker point and Rankine-Stokes' condition of greatest 

wave-height. 

Fig.8 shows the change in the ratio of the horizontal water parti- 

cle velocity at crest, uc, to the wave-celerity, c, of the shoaling waves 
computed by the -present approach up to the theoretical breaker points. 

It is noticed that all the values of the maximum ratio uc/c do not exceed 

1, although the ratios at the breaker points approach one as the value of 

the surf-similarity parameter increases.   This result means that shoal- 
ing waves on sloping bottoms become unstable and begin to break down be- 

fore Rankine-Stokes1 condition is satisfied and that the breaking incep- 
tion of shoaling waves is controlled by another condition besides 

Rankine-Stokes' condition. 

Fig.9 shows the change in 
the small parameter o with the 
ratio uc/c definded by Longuet- 

Higgins(1975) as: 

__1   -   (uc -c)2 (ut -c)' 

Goda's breaking inception 

(36) 

It is found that the parameter 
0 has a tendency similar to the 

ratio uc/c and that any given 
value of a  does not exceed 1 
because of the similarity of 
the parameter 0 to the ratio 

u /c, although the value 0 of 
the highest wave becomes 1 in 

the calculations by Longuet- 

Higgins et al. . 
Therefore, it is to be expected 

that results considerably dif- 

ferent from his will be obtain- 
ed from the changes in the in- 
tegral quantities of shoaling 

waves computed by the present 
approach. 

rr/U 

Fig. 9 Changes in the ratio 

shoaling waves with the surf 
larity parameter 

to' 

uc/c of 

-simi- 

CHANGES IN INTEGRAL QUNATITIES WITH SHOALING WATER 

Fig.10 shows the changes in the potential energy of shoaling waves 
with the surf-similarity parameter up to the theoretical breaker point 
computed by the present approach.   It is found that the extrema of 

potential energy always exist before both the breaker points are attain- 
ed and that the integral quantities of the highest wave are not always 

maxima.   This agrees with the result shown by Longuet-Higgins et al.( 
1974), although the effect of the surf-similarity parameter is not taken 
into account in their calculation.   It is thought that the existence of 
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Fig. 10 Changes in the potential 
energy of shoaling waves with the 
surf-similarity parameter 

Fig. 11  Changes in the kinetic 
energy of shoaling waves with 
the surf-similarity parameter 

such extrema is due to the sharpening of the wave crest caused by the 
tendency of the competition between the nonlinear effect and the disper- 
sive effect to deform the wave profile which is strengthened with shoal- 
ing water. 

Pig.11 shows the change in the kinetic energy of shoaling waves 
obtained by the same computation continued to the breaker points.   It 
is found that the extrema of kinetic energy do not always exist before 
the breaker points are attained, in contrast to the case of potential 
energy and that the existence of the extrema depends on the value of the 
surf-similarity parameter.   This is very different from the results of 
Longuet-Higgins(1975) which state that these extrema are always found in 
both the potential and the kinetic energies.   This result indicates 
that there is a difference in the existence of the extrema of kinetic 
energy between shoaling waves with asymmetrical wave profiles on a sloping 
bottom and uniform waves with symmetrical wave profiles on a flat bottom. 
Therefore, it could be said that there is a difference in the internal 
properties, such as water particle velocities, between these wave types 
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and that the conclusion obtained for one cannot be directly applied to 
the explanation of the wave breaking for the other. 

Fig.12 shows the change in the 
total energy E^ of the same 
shoaling waves.   Several mat- 
ters are clear from this figure. 
The existence of the extremum 
of total energy depends on the 
value of the surf-similarity 
parameter just as that of the 
kinetic energy does.   The ex- 
trema arise with the value of 
the parameter y under 1.12 be- 
fore the theoretical breaker 
points are attained and under 
0.79 before the actual breaker 
points are attained.   The 
critical value of the parameter 
controlling the existence of the 
extremum seems to be between 1. 
12 and 1.58 where the theoreti- 
cal breaker points are applied 
and between 0.79 and 1 where the 
actual breaker points are appli- 
ed.   It is well-known from the 
experiments by Galvin(1969) that 
the breaker type depends on the 
value of the surf-similarity 
parameter and that a spilling 
breaker occurs when the value of 
the parameter is less than 0.5. 
Hence, it could be judged that 
the existence of the extremum closely 
relates to the breaker type and that a 
spilling breaker occurs due to the in- 
stability of the transfer of wave en- 
ergy when the value of the parameter y 
is less than the critical value men- 
tioned above.   The extremum exists 
because the conservation law of en- 
ergy is satisfied in the present ap- 
proach, the decreasing of the total 
energy with shoaling water requiring 
the increasing of the energy transport 
velocity of shoaling waves. 

Fig.13 describes the change in 
the ratio of the energy transport 
velocity to the wave-celerity, c /c, 
of shoaling waves continued to the 
theoretical breaker point.   It can 
be noticed that there is a tendency 

Fig. 12 Changes in the total 
energy of shoaling waves with 
the surf-similarity parameter 

h/Lo 

Fig. 13 Changes in the ratio 
Cg/c of shoaling waves with 
the surf-similarity parameter 
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points to decrease away from 1 as the value of the surf-similarity param- 
eter increases, although the computed results scatter considerably of 
numerical errors in the computed value of wave-celerity.   As it is 
judged that the energy transport velocity cannot physically exceed wave- 
celerity, instability with regard to energy transfer is considered to 
occur when the ratio c„/c exceeds 1.   Accordingly, this instability of 
energy transfer occurs dependently on the parameter and becomes liable 
to occur as the value of the ratio approaches 1.   This instability could 
be conjectured to be closely related to the mechanism of wave breaking, 
and, in particular, to the mechanism of the occurence of a spilling 
breaker, where excess energy not transported by stable waves is exhaust- 
ed by partial wave breaking.   The approach of the ratio to 1 depends on 
the parameter, as mentioned above, and the instability of energy trans- 
fer occurs dependently on the value of the parameter, becoming liable to 
arise with the approach of the ratio to 1.   Thus, it might be said that 
the instability of energy transfer is closely related to the spilling 
breaker and that the beginning of the instability is the breaking incep- 
tion of a spilling breaker. 

CONCLUSION 

Integral quantities of shoaling waves have been calculated by using 
the K-dV equation with variable coefficients and the stream function 
method satisfying the conservation laws of mass and energy, and some in- 
vestigations have been made on their characteristics.   The most signif- 
icant conclusions of this paper are summarized as follows. 

The maximum wave-height of shoaling waves computed by the K-dV equa- 
tion is controlled by the upper limit of the curvature of wave profiles, 
where numerical instability arises.   Thus, the theoretical breaker point 
is defined by the limit, and it corresponds reasonably to the actual 
breaker point defined by Goda's breaking inception.   However, Rankine- 
Stokes1 condition of greatest wave-height is not satisfied at the theo- 
retical breaker point of the computed shoaling waves and the wave break- 
ing of shoaling waves seems to occur independently from the condition. 

Although the extrema are always found in the potential energy of 
shoaling waves before the theoretical and actual breaker points are at- 
tained and the potential energy of the highest waves is not maximum just 
as in the results  shown by Longuet-Higgins et al., the extrema of the 
kinetic and total energies are not always found in the shoaling waves 
with asymmetrical wave profiles before both the breaker points are at- 
tained, in contrast to the case of potential energy.   In addition, the 
existence of the extrema depends on the value of the surf-similarity 
parameter and the extrema occur in the value of the parameter under the 
critical value controlling the existence.   It is found by comparison 
with the experimental results of Galvin and his examination of the change 
in the ratio of energy transport velocity to wave-celerity that the ex- 
istence of the extrema of total energy closely relates to the breaking 
inception and breaker type, especially to those of the spilling breaker, 
because it causes the instability of energy transfer of shoaling waves 
which is conjectured to be the cause of the wave breaking of the spill- 
ing type. 
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A FIELD STUDY OF WAVES 

IN THE NEARSHORE ZONE 

by 

S. Hotta1, M. Mizuguohi2 and M. Isobe3 

ABSTRACT 

Initial results are described of precise observations of waves 
shoaling in the nearshore zone. The key technique of the experiments is 
a 16 mm memo-motion camera system by which long term measurements of 
waves can be made simultaneously at many locations. Six or seven pairs 
of synchronized cameras were mounted on a research pier crossing the 
surf zone. The cameras were focused on target poles mounted on sleds 
which were towed about 200 m outside the breaker line, and on a line of 
poles jetted into the sea bottom across the surf zone. Waves trans- 
forming in the nearshore zone were observed from about 400 m offshore to 
the shoreline. At present only the characteristics of the statistical 
waves, wave height distributions, wave period distributions, and the 
joint distributions of wave height and period are described as part of 
the  initial  analysis. 

INTRODUCTION 

The authors have been carrying out extensive field studies to 
better understand the characteristics of waves in the nearshore zone. 
As a method of measuring waves, we have developed and applied a remote 
sensing photographic technique utilizing synchronized 16 mm memo-motion 
cameras to record the water surface elevation at fixed time intervals at 
poles installed in the nearshore zone. The basic function of this 
system is to take continuous synchronized pictures over a broad area of 
the nearshore zone. Some results with this method have been already 
presented (Hotta and Mizuguohi, 1980; Hotta, Mizuguchi and Isobe, 1981; 
Mizuguehi,    1982). 

The observation time of a single camera is limited by the length of 
the film. Such a short length of time is insufficient for a 
quantitative discussion of some subjects, especially the statistical 
oharaoteristios of waves. This problem was overcome by employing 
cameras in sets of two and running them alternately.     Film changing can 
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be done for the camera not in current use, enabling a continuous record 
without time limitation. Using this method, and poles mounted as 
targets on sleds, three observation of waves in the nearshore zone were 
conducted. Data sets long enough to discuss the statistical wave 
characteristics were obtained at several points from about 400 m 
offshore and through the breaker zone to a point near the shoreline. In 
the present article, only the characteristics of the wave height and 
period distributions and their joint distributions are described as part 
of the initial analysis. 

2. FIELD OBSERVATION 

2.1  Study site and observations 

The field observation site was at Ajigaura beach facing the Pacific 
Ocean, and located about 200 km north of Tokyo (Fig. 1). At this beach 
there is a pier operated by the Public Works Research Institute, 
Ministry of Construction, for facilitating field studies in the 
nearshore zone. Observations have been carried out utilizing the pier 
as a platform for the 16 mm memo-motion camera system. The average 
tidal range at this beach is about 1.2 m and the beach slope is about 
1/60 to 1/70. The beach sand size is in the range of 0.2 to 0.5 mm. 

Three observations were carried out. The first was done on Sep. 2, 
1980 using six pairs of 16 mm cameras and six sleds. The second and 
third observaions were done on Sep. 8 and 9, 1981. In the second 
observation, seven pairs of cameras, six sleds, and a single pole 
(installed by water jet and positioned near the shoreline) were used. 
The waves at seven locations from near the shoreline to a position about 
400 m offshore were observed. In the third observation, five pairs of 
cameras were employed to record the shoaling deformation, and the 
remaining two sets of cameras were used for the observation of wave run- 
up in the swash zone. 

The six sleds were linked together at about 50 m intervals and 
pulled offshore by a tug boat. The wave conditions were relatively 
rough and the breaking height of the larger waves was 1.8 to 2.2 m. The 
width of the surf zone by visual observation was about 200 a, and two or 
three broken waves existed in the surf zone. 

Photo 1 shows the 16 mm camera system in operation on the pier for 
Ex810908 [The notation is: Ex (beach experiment), 81 (year), 09 (month) 
and 08 (day)]. Photo 2 shows the sleds before being pulled to sea. 
Photo 3 shows the sea condition and target poles on the sleds in 
Ex800902. 

Figures 2 and 3 show the positions of the sleds and the beach 
profiles for the first and second observations, respectively.  In Fig. 
3, A1 to E' are the positions of the sleds for the third observation. 
The average breaker line by visual observation was between Station C and 
D for Ex800902 and Ex810908. All stations were positioned seaward of 
the breaker line for Ex810909. 
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2.2     Instrumentation 

The sleds on which the target poles (8 m high) were mounted are 
constructed of steel pipe 50 mm in diameter. The sleds are 5.5 m long, 
2.1 m wide, and 0.5 m high, and weigh about 200 kgf. The cameras were 
mounted on the pier. Three kinds of zoom lenses were employed, 150 to 
250 mm, 80 to 150 mm, and 17 to 85 mm. Each pair of cameras was 
equipped with the  same  type of lens. 

The cameras were synchronized by a main control unit and connected 
by the same number of relay units in pairs. One camera of a set stops 
operation at a certain frame as directed by the main control unit, and 
the other camera of the set automatically begins to operate. This 
procedure is repeated and an observation can continue without time 
limitation. The sampling interval is variable between 0.1 to 10. In 
the present observations, a sampling interval of 0.2 s was used. The 
water surface variation photographed by the cameras is transferred to 
paper tape using a 16 mm film analyzer and an ultrasonic digitizer graph 
pen system. Records on the paper tapes are then transferred to magnetic 
tapes or  disk for analysis by computer. 

3.        RESULTS 

3.1 Effective  data 

Ten rolls of films per set of cameras were taken for Ex800902. 
Therefore 37,500 frames (7500 s) of data were completely obtained for 
Stations A to F. During observation Ex810908, it rained after four 
rolls of film were taken, and the observation had to be terminated 
early. We had difficulty in handling the film in the rain, and a 
portion of the data was lost. Effective data were 3800 s for Stations 
A, B, C, D and E, 3599.4 s for Station F, and 3350 s for Station G. 
Twelve rolls of film were taken for Ex810909. Data of 9120 s were 
obtained for Stations A, B, C and D. However, the sled at Station E was 
moved a few meters shoreward by large waves and went out of frame in the 
sixth roll. The camera angle was adjusted, but the sled again went out 
of frame in the twelfth roll. Thus a portion of the data at Station E 
was also lost. The effective data at Station E was 3508.4 s for the 
first part of the observation,   and 4782 s for  the latter  part. 

3.2 Number  of waves defined  by  the  zero-crossing method 

Direct application of the zero-orossing methods creates a problem 
for defining waves in the nearshore zone. That is, many small amplitude 
short period waves are defined, especially in the surf zone. Figures 4 
and 5 show the number of waves defined by the zero-up cross method for 
the three observations. The number of waves given from limited data 
were multiplied by the ratios of the total observaton time to the effec- 
tive time. In Figs. 4 and 5, the number of waves defined with a minimum 
wave height of 4, 6, 8, 12, 16 and 20 cm are also shown. D indicates 
this minimum wave height (See also the number of waves defined in Table 
1 and Fig. 7). A great number of small amplitude short period waves are 
defined both inside and outside the surf zone. It does not seem reason- 
abale to take into consideration such small waves. However, no firm 
physical  criteria has yet been given for excluding small waves. 
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The problem of how to treat the small waves will not be discussed 
further here. This and some related matters were treated by Hotta and 
Mizuguchi (1980). In that reference, waves having a height smaller than 
6 cm were ignored, based on accuracy limitations of the measurement 
process. We further investigated the accuracy of this type of measure- 
ment of the sea water surface elevation, and have found that a maximum 
error of +_ 2.6 cm should be expected. Therefore, we will continue our 
discussion by ignoring waves lower than 6 cm. The treatment of the time 
interval associated.with the omitted wave is also discussed by Hotta and 
Mizuguchi. In the present paper, the time intervals of the omitted 
waves were added to the trailing part of the preceding main wave, 
referred to as  the B-method in the previously-mentioned paper. 

Viewing Figs, 4 and 5, it is seen that the number of waves'in the 
surf zone defined by the zero-crossing method is larger than the number 
in the offshore zone. The number of waves defined is constant in the 
offshore, although some difference appears at Station E in EX8109O9 
(attributed to missing data for that station). Therefore, the number of 
waves is conserved in the offshore zone. The increase in the number of 
waves defined in the surf zone is produced by the disturbance 
accompanying wave  breaking. 

The symbol * in Figs. 4 and 5 is the number of waves defined after 
applying a numerical filter which cuts waves lower than 0.04 Hz and 
passes waves higher than 0.05 Hz. Due to filtering, 38O data points (76 
s) were cut from the beginning and end of the time series. Because the 
time periods of the defined waves with and without the filter are not 
the same, we can not compare the absolute number of waves defined. 
However, at Station A located near the shoreline in Ex800902 and 
EX810908, the number of waves defined after applying the filter is 
larger than the number defined without the filter. At other stations, 
(more distant from the shoreline), the difference is small. This result 
is interpreted as follows. The wave height in the neighborhood of the 
shoreline is small, and anti-nodes of long period waves, such as edge 
waves or two-dimensional on-offshore standing waves, can exist there. 
The amplitudes of these long period waves rapidly decrease in the 
offshore direction, and the effect of the long period waves on the 
(ordinary) waves of period less than 20 s is small. We conclude that 
the long period waves will have a proportionately larger effect on the 
ordinary waves near  the shoreline as  compared to offshore. 

3.3     Statistically  representative  waves 

Values of the statistically representative waves, the wave grouping 
parameters, statistics of the sea water surface elevation and spectral 
parameters for each observation are listed in Tables 1 to 4. Table 2 
gives the statistically representative waves defined without cutting the 
small waves for Ex800902. Table 3(a) (not filtered) shows values 
obtained by omitting waves lower than 6 cm and adding their time 
durations to the front part of the following main wave. It can be seen 
that the average wave heights and periods of the waves in Table 2 are 
much smaller than those in Table 3, due to the effect of the many small 
waves defined. However, the respective differences in the one-tenth and 
significant waves are relatively small. This indicates that the large 
waves  in  the  wave  distribution can be defined with little  consideration 
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of the small waves. Table 3(b) gives the statistically representative 
waves of Ex800902 after filtering. Concerning the mean wave, only the 
values for  Station A were altered by use of the filter. 

Table 4 gives results from Ex810900 and Ex810909. From Tables 3 
and 4 it can be seen that in the surf zone, the maximum, one-tenth, and 
one-third waves defined by the zero-down crossing method are slightly 
larger than those given by the zero-up crossing method. The zero-down 
crossing method defines one large wave and one small wave, while the 
zero-up crossing method defines two waves of almost equal equal height 
when a wave trails a relatively smaller wave (Hotta and Mizuguohi, 
1980). This kind of wave behavior is seen primarily at the breaking 
point and in the surf zone. This is also the reason why a bi-modal 
distribution of the wave height, and a double-peaked distribution in 
joint distribution of wave height and period, are found for waves in the 
surf zone. 

3.1)     Shoaling of  the  statistically  representative waves 

Figure 6 shows the shoaling deformation of the observed statisti- 
cally representative waves. The shoaling deformation curve given by 
linear wave theory is also drawn. The corresponding wave height in deep 
water was calculated by linear wave theory using the wave period and 
depth at the furthermost station (Station F for Ex800902, Station G for 
Ex810908, and Station F for Ex8l0909). The shoaling coefficient was 
defined as the ratio of the measured (or calculated) wave height at each 
station to the wave height in deep water, assuming normal wave inci- 
dence. The reason why Station E for Ex810909 was not used is that the 
periods of the significant, the mean, and the root mean square waves 
differed somewhat from the respective quantities at the other stations, 
in spite of the fact that a constant wave period was found for the 
offshore zone. At present, we can not say why this happened. The one- 
tenth wave period at Station E for Ex810909 was almost the same as at 
other stations in the offshore zone. 

As can be seen in Fig. 6, the prediction of linear theory agrees 
well with the shoaling deformation of the statistical waves in this 
limited distance of approximately 200 m. It is well known that the 
shoaling deformation given by linear wave theory does not give good 
agreement with the measured results regular waves in the laboratory and 
for individual irregular waves on field beaches offshore and in the 
neighborhood of the breaker line. However, the prediction by linear 
wave theory agrees very well with the shoaling deformation of statisti- 
cal  waves  in the present field observation. 

3.5    Wave  height  and  period  distributions 

The distribution of wave height and period and the marginal 
distribution of wave height and period at each measuring station are 
shown in Figs. 7 to 11. Figure 7 shows distributions for Ex800902 
including the small waves. Equi-number lines of 10, 30 and 50 waves are 
drawn respectively with dotted, broken, and solid lines. Figure 7 shows 
the process of change of the distribution. Figure 8 shows the distribu- 
tions for Ex800902 omitting waves lower than 6 cm, and applying the 
filter. Figures 9, 10, and 11 show the distributions for Ex800902, 
Ex810908  and Ex810909  omitting waves smaller  than 6  cm.     The distribu- 



WAVES STUDY IN NEARSHORE ZONES 43 

tions in Figs. 8, 9, 10 and 11 are normalized by the mean wave height 
and the mean wave period for 1000 waves. Equi-probability density lines 
of 0.1, 0.5 and 1.0 are drawn with dotted, broken, and solid lines, 
respectively. The interval of (H/H) and (T/T) is 0.2. A probability 
density of unity requires 40 waves. 

From these figures,   the following may be  pointed out: 

1. There is a strong correlation between wave height and period for 
the waves lower than the mean wave. 

2. The marginal distributions of the wave height and period becomes 
bi-modal, and the joint distribution exhibits two maxima in the 
neighborhood of the breaking point. This tendency is particularly 
strong if waves are defined by the zero-down crossing method. The 
marginal distributions of wave height and period in the offshore 
approach a distribution similar to the Rayleigh distribution, but 
one which has a peak on the smaller side of the mean. 

3. The range of wave height distribution is broad at the offshore side 
of the breaking point, whereas the range of wave period 
distribution is broad in the surf zone. These phenomena can be 
interpreted from the shoaling and breaking deformation of waves. 
That is, with approach to the breaking point, the waves increase in 
height and broaden the range of the distribution. After breaking, 
the disturbance accompanying the wave breaking generates many 
secondary waves having small periods, and the range of the period 
distribution  thus   broadens. 

4. The linear correlation coefficients between individual wave heights 
and periods for the surf zone are smaller than those at the 
seaward of  the  breaking point. 

5. From Figs. 8 and 9, it is seen that the long period waves have 
little influence  on the  joint  distributions. 

4.        COMMENTS  ON  THE  MEASUREMENT  SYSTEM 

The photographic technique as described here has the distinguishing 
merit that the sea water surface elevation can be sampled directly and 
at closely spaced points over a long observation of time. Also, because 
the method is direct, the data can be easily reviewed and checked. 
However, the method has the disadvantage that it takes a great deal of 
time and much labor to transfer the sea surface elevation from the film 
to a form suitable for calculation. From the viewpoint of data 
handling, the 16 mm camera should be replaced by video television in the 
future. But at the present time, film gives higher resolution than 
video TV. We would like to suggest to researchers who intend to apply 
similar methods that a heavier sled than our sled be used to avoid 
movement as happened in Ex810909. 
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EX800902 0=0) 

DOWN UP 

A        8        C        D        E        F A        B        C        0        E        F 

d 1.81   1.B4 3.22 2.79 4.93 5.14 1.81   1.84 3.22 2.79 4.93 5.14 

N 1737 1597 1657  1308 1319 1282 1738 1597  1667 1308 1318 1283 

H max 166    189   217    243    217    242 173    186    208    241    228    208 

T max 2.94 7.51   9.29 8.21   9.66 12.0 3.17  12.5 10.3 10.2 10.8 9.40 

K 1/10 119    137    140    167    135    139 112    131    138    160    135    138 

T 1/10 6.53 6.89 6.71 8.18 8.89 9.20 6.11  7.25 5.89 8.36 8.93 9.05 

H 1/3 98    114    107    123    105    109 92    108    107    119    104    108 

T 1/3 6.36 6.73 6.37 8.04 8.34 8,66 6.50 6.22 5.95 7.88 8.12 8.63 

I 56      65      64      69      61       64 56     65     64     69     61      64 

T 4.31 4.69 4.52 5.73 5.68 5.84 4.31  4.68 4.52 5.73 5.68 5.84 

H rms 66     78     74     84     72     75 64     75     74     82     72     74 

T rms 5.02 5.37  5.11   6.47 6.43 6.57 4.94 5.34 5.05 6.43 6.39 6.55 

r(M) 0.68 0.69 0.66 0,70 0.78 0.82 0.47 0.58 0.58 0.66 0.76 0.80 

r(H) -.13 -.14 0.02 0.11  0.25 0,30 0.01  0.00 0.08 0.26 0.29 0.32 

r(T) -.04 -.04 -.05 0.13 0.22 0,24 0.05 0.01   0.05 0.21   0.24 0.28 

WG 1/3 217    198    201     131     116    119 206    178    199    121     117    120 

T 1/3 1.14 1.11  1.13 1.30 1.47 1,48 1.19 1.20 1.14 1.36 1.46 1.49 

Tl/3 7.95 8.06 8.24 10.0 11.3 10.8 8.47 8.97 8.32 10.9 11.3 10.8 

WG a 511    464   421    314   292    365 480    430    407    279    285    248 

Ta 1.58 1.66 1.75 1.88 2.03 2.25 1.72 1,83 1.80 2.04 2.12 2,31 

Ta 3.40 3.44 3.94 4.17 4.51 4.84 3.6? 3.71   4.08 4.69 4,62 5.19 

Table 2  Statistically representative 
waves for Ex800902 including 
small waves. 

Ex81O908 

A        B         C         D        E         F        G 
0 18 19      22      36 34      35      35 

/ffl 0.72 .02 0.96 1.37 .98 0,68 0.89 

&! 4.08 .43 4.06 5.14 .45 3.56 4.34 

"P 319 344    462  1305 160 1228 1215 
n 40 11       18      -2 -11     -30      -6 

e 0.95 .95 0.96 0,97 .98 0.99 0.99 v 
1.22 .17 1.16 1,00 .96 1.22 1.08 

Ex800902 Ex810909 

A       6       r.       0       E        F A        B        C        0        E 

o 23     27      28      30     28 30 41       40      40      43      46 

/el 1.26 1.25 0.93 1.16 0.64 .51 1.37  1,09 0.88 0.81   0.52 

Si 6.05 4.89 4.36 5.43 3.73 3.43 5.05 4.64 4,16 4.03 3,53 

n1 528    74B    960    926    777 872 1692 1594 1631  1861  176B 

n 27      23        0      -2      13 24 3     -3    -17      18     15 

e 0.94 0.94 0.97 0.97  0.98 0.98 0,97 0.98 0.98 0.99 0.99 
U 0.86 0.86 0.85 0.83 0.85 0.86 1.03 0.86 0.92 1,0" 0.99 

Table 1  Statistical parameters of sea 
water surface elevation, and 
spectral parameters. 

H max 
T max 
H 1/10 
I 1/10 
H 1/3 
T 1/3 
H 
T 
H rms 
T rms 
r(H,T) 
KH) 
r(I) 
WO 1/3 
J 1/3 
I 1/3 
WG a 
3 a 
1 a 
a 

02 

LIST   OF   SYMBOLS 
water depth (m) 
number of waves defined by zero-crossing method 
maximum wave height (cm) 
maximum wave period (s) 
one-theth wave height (cm) 
one-tenth wave period (s) 
significant wave height (cm) 
significant wave period (s) 
mean wave height (cm) 
mean wave period (s) 
root mean square wave height (cm) 
root mean square wave period (s) 
correlation coefficient between individual wave height and period 
correlation coefficient between successive two wave height 
correlation coefficient between successive two wave period 
number of run exceeding significant wave height 
mean length of run for WG 1/3 
mean length of total run for WG 1/3 
number of run exceeding mean wave height 
mean length of run for WG a 
mean length of total run for WG a 
standard deviation of sea water surface variation 
skewness of sea water surface variation 
kurtosis of sea water surface variation 
mean root square of sea water surface variation (variance) (cm2) 
mean water level from reference elevation (Cm) 

spectral width parameter defined by  E= I'l-m^/imQia^)}  ' 

y= [m0Di2/m^-1]
l/3 

nn=no
fnS(r,df 

ectral width parameter defined by v=  [is]Qm^/ai^-] ]''3 
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EXB0090?        (D-8) EX800902      (D-S)    FILTERED 

DOWN UP DOWN UP 

A R C        D        E        F A 1 C P E        F A B C        0        E        F A       B C        D        E        F 

d 1.81 .84 3.22 2.79 4.93 5.14 1.81 1.84 3.22 2.79 4.93 5.14 

N 1434 348 1445 1118 1142 1082 1435 1348 1445 1118 1141  1083 1508 1344 1440 1093 1098 1092 1508 1344 1440 1084 1097 1091 

H max 166 189 217    243    217    242 173 191 208 241 228    208 173 188 223    244    216    229 172    178 201    236    222    217 

T max 2.94 7.51 9.29 8.21   9.56 12.0 3.17 16,2 1.26 9.92 10.8 10.5 5.62 7.41 9.57 9.15 9.29 10.9 3.14 11.1 10.2 10.2 11,1  10.1 

H 1/10 m 140 144    173    139    143 117 139 142 168 139    142 121 141 144    172    139    141 115    135 140    165    138    140 

T 1/10 7.00 7.26 7.02 8.50 9.13 9.36 7.02 8.33 6.17 9.01 9.07 9.16 6.69 7.30 7,16 8.73 9.13 9,36 6.31  7.95 5.86 8.89 9.04 9.15 

H 1/3 103 119 112    130    110    115 98 115 112 127 109    114 101 118 111    130    110    113 95    113 110    126    109    112 

T 1/3 6.90 7.21 6,76 8.34 8.71 8.97 6.53 7.19 6.35 8.40 8.49 8.96 6.62 7.22 6.66 8.44 8.68 8.94 6.01  7.03 6.05 8.38 8.52 8.96 

i? 65 75 71      79      69     74 65 75 71 79 69      74 62 75 70     79     70     72 62      75 70     79     70     72 

T 5.22 5.55 5.18 6.70 6.57 6.92 5.22 5.60 5.18 6.71 6,56 6.92 4.87 5.46 5.10 6.72 6.69 6.72 4.87 5.(6 5.10 6.72 6.69 6.72 

H rms 73 85 79      91      78     B2 71 83 79 B9 78     82 70 84 79      91      78     81 68     82 78     89      78     80 

T rms 5,90 6.16 5.74 7.28 7.14 7.46 5.87 6.18 5,69 7.27 7.11  7,45 5.50 6.06 5,63 7.24 7.23 7.27 5.44 6.06 5.56 7.24 7.19 7.25 
r(H,T) 0.58 0.59 0.57 0.58 0.68 0.69 0.42 0.55 0,46 0.58 0.66 0,68 0.60 0.60 0.57 0.60 0.66 0.73 0.40 0.S2 0.43 0.59 0,63 0.72 

r(H) -.15 -.14 -.03 0.17 0.24 0.29 -.01 -.03 0.04 0.29 0.29 0.32 -.14 -.14 -.06 0,18 0.26 0.32 0.01  -.01 0.02 0.29 0.32 0.36 

r(T) 0.00 0.02 -.03 0.12 0.15 0,20 0.04 0.30 0,08 0.18 0.21  0.23 0.00 0,06 -.09 0.14 0.18 0.22 0.06 0.06 0.05 0.18 0.26 0.26 

'JG 1/3 182 163 170    110    104      99 158 148 163 107 99      93 136 159 170    109    101      95 174    154 176    105      97     89 

T 1/3 1.12 .14 .19 1.35 1.48 1.52 1.25 .20 .20 .35 .48 1.48 1.15 1.13 .13 1.29 1.47 1.57 1.24 1.19 1.16 1.3B 1.53 1.60 

Tl/3 7.B4 8.27 8.51  10.2 1!,0 11.0 8.98 9.10 8.88 0.5 1.6 11.7 8.05 8,33 8.44 10.0 10,9 11.5 8.67 B.60 8.09 10.4 10.7 11.7 

WG a 412 37B 379    250    233    206 381 357 363 227 231    211 439 37B 385    242    218    207 401    351 372    216    208    200 

j a 1.75 .83 1.70 2.02 2.21  2.39 1.85 1.90 .73 2.13 2.14 2.35 1.68 1.81 1.64 2.02 2.31  2.43 1.B1  1.91 1.69 2.19 2.30 2.46 
Ta 3,48 3.56 3.82 4.48 4.91  5.26 3.77 3.78 3.98 4.93 4.95 5.15 3.44 3.55 3.72 4,49 5.05 5.28 3.76 3.83 3.87 5.04 5.28 5.47 

(a) (b) 

Table 3  Statistical representative waves for Ex8009O2. 

EX810908 [0- ) EX810909 (D-M 
DOWN UP DOWN UP 

A       B C       0       E        F C, A       B       C        D       E        F       G A R C       0 E A       B        C       0       E 

d 0.95 1.31 1.19 1.95 3.28 4,22 4.34 0.95 1.31 1.19 1.95 3.28 4.22 4.34 2.2B 3.52 4.73 5.08 5,45 2.28 3.52 4,73 5.08 5.45 

H B98    691 515    530    516   422 460 899    691 615    530 616    421 461 1370 13G5 1362 1353 1163 1370 1364 1362 1363 1164 

H max 122    117 145    253    265    218 247 114    136 137    242 268    241 255 278 323 316    322 345 288    335    328 32B    336 

T max 8.66 4,12 11.3 10.1  10.8 7.75 B.89 5.40 15.1 10.0 9.87 9,40 8.74 10.8 8.00 5.44 7.60 9.66 10.6 12.4 9.34 8.63 8.72 8.37 

H 1/10 86      93 103    186    189    170 175 81      93 108    IBB IBB    169 174 212 221 206    213 207 213    219    207 207    200 

T 1/10 7.29 9.32 9.67 8.61  8.70 9.3! B.56 7.37 9.81 10.5 9.62 9.25 9.80 B.69 8.46 8.13 8,78 9,23 9.82 9.53 8.75 8.80 8.92 9.20 

H 1/3 68     79 99    162    150    138 138 64      75 92    160 149    139 137 181 173 162    167 161 178    170    163 165    159 
T 1/3 6,29 8.32 8.90 8.53 8,74 9.29 9.02 5.93 7.72 9.B5 9.04 8.93 9.37 8,83 8.20 B.23 8,56 8.94 9.29 8.79 8.49 8.53 8.73 9.11 

R 43      50 66    102      94     88 87 43      50 66    102 94     88 B7 112 106 102    104 101 113    106    102 104    101 
T 4.22 5.46 7.35 7.16 7.35 7.19 7.27 4.23 5.47 7.36 7.15 7.35 7.19 7.26 6.65 6.68 6,69 6.74 7.17 5.66 6.68 6.69 6.73 7.17 

H rms 46      56 7!    116    106     98 98 47      55 70    114 106      99 98 128 121 115    118 114 126    120    115 117    113 

T rms 5.09 6.54 8.01  7.72 7.98 8.13 7.81 5.08 6.57 8.00 7.71 7.95 B.16 7.82 7.26 7,23 7.22 7.32 7.71 7.26 7.24 7.24 7.30 7.73 
r(H,T) 0.61  0.68 0.62 0.63 0.56 C.60 0.58 0.52 0.52 0,66 0.64 0.57 0.60 0.57 0.62 0,59 0.65 0.72 0.70 0.65 0.51  0.65 0.68 0.67 

r(H) -.11  0.11 -.07 0.12 0.30 0.33 0.27 -.00 O.05 0,03 0.22 0.36 0.28 0.29 0.05 0,14 0.27 0.24 0.29 0.15 0.22 0.28 0.29 0.33 
r(T) -.03 -.02 0.09 0.10 0.12 0.20 0.10 0,02 -.02 0.15 1.12 n.20 0.21 0.13 0.12 0.16 0.23 0,19 0.20 0.14 0.19 0.24 0.23 0.22 

WG 1/3 116     80 49     64      53     41 48 106     78 5*      fl 40     *o 45 146 136 126    124 112 150    140    126 126    104 

3" 1/3 1.10 1.17 .31  1.31  1,43 1.39 .31 1,10 1.24 l.lfi   1.30 .55 1.47 .36 1.31 ,29 1.45 1.3B .35 1.30 1.36 1.45 .40 1.39 

Tl/3 7,67 8.57 0.4 8.06 9.79 10.4 9.62 8,40 8.B3 ?.27 9.P2 C.-i 10.3 0.3 9.20 9,98 10.8 10.9 0,1 9.13 9.76 10.6 0.7 10.9 
WG a 249    198 131    121      94     76 92 220    170 118    112 92      77 93 325 320 283    283 231 310    299    274 266    224 

Ta 1 .59 1.72 2.26 2.25 2.59 2.76 2.30 1.80 1.8? ?.?i 7.33 2.61  2.68 2.29 2.14 2.02 2.23 2.24 2.31 2.21  2.16 2.27 2.35 2,43 
Ta 3,59 3.50 3.92 4.39 5.4B 5.53 4.9B 4.06 4.OR 4.3= *,75 5.59 5.45 4.92 4.20 4,26 4.87 4.78 5.02 4.42 4.54 4.97 5.08 5,21 

Table 4  Statistical representative waves for Ex810908 and EX810909. 



Wave Height Distributions and Wave Grouping in Surf Zone 

Hajime Mase"  and Yuichi Iwagaki, M. ASCE2> 

Abstract 

The main purpose of this paper is to propose a model for prediction of the spatial 
distributions of representative wave heights and the frequency distributions of wave heights 
of irregular waves in shallow-water including the surf zone. In order to examine the validity 
of the model, some experiments of irregular wave transformation have been made. In 
addition, an attempt has been made to clarify the spatial distribution of wave grouping 
experimentally. Especially the present paper focusses finding the effects of the bottom 
slope and the deep-water wave steepness on the wave height distribution and wave grouping. 

1.     Introduction 

Battjes (1972) calculated the wave setup of irregular waves by a model of breaking 
waves that the Rayleigh distribution as the wave height distribution in deep-water is cut 
off partly by the breaker height determined by the local water depth. Afterwards Battjes 
(1978a) calculated the changes of the root-mean-square wave height and the wave setup 
of irregular waves on an arbitrary bottom slope by solving the energy balance equation, 
and it was reported that the calculated results agreed reasonably with the experimental 
ones. In that model of wave breaking the energy dissipation due to wave breaking was 
formulated by the bore model and the wave height distribution was cut off partly similarly 
to the previous model. 

Since it is not realistic that the cumulative distribution function of the wave height 
is discontinuous at the breaking limit as Battjes's model, Goda (1975) proposed a model 
of irregular wave breaking that the portion of high waves in the Rayleigh distribution 
cut off partly is transfered to the portion of low waves with a certain probability due 
to breaking. 

In the models of irregular wave breaking proposed by Battjes (1972) and Goda 
(1975), the Rayleigh distribution is modified with the breaker height determined by the 
local water depth, and the spatial propagation of waves with energy dissipation is not 
considered. On the other hand, it is considered in the model proposed later by Battjes 
(1978a), but still his model holds a problem that the cumulative distribution function of 
the wave height is discontinuous at the point of the wave height of breaking limit. 

1) Research Associate, Department of Civil Engineering, Kyoto University, Kyoto, Japan 
2) Professor, Department of Civil Engineering, Kyoto University, Kyoto, Japan 
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In this paper, the representative wave heights such as the significant and mean wave 
heights and the wave height distributions are predicted under the assumption that the 
wave height change of an individual irregular wave is equal to that of monochromatic waves 
having the same wave height and wave period and it can be superimposed independently. 
This  method  of analysis will be called the individual wave analysis method hereafter. 

In addition to the height and period of irregular waves, a phenomenon of wave 
grouping that large waves continue successively is important, because it seems to be one 
of main factors for collapses of coastal structures such as rubble mound breakwaters. 
It was recently reported by Johnson et al. (1978) that even if energy spectra of irregular 
waves are same, a degree of damage is not same but depends on wave grouping of irregular 
waves. Accordingly, characteristics of wave grouping in shallow-water must be investigated 
as an important factor of design waves. The characteristics of wave grouping in shallow- 
water have not been studied little so far. 

2.     Calculation method for wave height change 
of irregular waves in shallow-water 

2.1     Formulation for wave height change of individual wave 

The wave height change of an individual wave defined by the zero-up-cross method 
is formulated under the following assumptions: (1) an individual wave among irregular 
waves is transformed independently, (2) the small amplitude wave theory is applied to 
wave shoaling before wave breaking, (3) the breaker height is calculated by modifying 
the breaker index for monochromatic waves proposed by Goda (1970), (4) the bore model 
adopted by Battjes (1978b) is used in a modified form after breaking, and (5) the temporal 
change of the mean water level is considered by introducing the effect of surf beats in 
addition to the spatial change of the mean water level due to wave setup. 

The representative wave heights and the wave height distributions are predicted by 
superimposing the calculated wave height of an individual wave. 

Based on the assumption (2), the following equation of the shoaling coefficient 
K, is used: 

Ks = 
4ird L     I 2nd 

1 +   T—rr\ tanh  
sinh 4-jrd/L) L 

and based on the assumption (3), Goda's breaker index 

HblL0 =A 1- exp^-1.5— (1 + 15tan4'3 6) 

(1) 

(2) 

is applied, in which .4=0.17 in the case of monochromatic waves, tan 8 is the bottom 
slope, and L0 the deep-water wave length, L the wave length in shallow-water, d the 
mean water depth, and Hj, the breaking wave height. 
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Concerning the change of the wave height after breaking, the bore model adopted 
by Battjes (1978b) is used. Both factors of the bottom slope and the deep-water wave 
steepness can be introduced to this model by using the surf similarity parameter. The 
non-dimensional wave height in the surf zone is expressed as follows: 

H~" =(1 - — K)d + ~-Kd~''l2, 

K = (.— yl^By1l^0- 

7 = 0.7 + 5tan9       (0.01 < tan 9 < 0.1), 

(3) 

in which H = H/Hi,, d = d/dt,, d/, is the breaking water depth, and %0 = tan d/y/ Ha/L0 , 
the surf similarity parameter in deep-water. 

The water depth d in the above equations should be taken as the mean water depth. 
Battjes (1978b) assumed that the mean water level in the surf zone has a gradient equal 
to 1/5 of the bottom slope with zero setup at the breaking point; therefore, tan 6 in 
Eq. (3) becomes as gentle as 0.8 times of the actual bottom slope. 

In this paper, the wave height change is firstly calculated by Eqs. (1), (2) and (3) 
for the still water depth h, and secondly the wave setup rj is calculated numerically from 
deep-water to the shoreline by using the obtained wave hiehgts and the following equation: 

ii = --J-jLflg.(_U   ^^   A (4) 
Ax (A+n)cb:l8 2       sinh  2k(h +rj)    f 

The calculated value rj is added to the still water depth h, and the calculation for the 
wave height change is repeated for the mean water depth d = h + rj. The repeated 
calculation is closed when the difference of successive wave setup becomes as small as 
1% after repeats of several times. 

Since the calculated value of rj obtained from Eq. (4) using the measured wave 
height seem to give an overestimate compared with the experimental results, Eq. (4) is 
modified with the multiplication factor of 0.6. 

Energy dissipation due to wave breaking is composed of various factors such as the 
horizontal roller, the bottom friction and the tubulence with air entrainment (Sawaragi 
and Iwata (1974)). Eq. (3) is derived from the energy balance equation in which the energy 
dissipation due to wave breaking is simplified by simulating that due to a bore. Since 
Eq. (3) can not always fit the experimental results well in all cases, the value of B in Eq. 
(3) is determined so that the spatial distributions of the wave height agree with the ex- 
perimental results by Nakamura et al. (1966), Saeki et al. (1974) and Singamsetti et al. 
(1978) as follows: 



WAVE HEIGHT DISTRIBUTION 61 

(i)    In cases that tan 0 > 1/20, 

B = \ for    0.9<rf<1.0, 

B=\3-40d/3     for    0.6 <d<0.9, and 

B = 5 for d<0.6. 

(5) 

(ii)     In cases that tan 6 < 1/20, 

£ = 11 —10c?        for    0.6 <d< 1.0, and 

B = 5 for d<0.6. 
(6) 

Fig. 1(a) shows the wave height decay of monochromatic waves with decrease in the 
still water depth after wave breaking in dimensionless form for the deep-water wave steep- 
ness of 0.02 with a parameter of the bottom slope from 1/10 to 1/50, in which the 
experimental results by Saeki et al. (1974) are plotted herewith. Fig. 1(b) also shows 
the wave height decay after breaking for the bottom slope of 1/30 with a parameter of 
the deep-water wave steepness from 0.005 to 0.08. It is seen from these figures that the 
wave height decay becomes remarkable with decrease in the bottom slope and increase 
in the deep-water wave steepness. 
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Fig.  1    Wave height decay after wave breaking 



62 COASTAL ENGINEERING—1982 

2.2     Different points between transformations of breaking irregular waves 
and monochromatic waves 

One of different points between irregular and monochromatic wave transformations 
in the surf zone is the breaking limit of an individual wave; that is, the breaking wave 
height of an individual wave of irregular waves is smaller than that of monochromatic 
waves having the same wave height and period (Kimura and Iwagaki (1978), Sawaragi and 
Iwata (1981)). The other point is the generation of temporal variations of the water surface 
having some long-periods, so called surf beats; therefore, they may affect transformations 
of breaking irregular waves. 

With respect to the first point, the reasonable value of A in Eq. (2) is investigated 
by experiments, and for the second point the following empirical formula of the root- 
mean-square value of surf beats Krms based on the field observation by Goda (1975) is used: 

0.01 H0 
(7) 

I Ms (i +-^~) 

in which H0 denotes the significant wave height in deep-water and L0 the wave length in 
deep-water corresponding to the significant wave period. 

In this paper, the surf beat elevation £ is added to the mean water depth by generating 
random numbers of the normal distribution with the mean value of 0 and the root-mean- 
square value of frmj by Eq. (7). 

2.3     Calculation method for wave height change of irregular waves 

As input data, wave heights and periods obtained from the wave record at a constant 
water depth by the zero-up-cross-method, the bottom slope and the still water depths 
at all points to predict wave heights are given in this paper. 

After calculation of the wave height change of an individual wave for the still water 
depth and surf beats, the root-mean-square wave heights H2 are calculated to obtain the 
wave setup rj from Eq. (4) with H2 instead of H and the wave length corresponding to the 
significant wave period. Then, the wave height of an individual wave is calculated for 
the still water depth h, the obtained wave setup vf and the surf beat f. Repeating this 
procedure, the calculation is closed when the difference of successive wave setup becomes 
less than 1% of the wave setup, and the representative wave heights and the frequency 
distributions of wave height are obtained.   Fig. 2 shows the flow chart for this calculation. 

In this calculation program, several supplemental water depths in addition to the 
water depths of input data are adopted in order to solve Eq. (4) numerically, and many 
additional water depths are used for determination of the breaking point. 

3.     Experimental aparatus and procedures 

A wave tank, 27m long, 50cm wide and 70cm high, at the Department of Civil 
Engineering, Kyoto University was used in the present experiments.   A wave generator 
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^^^ Input data 

H(I),T(I),(1=1,M) : Individual wave 
h(K),(K=l,N) : still water depth 
tan 0    : bottom slope 

Deep-water wave height H0(I),(1=1,M) 

d(K)=h(K),(K=1,N) 

Wave shoaling H(K)=KgH0(I 
at water depth d(K)=d(K) + g 

Sreaking limit H(K) >Hj: 

yes K=1,N 

Wave height after breaking H(K) 
at water depth d(K)=d(K)+£ 

Fig. 2    Flow chart for calculation of wave height change 
of irregular waves 
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of irregular waves is installed at an end of the tank. 
In order to examine at first the breaker height of an individual irregular wave, some 

experiments were carried out on the uniform slopes of 1/20 and 1/30 by taking photographs 
with a 16mm-cinecamera. An experiment for the 1/10 slope was not carried out because 
the data of breaker height of an individual wave tend to scatter (Kimura and Iwagaki 
(1978)). In these experiments, the elevation of the top of the slope was ajusted to be equal 
to the still water level in order to decrease the unsteady back wash which was considered 
as one of reasons for the difference from the breaking characteristics of regular waves. 
The range of the breaker depth to be measured by taking pictures was from 10 to 15cm. 
Irregular waves having the spectra of Pierson-Moskowitz type and two kinds of deep-water 
wave steepnesses were used. The water depth was kept to be 50cm at the uniform section. 
The films were analyzed by a film motion analyzer. 

In order to examine furthermore the spatial distributions of wave heights and wave 
grouping of irregular waves with decrease in the water depth, experiments were carried 
out on the uniform solpes of 1/10 and 1/30 with the water depth of 45cm at the uniform 
section. Irregular waves having the spectra of Pierson-Moskowitz type and five kinds of 
deep-water wave steepnesses of 0.005 to 0.07 were used. Water surface elevations were 
measured by six wave gauges of capacitance type, which were installed at the water depths 
of 45,20,15,10,5 and 2cm in the case of 1/10 slope and 45,20,12,8,5 and 2cm in the case 
of 1/30 slope. Additional experiments for the slopes of 1/20 and 1/30 with the water 
depth of 50cm were carried out by using eleven wave gauges of capacitance type to 
investigate the change of wave grouping in detail. 

Water surface elevations were recorded in a 14-channel analog data recorder. The 
records were digtized by an A-D converter with 0.04sec time interval and used in analysis. 

4.     Experimental results and discussions 

4.1 Breaking characteristics of individual wave 

Figs. 3(a) and (b) show the relationships between Hj,jhh and hj,/L0 on the uniform 
slopes of 1/20 and 1/30. An individual wave is defined by the spatial zero-up-cross 
method. The solid lines in the figures represent the results by Eq. (2), and the dashed 
lines show the results by putting the value of A in Eq. (2) as 0.13,0.14,0.15 and 0.16. 
The tendency that Hj,lht, decreases with increase in h/,/L0 is similar to that by Eq. (2). 
However, the experimental data are generally plotted somewhat smaller than the values 
by Eq. (2). Since the unsteady back wash seems to be weak in the present experiments, 
the data are plotted a little larger than those by Kimura et al. (1978) and Sawaragi et al. 
(1981). In determining the breaker height of an individual wave for numerical calculation, 
the value A in Eq. (2) is taken as 0.16. 

4.2 Representative wave heights 

Figs. 4(a) and (b) show the changes of the non-dimensional significant wave height 
H1j-iIH0 and mean wave height H/H0 with decrease in the water depth on the uniform 
slopes of 1/10 and 1/30, respectively.    An individual wave is defined by the temporal 
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Fig. 3    Relationships   between   Hblhb    and   hb/L0   for 
individual waves 

zero-up-cross method, in which the mean water level is determined by simply averaging 
the water surface elevation. In very shallow water, however, there exist sometimes no 
intersecting waves with the mean water level. As a result, the significant wave height 
becomes large and the number of an individual wave decreases compared with the waves 
obtained from the water surface elevation after the effect of surf beats is eliminated. 
Therefore, the wave height distributions become different depending on whether the 
effect of surf beats is eliminated or not, as described later. The curves in Fig. 4(a) and 
(b) show the calculated results predicted by the individual wave analysis method. 

It is found from these figures that the non-dimensional wave heights become large 
as the deep-water wave steepness, which is estimated from the significant waves at the 
constant depth by the small smplitude wave theory, becomes small and the bottom slope 
becomes steep. Concerning the significant wave height, the experimental results are a 
little larger than calculated ones when the relative water depth h/H0 is less than 1.0, and 
the calculated results in the region of wave shoaling using the shoaling coefficient by the 
small amplitude wave theory are a little smaller than the experimental ones. Concerning 
the mean wave height, the calculated results are somewhat larger than the experimental 
ones in the case of small deep-water wave steepness. Generally speaking, the predicted 
curves agree fairly well with the experimental results. 

4.3     Wave height distributions 

Figs.  5  and 6 show the frequency distributions of wave heights for the cases of 
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the smallest and largest wave steepnesses in the experiments on the uniform slopes of 1/10 
and 1/30, respectively, in which the wave height is normalized by the local mean wave 
height. In these figures the bent solid lines show the calculated results by the individual 
wave analysis method, the bent dashed lines show the experimental results obtained from 
the simply averaged mean water level denoted by "original data", and the histogram show 
the experimental results obtained from the "filtered data" of water surface elevations by 
cutting off the component waves of surf beats having the lower frequency than fi Hz 
and the component waves having the higher frequency than fv Hz. Cutting off of the high 
frequency components is for elimination of abrupt rising of the water surface due to 
splash with breaking and small disturbed waves after breaking. The frequency fi was 
determined as 0.5/p (fp: the peak frequency) from the shapes of energy specta, and/;/ was 
taken as 6/p for convienience. An example of original and filtered water surface variations 
are shown in Fig. 7. 

Fig. 7    Original and filtered water surface variations 

In the case of large deep-water wave steepness as shown in Fig. 5(b) and Fig. 6(b), 
the shapes of the dashed line obtained from the original data and the histogram from the 
filtered date are almost same. It means that the effect of the filter is not so remarkable. 
However, in the case of small deep-water wave steepness as in Fig. 5(a) and Fig. 6(a), the 
shapes of the dashed line become flatter than those of the histogram, which means the 
effect of the filter is remarkable. Comparisons of the calculated wave height distributions 
with those of original data show fairly good agreement except for the case of small deep- 
water wave steepness in very shallow water. However, it is found that even in the case 
of small deep-water wave steepness, if the long-period variation due to surf beats and the 
high frequency components are removed from the original water surface variation, the 
calculated results agree well with the experimental ones. In other words, how to define 
an individual wave in very shallow water becomes important (Hotta (1980)). 

4.4     Wave grouping 

At present, several indicies are used to represent the degree of wave grouping, Goda 
(1970) used a run of wave heights j(Hc) defined as the number of sequent waves, the 
heights of which exceed a definite value Hc and a total run l(Hc) defined as the number 
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of waves between the first excess over the definite level Hc and the next excess over the 
same level. Funk et al. (1979) used a Groupiness Factor defined as the coefficient of 
variation of the time history of wave energy. 

In the following, the spatial changes of wave grouping with decrease in the water 
depth are examined by using the parameter of the mean length of run j(Hc) and the mean 
length of total run l(Hc). Figs. 8(a) and (b) show the changes of j(H) and 1(H) on the 
uniform slopes of 1/10 and 1/30, respectively. Figs. 9(a) and (b) show the detailed ex- 
perimental results of wave grouping for the bottom slopes of 1/20 and 1/30, respectively. 
The fallowings can be seen from Figs. 8 and 9: In the case of 1/10 slope the mean length 
of run j(H) and total run 1(H) over the mean wave height are almost constant independently 
of the deep-water wave steepness when the relative water depth h/H0 is larger than 1.5 
and decrease with decrease in the water depth. On the other hand, in the cases of gentle 
slopes as 1/20 and 1/30, the mean lengths of run j(H) and total run 1(H) become large 
as the deep-water wave steepness becomes large. The mean lengths of total run 1(H) in 
the case of 1/20 and 1/30 slopes decrease with decrease in the water depth in similar way 
to the case of 1/10 slope. However, the mean lengths of run j(H) take maximum values 
in the region \.0<h/Ho < 1.5 and decrease rapidly with decrease in the water depth. 
This tendency is remarkable in the case of gentle slope and large deep-water wave steepness. 
The mean lengths of run j(H1/3) and total run l(H1/3) over the significant wave height 
also tend to take maximum slightly as well as j(H) and 1(H). 

According to the results of numerical simulation by Goda (1970), j(Hc) and l(Hc) 
become small with decrease in the spectral peakedness parameter Qp. From the present 
experimental results, however, it is noted that i(Hc) and l(Hc) increase near the relative 
water depth of 1.5 in spite of decrease in the spectral peakedness parameter due to the 
rapid decay of a main peak and the grow of the low frequency components of the spectrum 
by wave breaking. 

5.     Conclusions 

Among the transformation characteristics of irregular waves in shallow-water 
including the surf zone, the changes of the significant and mean wave heights, the wave 
height distributions and wave grouping have especially been investigated. In addition 
to the experiments of irregular waves, a model for prediction of wave heights named the 
individual wave analysis method has been proposed. The summaries of the results are 
described bellow. 
(1) An individual wave of irregular waves tends to break compared with monochromatic 

waves having the same wave height and period in the experiments. 
(2) Non-dimensional significant wave height Hll3 /H0 and mean wave height H/H0 become 

large as the bottom slope becomes steep and the deep-water wave steepness becomes 
small. 

(3) The predicted significant and mean wave heights are in fairly good agreement with 
the experimental ones. 

(4) Comparisons of the predicted wave height distributions with those of the original 
experimental data show good agreement except for the case of small deep-water 
wave steepness in very shallow water.  Even in such cases, if the long-period variation 
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due to surf beats and high frequency components of the water surface variation are 
removed, the calculated and experimental results agree well. 

(5)   Wave   grouping   becomes   remarkable   at   the  range   of  the   relative   water   depth 
l.0<h/Ho < 1.5 with decrease in the bottom slope and increase in the deep-water 
wave steepness. 
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NEARSHORE WAVE SPECTRA MEASURED DURING HURRICANE DAVID 

Michel K. Ochi* and Ming-Hsing Chiu* 

ABSTRACT 

This paper presents the results of an analysis carried out on wave 
spectra measured at three nearshore sites along the United States 
Florida coast when Hurricane DAVID passed these sites in 1979. Includ- 
ed are (a) the variability of the shapes of wave spectra during the 
stages of growth and decay of the hurricane-generated seas, (b) the 
presentation of spectra according to various spectral formulations, 
and (c) a comparison between spectra measured at the coastal sites and 
those measured in deep water for the same severity (significant wave 
height) of hurricane-generated seas. 

INTRODUCTION 

For the design of onshore, nearshore, and coastal structures, it 
is highly desirable and, from a safety viewpoint, extremely important 
to have a precise description of nearshore sea severity.  In partic- 
ular, for structures along coasts, wave data measured during hurri- 
canes provide a vital source of information for establishing design 
criteria. 

Although many observations and measurements have been made on 
wind-generated waves associated with hurricanes over deep water, we 
have as yet little information as to hurricane-generated sea severity 
in coastal waters. 

This paper presents the results of analysis carried out on wave 
spectra measured at three locations in shallow water when a hurricane 
passed through these sites. That is, on September 3rd, 1979, Hurri- 
cane DAVID approached the Florida east coast from the eastern Carri- 
bbean with a moving speed of about 10 knots.  During this period, 
wave recorders installed by the University of Florida at Miami Beach, 
West Palm Beach, and Vero Beach successfully recorded the waves through- 
out the duration of the storm at each site. 

In order to obtain an accurate representation of wave spectra asso- 
ciated with sea conditions arising from hurricanes, the variability of 
the shapes of wave spectra during the stages of growth and decay of 
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Hurricane DAVID is examined. The wave spectra are represented by var- 
ious mathematical formulations to provide information for further anal- 
ysis of coastal waves. Furthermore, comparisons are made between the 
shapes of wave spectra obtained at the coastal sites and those obtained 
in deep water for the same severity (significant wave height) of hurri- 
cane-generated seas. 

WAVE DATA DURING HURRICANE DAVID 

Hurricane DAVID (August 26- September 6, 1979) approached the 
east coast of Florida from the Carribbean, and its eye passed over 
several Florida coastal cities as shown in Figure 1.  During this 
period of moving almost due north at about 10 knots (5.1 m/sec), the 
hurricane moved inland just north of Palm Beach, then later it again 

HURRICANE   DAVID 
August 26 - Sept. 6, 1979 

Figure 1 Hurricane DAVID track 

moved offshore. The eye diameter was 20 to 30 nautical miles (37 to 56 
km) while it was passing over the Florida area, and the highest winds 
experienced were gusts up to 75 knots (39 m/sec). 

The data used in this study were recorded from three measurement 
sites which are chosen at nearly equally spaced intervals along the 
Florida east coast. These sites are located at Miami Beach, West Palm 
Beach and Vero Beach respectively, and are about one kilometer off- 
shore. They are part of the Florida Coastal Data Network system 
(Howell 1980) which collects long-term diary wave data as well as 
storm wave data. 
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The geographic features of these sites and the measured maximum signif- 
icant wave heights are tabulated in Table 1. 

Table 1 Geographic features and measured maxi- 
mum significant wave heights at three sites 

MIAMI 
BEACH 

WEST 
PALM 
BEACH 

VERO 
BEACH 

GEOGRAPHIC 
LOCATION 

DISTANCE FROM 
SHORE (km) 

WATER 
DEPTH (m) 

SHORTEST DIS- 
TANCE TO HURRI- 
CANE EYE (km) 

MAX. SIG. WAVE 
HEIGHT (m) 

25°46'06"N  26°42'07" 
80°07'23"W  80°01'42" 

27°40'20" 
80°21'07" 

Pressure transducers located about one-half meter above the seabed 
were used to take data.  They were bottom mounted on a completely self- 
contained electronic cylinder which contains a microcomputer controlled 
data acquisition system.  From surface pressure signals, the pressure 
energy spectra were computed, and then converted to surface wave spectra 
by assuming the pressure-wave profile-relation to be linear. 

RESULTS OF ANALYSIS 

Significant wave height, denoted by Hs, was evaluated from the 
measured spectra by using the formulation given by H = 4/ffu , where 
mQ is the area under the spectrum.  The temporal variation of signifi- 
cant wave height and radial distance from the hurricane center measured 
at sites are shown in Figures 2(a) through 2(c).  It can be seen in 
these figures that the significant wave height decreases rapidly in the 
decaying stage in comparison with the increase of its intensity in the 
growing stage. 

Figure 2 Temporal varia- 
tions of significant wave 
height and radial distance 
(a) Miami Beach 
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Figure 2 Temporal vari- 
ations of significant 
wave height and radial 
distance 
(b) West Palm Beach 
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•}~SEPT4,I979 

SIGNIFICANT  WAVE HEIGHT 

(c) Vero Beach 

In order to present the overall picture of the growth and decay 
status of hurricane-generated seas, contour lines of spectral energy 
densities are constructed from the entire series of spectra, and are 
shown in Figures 3(a) through 3(c). Each contour in the figure 
represents spectral density of a certain level (2.0 m2-sec, 4.0 mz-sec, 
etc.) and the inner portions of the enclosed contours correspond to 
higher spectral densities.  The highest spectral density at the inner- 
most portion of the contour lines corresponds to the severest sea 
state in which the highest significant wave height was obtained. 

PREDOMINANT ENERGY 
FREQUENCY 

J I I I I I L J L 
6                                 12 

- SEPT 3,1979     

Figure 3 Contours of spectral densities constructed 
from wave spectra (a) Miami Beach 
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PREDOMINANT ENERGY FREQUENCY 

  

(b) West Palm 
Beach 

—SEPT 4,1979 — 

(c) Vero Beach 

Figure 3 Contours of spectral densities constructed 
from wave spectra 

The severest sea states at the three sites occurred at 5 am, 8 am, and 
4 pm, September 3rd, respectively, and the corresponding spectra had 
approximately the same peak frequency, 0.094 Hz. 

It is of interest to compare the shapes of wave spectra obtained 
in seas of approximately the same significant wave height but under 
different conditions; one in the growing stage, the other in the 
decaying stage of the hurricane. As an example, Figure 4(a) shows a 
comparison of spectra measured at West Palm Beach in a mild sea state 
of significant wave height of 2.07 m. As can be seen in the figure, 
the frequency where the spectrum peaks (modal frequency) in the decay- 
ing stage is lower than that in the growing stage.  This trend 
holds throughout the storm as can be seen in Figures 4(b) and 4(c). 
The same trend was also observed for spectra measured in Miami Beach. 
However, this general trend is reversed when the hurricane passes 
inland or shoreward of the point of measurements.  As Hurricane DAVID 

Figure 4 Comparison of wave 
spectra obtained in the 
growing and decaying stages 
of the hurricane, West Palm 
Beach 
(a) Significant height 2.07 m 
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Figure 4 Comparison of wave 
spectra obtained in the grow- 
ing and decaying stages of 
the hurricane, West Palm 
Beach 
(b) Significant height 2.72 m 

(c) Significant height 3.99 m 

FREQUENCY (F] IN   l/SEC 

passed Miami Beach and West Palm Beach, its path was offshore.  After 
it passed West Palm Beach, it moved inland, then later moved offshore 
again.  The hurricane's path was inland throughout the period when 
severe seas were observed at Vero Beach.  This may account for the 
modal frequency in the growing stage being lower than that in the 
decaying stage for the Vero Beach data as shown in the example in 
Figure 5. 

FREQUENCY (F) 

Figure 5 Comparison of 
wave spectra obtained in the 
growing and decaying stages 
of the hurricane, Vero 
Beach, Significant height 
3.08 m 

The measured spectra are fitted by various spectral formulations 
to see how well hurricane-generated nearshore wave spectra can be repre- 
sented by currently available formulations which have been developed 
for seas in deep water. These include the one-parameter (Pierson- 
Moskowitz 1964), and the two-parameter (Bretschneider 1959), three and 
six-parameter (Ochi and Hubble 1976), and JONSWAP (Hasselmann et al. 
1959) spectral formulations. The JONSWAP spectrum used in the com- 
parison is not the mean JONSWAP spectrum; instead it is obtained 
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Figure 6 Comparison 
between measured and math- 
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by fitting the measured spectrum through least-square fitting techni- 
ques. Included also in the comparison is the five-parameter spectrum 
which is a combination of a three-parameter formulation representing 
the lower-frequency range of the spectrum and a two parameter formu- 
lation representing the higher frequencies. 

The results of the comparison between measured and mathematical 
spectra show that the five and six-parameter spectra appear to best 
represent the measured spectra in shallow water areas throughout the 
various stages of the hurricane.  Also, the JONSWAP spectral formu- 
lation yields a good fit to the shape of the measured spectra, in 
general, with the exception of those with a secondary peak or an ex- 
tended plateau in the high-frequency region.  As an example, Figures 
6 and 7 show a comparison made for the severest sea state observed at 
West Palm Beach and Vero Beach, respectively, during the hurricane. 

The shapes of hurricane-generated wave spectra obtained at the 
coastal sites and those obtained during hurricanes in deep water 
are compared.  If the shapes of deep and shallow water hurricane- 
generated wave spectra are alike under certain conditions, then the 
results of analysis made on the shapes of deep-water hurricane spectra 
may be used for those of shallow water.  In the comparison of Hurri- 
cane DAVID (shallow water) wave spectra with spectra measured in deep 
water, the results obtained during Hurricane ELOISE in the Gulf of 
Mexico (Withee and Johnson, 1977) are used, and comparisons are made 
between spectra having the same significant wave height and the same 
modal frequency. 

As an example, Figure 8(a) shows a comparison between deep and 
shallow water (8.5 m water depth) wave spectra of significant wave 
height of 4.8 m with the same modal frequency of 0.098 Hz.  Other 
examples of comparison made in less severe sea states are shown in 
Figures 8(b) and (c).  Although the shapes of hurricane-generated 
wave spectra measured in deep and shallow water of 7-10 m water 
depth are significantly different in mild sea conditions (significant 
wave heights less than 2 meters), the shapes of spectra with the same 
significant wave height and the same modal frequency appear to be very 
similar in relatively severe seas as shown in Figure 8. 

/   HURRICANE ELOISE 
DEEP WATER 

 HURRICANE DAVID 
WESTF 
8.5 M. 

*M_M BEACH 
JEPTH 

'ft 

\; 
~^=~-= 

O.I 0.2 0.3 

FREQUENCY   IN   HZ 

Figure 8 Comparison of hurri- 
cane wave spectra measured in 
coastal and deep waters, 
(a) Significant height 4.8 m 
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 HURRICANE ELOISE 
DEEP WATER 

 HURRICANE DAVID 
VERO BEACH 
76M   DEPTH 

O.I 0.2 0.3 

FREQUENCY IN   HZ FREQUENCY  IN   HZ 

(b) Significant height 3.0 m (c) Significant height 3.9 m 

CONCLUSIONS 

This paper presents the results of analysis carried out on wave 
spectra measured at three nearshore sites along the United States 
Florida coast when Hurricane DAVID passed through these sites.  It is 
found from the results of the analysis that the peak frequencies of 
the spectra in the decaying stage of the hurricane-generated coastal 
waves are, in general,lower than those in the growing stage.  This 
implies that the wave energy in longer wave lengths is dominant in 
the decaying stage. 

The shapes of the measured wave spectra can best be represented 
by the five and six-parameter spectral formulations throughout 
various stages of the hurricane.  The JONSWAP spectral formulation 
also yields a good fit to the shapes of the measured spectra, in 
general, with the exception of those with a secondary peak or an 
extended plateau in the high-frequency region. 

The shapes of the hurricane-generated wave spectra with the same 
significant wave height and the same modal frequency obtained in 
coastal and deep water are very similar in relatively severe seas. 
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A SOUTH AFRICAN WAVE CLIMATE STUDY 

by 

12 3 J Rossouw , L W Coetzee  and C J Visser 

ABSTRACT 

A study was made, using all the available sources of deep- 
sea wave data around the South African coast, to establish 
a statistical representation of the wave climate in this 
region.  Data obtained from clinometer observations, the 
Datawell Waverider and voluntary observing ships were found 
to be the most useful. 

The most accurate source of height, period and spectral 
information came from the Waverider which has been in 
extensive use in the region since 1969.  To optimise the 
information value of these data a sophisticated data quali- 
fication technique was developed for digitised Waverider 
data in order to exclude poor data.  This technique was 
also found to be useful in optimising the operational 
efficiency of a Waverider station. 

A clear pattern was obtained for the general wave climate 
around the South African coast; this is in accordance with 
the pattern that may be expected from the weather climate 
affecting this region.  Of interest are the SE'ly winds 
generating increased wave heights in proportion to the dis- 
tance offshore from the west coast as well as the effect of 
the Agulhas current, opposing the SW'ly waves along the 
east coast, also creating high-wave conditions. 

1.   INTRODUCTION 

Instrumental recording of waves has been done in South 
African coastal waters since 1961.  Initially a wide 
variety of instruments were used including clinometers, NIO 
ship-borne wave recorders, inverted echosounders and 
pressure recorders.  The first Datawell accelerometer buoy 
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(Waverider) was installed off Mossel Bay in 1969 and the 
Waverider has since become the main recording instrument to 
be used in South African coastal waters.  The number of 
Waverider stations varied over the years, but data repre- 
sentative of the open coast were obtained from 11 stations 
covering the entire South African and South West African 
coastline. 

The main purpose of this study was to investigate all the 
possible sources of wave data that might be of use to the 
design engineer, to analyse the data and to publish the 
data in a form useful to all possible users.  The data were 
also to be stored in a computer data bank to enable fast 
retrieval for further analysis by interested researchers 
and engineers. 

This paper presents a summary of the main aspects of the 
study.  It describes the development and application of a 
standard wave analysis and data qualification computer 
program for digital Waverider data, the system of data 
handling and storage, the comparison of the Waverider data 
with information from other sources and the present know- 
ledge of the wave climate around South Africa. 

2.   WAVE ANALYSIS AND DATA QUALIFICATION 

2.1 Data Collection 

Waverider data are usually obtained for periods of 20 
minutes every six hours from the various wave recording 
stations around the South African coastline.  A sampling 
interval of 0,5 s is normally used for digital data and the 
resolution of the water elevation measured is 10 mm. 

2.2 Computer Program 

The detailed description of the program WAVES can be found 
elsewhere (Visser e_t al., 1980; Visser et a^., not yet 
published).  WAVES read's digitized wave records, applies 
qualification criteria to the data, performs spectral 
analysis, labels records as good, suspect or bad, and 
stores the processed records in a data bank.  An example of 
a printout with a brief description is shown in Appendix A. 

The procedures for spectral analysis are well documented 
and numerous computer routines for the fast Fourier trans- 
form (FFT) can be found in the literature.  Writing a pro- 
gram to perform the basic computations is therefore rela- 
tively easy.  However, the real problem lies in identifying 
invalid wave records which can result when, for example, 
noise due to equipment malfunction is superimposed on the 
data.  Some bad records are easily identified, while in 
others, deficiencies are elusively masked.  The influence 
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of unidentified invalid results in a data bank needs no 
elaboration. 

2.3 Conventional Data Qualification 

Examples of methods being used for the identification of 
invalid wave records are visual inspection and identifica- 
tion of outliers according to the number of standard devia- 
tions they are removed from the mean water level.  The 
first method is deemed unpractical because of the depen- 
dence on a trained observer and the large amounts of data 
involved.  The second method is based on the assumption of 
normality of the instantaneous water elevation x(ti) as a 
function of time ti.  Outliers change the shape and 
position of the distribution.  The intensity of this 
depends on the number of outliers, their magnitude and 
their bias towards the peak or trough side of the record. 
In many cases this renders the method useless. 

2.4 WAVES-program Data Qualification 

A rather random approach was adopted in arriving at the 
present qualification procedure.  As many tests as could be 
thought of were applied to a large number of wave records. 
The types of tests ranged from crude empirical models to 
standard statistical tests.  The procedure was refined by 
comparing, for a large number of records of various locali- 
ties, the outcome of the tests with the judgement of 
experienced observers.  A wave record (usually consisting 
of 2 048 digitized x(tj)-values) is split into two halves 
of 1 024 data points each.  This facilitates investigating 
stationarity and provides results when one half of the 
record is bad or non-existent.  Six tests on time-domain 
and frequency-domain parameters are performed on each half 
of the record to identify good ("GOOD"), suspect ("BAD?") 
or bad ("BAD") data.  On the basis of the outcome of each 
test a severity code is assigned to the test.  The severity 
codes are then used to determine a category ("GOOD", "BAD?" 
or "BAD") for each half.  A further scheme is then used to 
determine a category for a whole record.  For example, 
"GOOD2B" means that the second half is "GOOD" and the first 
half is "BAD"). 

The following tests are used to categorize records. 

2.4.1  Flatheads ("P2", "P3", "P4" and ">P4" in Appendix A) 

A flathead is identified when consecutive x(ti) have the 
same numerical value (to the nearest 10 mm, that is, the 
resolution of the digitizer).  Thus the value of "P2" 
denotes the number of times two (and no more) consecutive 
x(ti) with the same value are detected.  Similarly for 
the "P3", "P4" and ">P4" parameters.  (For example, if 



90 COASTAL ENGINEERING—1982 

">P4" = 2, then two occurrences of flatheads with more than 
four x(ti) values occurred.) 

2.4.2 Rate of change of wave profile ("ERR" in Appendix A) 

If the slope of two consecutive data points is greater than 
the theoretical maximum slope that the water surface can 
attain, an erratic point is identified.  The value of "ERR" 
denotes the number of erratic points in the record. 

2.4.3 Consecutive erratic points ("CON" in Appendix A) 

The value of "CON" denotes the number of times two erratic 
points (see 2.4.2) next to each other are detected. 

2.4.4 The sample correlation coefficient ("CORR" in 
Appendix A) 

A linear trend in the data, which can be caused, for 
example, by zero-drift in recording instrumentation, is 
detected when the correlation between x(tjj and t is 
statistically significant. 

2.4.5 Normality of the x(ti) ("SKEWNESS" and "KURTOSIS" in 
Appendix A 

Experience shows that the instantaneous water elevation 
x(tjj of sea waves follows approximately the normal 
distribution.  Tests for normality are done using slightly 
adjusted distributions for skewness and kurtosis. 
(Relaxing slightly on the theoretical distributions.) 

2.4.6 Low-frequency detector ("LF.DET" in Appendix A) 

Most Waverider buoys used in South Africa will respond only 
to waves with periods in the range 1 to 33 seconds (band 
width of 0,03 to 1,0 Hz).  This covers the domain for most 
applications.  The buoy is "blind" to waves with periods 
outside the mentioned range (for example, the tide). 
Therefore, if the power spectrum contains significant 
spectral information outside the mentioned band width, 
invalid data that could not be measured with the buoy are 
indicated.  The sum of the first four power spectral 
density values 0,006 to 0,035 Hz is denoted by "LF.DET". 

The test criteria used to assign severity counts to the six 
parameters are shown in Appendix B. 

3.   DATA HANDLING AND STORAGE 

The main agency dealing with waves in the RSA is the 
National Research Institute for Oceanology (NRIO) of the 
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Council for Scientific and Industrial Research (CSIR) at 
Stellenbosch. 

A Wave Study Group was established within NRIO during 
mid-1980 with one of its primary purposes to develop a 
system for the more efficient gathering and analysing of 
digitized wave data, thus providing more effective quality 
control and faster feedback of the analysed information. 
At present this group copes with the management of wave 
data gathered at seven Waverider stations. 

System improvements include the following: 

3.1 Waverider Data Logger 

An improved micro-computer-based Waverider data logger was 
developed by the Electronic Systems Division within NRIO 
(Holroyd, 1982).  This system features a real-time full 
calendar clock with built-in leap-year compensation. 
Recording times are fixed at OOhOO, 06h00, 12h00 and 18h00 
GMT with additional facilities to initiate recordings at 
other chosen intervals as well as single recordings.  A 
stand-by battery will drive the clock for about six hours 
during a power failure.  A Memodyne Model 200 cassette data 
logger is used together with Philips data cassettes. 
Storage capacity amounts to about 11 days of 4 » 20 minute 
recordings per day. 

Each wave record contains unique station identification, 
time, calibration and self-test data.  File lengths are 
recorded at exactly 2 100 words of data, sampled at 2 Hz 
rate and recorded as 12-bit words.  A real-time Draper 
analysis option can be utilized by connecting an 80-column 
printer to the data logger.  Hs, Hi, Tz and Tc are 
printed.  The data logger is also supplied with an external 
Esterline Angus servo recorder providing an analogue trace 
of each wave record. 

3.2 Process Control 

The present system of gathering, analysing and storing wave 
data consists basically of the following steps: 

Waverider data are transmitted to nearby shore stations 
using the 27 MHz band. 

Cassette and analogue recordings are transported to NRIO 
using the most suitable means. 

Cassette data are transferred to 9-track magnetic tape 
using the NRIO in-house computer. 
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The 9-track tape data are transmitted to the central 
CSIR computer in Pretoria using the available remote 
batch facilities. 

Final analysis and storage of the data are performed. 

In order to obtain the maximum possible yield of good data 
from each recording station every effort is made to speed 
up and maintain a steady flow of data from the station to 
its final destination in Pretoria. 

3.3  Quality Control 

At NRIO'several checks are done on the data prior to trans- 
ferring it to the CSIR central computer.  This includes a 
visual examination of the analogue records and also of sus- 
pect digital records on a graphics terminal.  Time domain 
analysis is also done on the digital data and includes 
tests for normality.  Useful fault reports are generated at 
this stage, although it was found that these tests are not 
critical enough to detect bad or suspect data in a large 
number of cases.  Figure 1 shows digital records which were 
rejected by WAVES, although the records had passed the test 
for normality and were also not rejected during the visual 
test of the analogue record.  At this preliminary check 
stage it is also difficult to decide whether the perfor- 
mance of a station is actually deteriorating, because a 
certain level of bad data appears to be inevitable, for 
example, where the station is exposed to heavy, sporadic 
R/T traffic. 

Once the data have been transferred to the central com- 
puter, they are analysed by means of the program WAVES 
described earlier.  At this stage information is obtained 
which forms the basis of a more critical quality control 
system. 

Regarding each cassette as a "unit of wave data", the data 
are analysed and statistics plotted of the various tests 
obtained through WAVES.  In order to determine whether a 
particular fault detected occurs consistently over a period 
of time, time series plots are made of the results of the 
data qualification tests. 

Figure 2 shows the results of a study which was made of the 
bad performance at the Slangkop recording station during 
1982.  A backlog of data had inadvertently been allowed to 
build up at this station and action was therefore taken 
only when the problem was revealed during the pre-checks at 
NRIO.  Analysis of 4 342 records collected at Slangkop 
showed that 12,8 per cent of the records had been rejected 
(Figure 3).  This was due mainly to L.F. Detection and the 
occurrence of erratics.  Further analysis showed that all 
but 1 per cent of the rejections through the detection of 
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erratics had also been picked up by the L.F. Detector, thus 
leaving the main cause for rejection the detection of a 
low-frequency component.  Figure 2 shows that the station 
performed well up to week 12 after which the L.F. Detector 
became very unstable.  In addition, there is a clear trend 
indicating that the situation was worsening gradually. 
Subsequently the Waverider buoy could not be located and it 
is surmised that it had probably started to drift slowly, 
dragging its anchor, with a slowly weakening signal and 
thus became more prone to radio interference.  A new buoy 
was deployed and good records obtained.  A similar analysis 
was done for another station (Koeberg) and the results are 
included in Figure 3.  This waverider is deployed closer 
inshore and completely away from any normal shipping routes 
as well as fishing areas, both hazards to which the Slang- 
kop Waverider is exposed.  A great improvement in data 
quality is evident under these improved conditions. 

3.4  Data Storage 

A prototype scheme for a computerized WAVES data base has 
been designed and installed on the CSIR central computer. 
Provision was made to store the entire output of the WAVES 
program and about three years' data have been stored.  The 
data base is presently being "user-tested" prior to finali- 
sing its format. 

4.   WAVE CLIMATE 

4.1 Introduction 

In this section the wave climate as evident from all avai- 
lable data sources will be summarised.  Wave height and 
wave period data are based mainly on the analysis of Wave- 
rider records since these are considered the most reliable 
source of such data.  Wave direction data are based on 
clinometer observations that were refracted to deepsea as 
well as data from voluntary observing ships (VOS). 

4.2 Weather Patterns 

The major wave-generating system resulting in high waves 
along the RSA coastline is the regular cold fronts with 
their associated low pressure systems that pass west to 
east just to the south of the continent.  These fronts 
together with two permanent high-pressure systems, that is, 
the South Atlantic high off the west coast and the Indian 
Ocean high off the east coast, totally dominate the wave- 
generating forces in the oceans surrounding the southern 
tip of the continent.  A typical example of the passage of 
such a low-pressure system is shown in Figure 4 (Weather 
Bureau, 1979).  These low-pressure systems normally shift 
towards the south in summer and towards the north in winter 
so that high waves occur more frequently in winter.  They 
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FIG. 4     PASSAGE    OF A  COLD   FRONT   CAUSING    HIGH 
WAVES    ALONG   THE    R.S.A,    SOUTHERN     COAST 
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do, however, on occasion move far enough north in summer to 
cause large waves but the occurrence of these high waves is 
less frequent in summer than in winter. 

4.3  Wave Height Distribution 

The 0,01 per cent wave height (Hs) obtained from the 
extrapolation of Waverider data for all the open-coast wave 
stations is shown in Figure 5.  The 0,01 per cent wave 
height obtained from a shipborne wave recorder on a 
weathership stationed at 40°S, 10°E is also shown in this 
figure. 

Comparing the wave heights along the west coast from 
Slangkop in the south to Walvis Bay in the north, it can be 
seen that a steady decrease in wave height occurs towards 
the north.  This is very much in accordance with the 
weather patterns described earlier, that is, the wave 
height decrease with increase in distance from the storm 
centre. 

From Figure 5 it can also be seen that the wave heights at 
Mossel Bay, Durban and Richards Bay along the east coast 
are very similar.  The 0,01 per cent wave height at these 
stations vary from 5,5 to 6,0 m.  At Gans Bay this wave 
height is 8,1 m which lies between the values at Mossel Bay 
and Slangkop. 

An interesting wave station is the Waverider off SEDCO-K, a 
drill rig operating in the area offshore off Mossel Bay. 
As can be seen from Figure 5 the 0,01 per cent wave height 
at SEDCO-K is 9,7 m as compared with the 6,0 m at Mossel 
Bay closer inshore.  The reason for this difference is 
thought to be the protection afforded by the land mass to 
the Mossel Bay station against the fronts approaching from 
the west.  Another very interesting aspect of the SEDCO-K 
station is the similarity in wave conditions there with the 
station at Slangkop, 300 km to the west.  Figure 6 illu- 
strates this similarity. 

In Figure 5 the 0,01 per cent wave heights obtained from 
VOS data are summarized for a few areas around the coast. 
Although these data are considered to be of lower quality 
with respect to wave height and period than the Waverider 
data, a few interesting points emerge.  Firstly, the 
decrease in wave height towards the north up the west coast 
is also apparent from these data.  The decrease in wave 
height is, however, much less pronounced than in the Wave- 
rider data and the wave heights are also considerably 
higher than those obtained from Waverider data.  It is also 
interesting to note that the VOS data show the highest wave 
heights off East London.  The reason for the higher wave 
heights by VOS in comparison to Waverider along the west 
coast is explained by wave directions and will be discussed 
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in the next section.  The reason for the higher waves off 
the east coast is explained by the presence of the very 
strong Agulhas current which flows from a NE'ly direction 
along this coast, directly opposing the dominant SWly 
waves.  Energy transfer occurs from current to wave, 
resulting in so-called "freak" waves along this coast 
(Schumann, 1976). 

4.4 Wave Direction Distribution 

The wave direction distribution for four clinometer 
stations refracted to deepsea are shown in Figure 8 (Ashby, 
Harper and Van Schaik, 1973).  Data from these four clino- 
meter stations fully reflect the general wave direction 
pattern obtained for all the clinometer stations around the 
coast.  The wave direction distribution for the weathership 
(Weather Ship Action Committee, 1973) as well as from VOS 
data (Hogben and Lumb, 1967) are also indicated on this 
figure. 

The direction data obtained from clinometers show good 
agreement with the known weather patterns.  It is clear 
that, the main source of wave data are from the fronts to 
the south of the continent causing the waves along both the 
west and the east coast to have a resultant energy compo- 
nent towards the north.  This is also in agreement with the 
known sediment transport pattern along the RSA coastline 
whereby sediment is transported towards the north on the 
west and east coasts and towards the east on the south 
coast. 

A few interesting aspects also appear from the VOS data. 
Along the west coast the wave direction is very dominantly 
from the south-east, that is, either parallel to shore or 
in an offshore direction.  These SE'ly waves, therefore, 
never reach the shore, which explains the large difference 
in wave height between the nearshore Waverider data and the 
VOS data recorded further offshore. 

The wave direction at the weathership is very dominantly 
from the W'ly directions as can be expected in these lati- 
tudes. 

Along the south and east coasts the agreement between the 
clinometer and VOS directional data is good. 

4.5 Wave Period Distribution 

Researchers normally find poor correlations between wave 
periods recorded by various means or analysed by different 
methods.  The reason for this is that it is impossible to 
describe the periodicity of the waves by a single variable 
such as Tz, Tp, Tc, etc.  For the purpose of this 
paper only the distribution of Tp as recorded at a number 
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of Waverider stations will be discussed, although it is 
fully realised that discussion and comparison of wave 
energy density spectra will be more satisfactory.  A large 
quantity of spectral data is available but a lack of space 
prohibits it being discussed in this paper. 

The peak energy period (Tp) distribution for a few Wave- 
rider stations is shown in Figure 7.  Prom this figure it 
is obvious that the wave period distribution is very 
similar along the entire coastline with the wave periods 
along the southernmost parts of the country slightly longer 
than on the more northerly coasts.  The period (Tp) 
exceeded for 50 per cent of the time varies from approxi- 
mately 12,5 s in the south to 11,5 s in the north along 
both the east and west coasts. 

Comparison between wave period data obtained from VOS and 
Tp obtained by Waverider shows very poor correlation with 
the VOS recording wave periods very much lower than the 
Waverider. 

5. CONCLUSIONS 

(i)  A standard wave analysis program with special 
emphasis on data qualification routines has been 
developed for digital wave data. 

(ii) The data qualification routines proved invaluable in 
the analysis of large quantities of data and help to 
detect hidden faults in the wave recording system. 

(iii)  A very clear wave pattern emerges from the available 
Waverider data and this is in accordance with the 
pattern to be expected from the known weather 
patterns around the coast. 

(iv)  Waverider data indicate considerable lower wave 
heights than those from VOS.  The reason for this is 
thought to be that SE'ly winds generate waves 
parallel or offshore along the west coast which will 
lead to increasing wave height with increasing 
distance offshore.  The difference in wave height 
along the east coast can be explained by energy 
transfer from the Agulhas current to the opposing 
SW'ly waves. 
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APPENDIX A 

The "WAVES" Program Printout 

The program is designed to print all the information of one 
record on a single printer page.  From the top down, the 
page is divided into five areas.  The areas are described, 
in order, in points 1 to 5: 

1. The header area 

The first three lines of the printout contain the 
information necessary to identify the record (for 
example, degrees latitude and longitude) and infor- 
mation about how the sampling took place.  The header 
area also gives the category assigned to the record. 

2. Time domain parameter area 

The values of all the time domain parameters calcu- 
lated are given in this area.  As on the whole print- 
out, the values are given separately for the two 
halves that the record is divided into. 

3. Frequency domain parameter area 

The values of the frequency domain parametes calcu- 
lated are given in this area. 

4. Data qualification area 

The severity codes for the tests performed on the 
record are given in this area.  A severity code of 0 
•means that all the requirements of the test were met. 
A code of 3 means that the record badly fails the 
test. 

5. The spectral information area 

In this area, the last on the page, the power spectral 
density is given per frequency for each half of the 
record. The mean values for the two halves are also 
given. To facilitate interpreting the values, a small 
printer plot is provided. 
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APPENDIX   B 

Assigning   severity   counts   to  qualification   parameters: 

Parameter Severity count 

FLATHEAD 0 

2 

3 

ERRATICS 0 

3 

CONSEC 0 

3 

TREND 0 

3 

NON-NORM 0 

1 

2 

3 

LF.DET 0 

2 

3 

Test 

"P2"<T1   and   "P3"   + 

"P4"   +   ">P4"   =   0     or 

"P2"<T2   and   "P4"<1 

All   other   cases 

">P4"   >   T3 

"ERR"   <   5 

5   <   "ERR"    <   10 

"ERR"   >   10 

"CON"   =   0 

"CON"   >   0 

0,0<j"CORR" | <0 ,062 

0,062 <|"CORR"| <0,081 

I"CORR"I>0,081 

0,0<|"SKEWNESS" j <0,26 

2,3<j"KURTOSIS"|<3,85 

0,26<|"SKEWNESS"|<0,3 

2,0 <|"KURTOSIS"|<2,3 

or 

3,85<|"KURTOSIS"|<5,0 

0,3<|"SKEWNESS"|<0,4 

|"SKEWNESS"|>0,4 

0,0 <|"KURTOSIS"|<2,0 

or 

5,0<| "KURTOSIS"|<» 

"LF.DET"<T14 

T14<"LF.DET"<T15 

"LF.DET">T15 

Test values 

T1=86-7,5"Hs" 

T2=46,2-3,45"HS" 

+ 5,24"P3"- 

0,803"P3""P4" 

T3=16,56-3,18"Hs" 

P = 0,01 and 

P=0,5 correlation 

test with 1 024 

d.f. 

T14=0,2+0,17"Hs" 

T15=0,4+0,2"HS" 



SYNTHESIS OP HURRICANE RESPONSE HYDROGRAPHS 

by 

Rodney J. Sobey,  M.ASCE 

ABSTRACT:   A hindcasting methodology is described for the 
total water level and wave hydrographs at a coastal site 
during a hurricane.  It accommodates phasing of the separate 
components of the sustained water level (astronomical tide, 
storm tide, breaking wave setup) , as well as storm 
variability and coastal bathymetry.   Complete hindcast 
models are utilised, but an intermediate cost and precision 
is achieved by compromising the number of complete hindcast 
storms, rather than the precision of the hindcast model.  A 
synthesis technique is developed to predict the response 
hydrographs of the remaining storms in the historical data 
set. 

INTRODUCTION 

Rational design in the coastal environment should be 
based on long term frequency estimates of extreme water 
level and wave conditions but the duration and quality of 
historical records of both water level and wave conditions 
during hurricanes are rarely adequate to provide the 
necessary information.  However, suitable historical records 
of meteorological conditions are often available, which can 
be used in conjunction with suitable meteorological tide and 
wave prediction models to hindcast meteorological tide and 
wave conditions respectively. 

1  Senior Lecturer, Department of Civil and Systems 
Engineering, James Cook University, Townsville, 4811, 
Australia. 
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In recent years, sophisticated numerical hindcast models 
have been developed to a respectable level of precision and 
acceptance.  It is an inevitable consequence that they are 
computationally costly and this has inhibited their use in 
long term frequency studies where typically fifty storms 
would require hindcasting.  Complete models, based on the 
long wave equations for storm tides or the radiative 
transfer equation for wind waves, hindcast the complete time 
history or hydrograph of the sea response to a storm, 
allowing consideration of the phasing of the peak storm 
tide, wave and breaking wave setup responses with the 
periodic astronomical tide as well as consideration of a 
number of topographical and shallow water influences.  Less 
complete models rarely allow appropriate consideration of 
any of these points but they may nonetheless be used because 
of the frequently prohibitive cost of hindcasting a complete 
storm data set. 

This paper describes a hindcasting methodology in a 
hurricane environment that provides an intermediate step 
between the above extremes.  It is intermediate in both cost 
and precision.  Site-specific experience is developed from a 
small number of complete storm hindcasts and this 
information is used to synthesise the response hydrographs 
for the remaining storms of the meteorological data set. 
The approach is broadly similar to the unit hydrograph 
procedure in surface water hydrology and it has been used 
successfully in a major hindcast study on Australia's North- 
west Shelf. 

HISTORICAL RECORDS OF SEA RESPONSE 

Under ideal circumstances, long term frequency estimates 
are based on long term records of the particular event.  For 
storm tides, the relevant extreme value series would be 
drawn from long term records of total sustained water level 
at the particular site.  For wind waves, it would be drawn 
from long term records of wind waves at the same site.  Such 
ideal circumstances are rarely achieved in practice, for a 
variety of reasons. 

If suitable records are available at all, they are 
rarely at the particular site in question.  The data site 
may be sufficiently close that it is reasonable to ignore 
any difference in sea response at the two sites.  In many 
cases however this may not be a reasonable assumption, 
especially in shallower nearshore areas where interest is 
frequently centred.  Bathymetric and shoreline detail has a 
major impact on sea response and the storm tide in 
particular is very site sensitive.  For a landfalling storm 
across a generally open coast, the peak surge level varies 
moderately rapidly along the coast and is particularly 
sensitive to the depth and width of the continential shelf, 
a wide shallow shelf inducing a much more intense surge. 
Coastal features such as bays and headlands control the 
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local flow patterns and can have a significant local 
influence, whose spatial extent is roughly the same order as 
the spatial scale of the coastal feature.  Shallower water 
influences on wind waves are often more complicated.  In 
addition to spatial and temporal variations in the forcing, 
the propagation characteristics of wind waves are modified 
by the continental shelf bathymetry.   The waves are 
refracted, shoal and eventually dissipate on the shore. 
Refraction may concentrate wave energy around headlands or 
disperse wave energy within bays.  Wave energy may be 
dissipated  by  bottom  friction,  bottom percolation 
interaction with a cohesionless bed material, bottom motion 
in a cohesive bed material and perhaps bottom scattering 
from irregularities in the bathymetry.  Wave diffraction 
will also have a significant influence around major 
headlands and man-made breakwaters, dispersing wave energy 
into the geometric shadow of the feature. 

Even where records are available at a suitable site, a 
number of significant problems remain.  Storm tide records 
are rarely collected as such but can often be established 
from automatically-recording tide gauges which have been 
standard equipment at most established ports for many 
decades.  The height of the astronomical tide has a major 
influence on shipping movements in and out of port and 
records are maintained for this purpose, even though little 
more than a year of records is necessary for traditional 
harmonic analysis on which published tide predictions are 
based.  These gauges are sited at the convenience of the 
port authority and designed to record only the astronomical 
tide.  Storm surge is also a long wave motion and will be 
recorded by conventional tide gauges, unless the storm surge 
is sufficiently extreme to damage the instrument or send it 
off scale.  Harbour resonance may also be recorded on the 
gauge but this component should not be difficult to 
separately identify.  Access to these records is perhaps the 
major problem.  Historical records are mostly in analogue 
form on strip charts and this recording technique has 
generally continued to the present day.  Consistent quality 
of such records is not assured.  Port authorities naturally 
see little value in maintaining historical records but it 
has fortunately become a reasonably established practice, 
although record achival is often a rather haphazard process. 
Apart from the record sequences used for harmonic analysis 
(often a single twelve month period), there will have been 
little consistent interest in these records.  Problems with 
local datum changes and possible reconstruction, relocation 
or replacement of the gauge are anticipated, together with 
the laborious task of separating the storm tide component 
from the analogue strip charts. 

The systemic measurement of wave conditions has become a 
standard practice only in the last decade or so. Initially 
records were obtained on strip charts but present practice 
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records only a discrete record with a typical time spacing 
of 0.5 s.  Good quality records are regularly obtained and 
an enormous amount of data is amassed in a relatively short 
time.  However, the limitations of this data is estimating 
extreme events must be clearly recognised (Sobey, 1982) , as 
each year of data contributes only one point to the extreme 
value series.  The total duration of the data series must be 
considered in the light of potential meteorological trends 
and multiyear weather cycles, even natural or man-made 
changes in the local environment.  Based on a study by 
Petrauskas and Aagaard (8), Borgman (2) has suggested that 
it is unwise to extrapolate beyond twice the duration of the 
record from the largest observation.  Typical record lengths 
in many situations rarely exceed a few years, whereas design 
often relates to average recurrence intervals of 50 or 100 
years.  There is a large measure of uncertainty attached to 
record extrapolation to such extreme events, even following 
the adoption of an appropriate probability distribution. 

HINDCASTING THE SEA RESPONSE 

It is clear from the above discussion that historical 
data alone is often insufficient to develop satisfactory 
estimates of long term frequencies of sea response. The 
alternative is system modelling, in which advantage is taken 
of long term meteorological records of storm conditions to 
hindcast the sea response corresponding to the historical 
storm data. 

The long wave response of a homogeneous sea to the 
meteorological forcing of a hurricane is adequately 
described by a two-dimensional vertically integrated form of 
the Reynolds' Equations - the Long Wave Equations.  These 
equations represent the conservation of mass and the 
conservation of momentum in horizontal directions x and y 
and time t: 

3t      3x       3y (1) 

8U .   3 ,u2 ,       a ,uv\      _T _     ,    ,, 3n     ,n-d, ps .   1 , 
Pw   ax        pw 

f • £<& + i(^» * - • •*<*>%' ^+1(V-V    «> 
The x-y datum plane is located at the mean water level 

with the z axis directed vertically upwards.  The water 
surface elevation with respect to datum is  n(x,y,t) , the 
sea bed is d(x,y) with respect to datum, 0 and V are depth- 
integrated flows per unit width, f is the Coriolis parameter 
and  p  is the mass density of sea water.  The forcing 
influence of the hurricane is represented through the 
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surface wind shear stress vector x^slx,y,t),   resolved into 
components T  and T , and the x and y gradients of the 
M.S.L. atmospheric pressure p (x,y,t).  The effect of bottom 
stress  is  represented  through  the seabed shear stress 
vector  2h'x'v,t'' resolved into components xb  and Tbv. 
Numerical solutions of these equations are readily y 

accomplished under quite general conditions of bathymetry, 
coastal detail and meteorological forcing.  One such example 
is the numerical hydrodynamic model SURGE described by 
Sobey, Harper and Mitchell (14) and Sobey, Harper and Stark 
(13) .  This model has been used extensively in northern 
Australia at some fifteen different sites for some one 
hundred and fifty different storms.  It can be applied to 
most coastal regions and includes the effects of undersea 
bathymetry, offshore islands, reefs and other coastal 
features, as well as the flooding of low lying land. 
Tropical cyclone size, intensity and track can be varied 
continuously throughout a simulation to produce water flow 
patterns, contours of water level, coastal surge profiles at 
any time and water level and flow velocity time histories 
anywhere within the model area.  SURGE is a comprehensive 
software system, in which particular attention has been 
given to the quite considerable problems of input data 
format  and  especially  output  data  selection and 
presentation. 

A complex wind sea is described in terms of the variance 
spectral densty E(f,6;x,y,t) in directional fequency (f,8) 
space.  In the absence of current, wave energy conservation 
may be written as 

•k <c cgE) + cg O0Bfl h (c cgE) + cg sin6 ¥ (c cgE) 

+ S (sin6 f " cos6 f > 4 (C CgE) - C Cg S (4) 

where C is the phase speed and C the group velocity.  The 
source function S(f,0) on the right hand side represents the 
net transfer of energy to or from or within the spectrum. 
This equation, known as the Radiative Transfer Equation, 
formally summarises all the various physical processes that 
contribute to the evolution of the directional spectrum.  In 
recent years considerable success has been reported in the 
representation of the source terms and in the numerical 
solution of the complete Radiative Transfer Equation.  One 
such example is the numerical hydrodynamic model SPECT 
described by Sobey and Young (16) and Young and Sobey (21). 
This is a quite general model, applicable in both shallow 
and deep water.  it has been used successfully in Australia 
for a twenty-eight storm hindcast study on the North-West 
Shelf, where good agreement with field data was obtained. 

The aerodynamics of the hurricane and the hydrodynamics 
of the underlying water body are coupled by the atmospheric 
pressure p  and wind shear stress T  at the air-sea 
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interface.  Their estimation throughout the flow field 
during the passage of a tropical cyclone follows from the 
adoption of a suitable model of the near-surface 
meteorological structure of the storm.  The model developed 
initially by Graham and Nunn (4) under the National 
Hurricane Research Project (NHRP) of the former U.S. Weather 
Bureau forms the basis of the storm sub-model in both cases. 
No claim is made that this model is entirely satisfactory; 
in fact our knowledge of tropical cyclone wind fields is far 
from complete.  It was adopted in the absence of a more 
suitable alternative.  More sophisticated models describing 
the dynamics of the atmospheric boundary layer in a moving 
hurricane could be used, but there is a significant 
computational penalty and the predictive capability of such 
models is not yet measurably superior for the NHRP model. 

Many of the highly empirical aspects of the original 
NHRP model, such as rate of filling over land and the 
reduction of over-land wind speeds, have been omitted in 
favour of representing the major features of the tropical 
cyclone.  In particular the radial wind and pressure 
profiles, the variation of the radial inflow angle and the 
asymmetry of the wind field are included and expressed in 
terms of the four parameters commonly assumed to 
characterise a hurricane:  the central pressure p  at 
M.S.L., the maximum sustained wind V,Q at a height of 10 m 
above M.S.L., the radius of maximum winds R, the speed VF„ 
and direction 0„M of storm forward movement.  All four 
parameters are varied continuously to represent changes in 
storm intensity and track.  Details may be found in Ref. 13. 
The over-water wind speed W,Q at height 10 m above M.S.L. 
and the resulting shear stress  x on the water surface are 
assumed to be related as T  =  C1Q P W-,n , where C,_ is a 
non-dimensional surface friction or drag coefficient and p 
is the mass density of air. 

Now that sophisticated hindcast models have been 
developed to a respectiable level of precision and 
acceptance, hindcasting has many advantages in estimating 
the sea response to hurricanes.  It permits an extreme value 
series to be esablished where no field records of sea 
response exist, the duration of which is the duration of the 
meteorological data and generally long enough to expect a 
satisfactory estimate of 50 and perhaps 100 year events.  It 
also removes the temptation to use historical sea response 
data an another site whole characteristics are arguably 
different from the site in question.  Where there is short 
term measured sea response data at the particular site, the 
hindcast data has a complementary role in confirming or 
defining the longer-term trends. 

The major disadvantage of the complete hindcasting 
models (LWE and RTE) is their detail and hence computational 
and associated personnel costs.  Hindcasting a complete data 
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set (typically of order 50 storms) is mostly well beyond the 
budget and also the time that is typically allocated to long 
term frequency estimates.  Some compromise is often sought, 
usually the adoption of a less sophisticated hindcast model 
which compromises the detail as well as the cost of 
hindcasting the sea response.  The consequences need to be 
fully recognised.  In particular the use of historical data 
to its fullest potential gives direct consideration to the 
influence  of  storm  track  variability  and  storm 
intensification and decay, aspects that are difficult to 
consider in any less sophisticated approach.  A related and 
perhaps more significant aspect is the phasing of 
astronomical tide, storm surge and wave conditions (17) . 
Astronomical tides are often significantly variable.  On 
Australia's North West Shelf, for example, the mean spring 
tide range is large (of order 3 to 4 m) but the mean neap 
tide range is small (of order 1 m).  A peak storm surge of 
order 2 m would be a major event and its impact clearly 
depends on the timing and duration of its peak with respect 
to the astronomical tide.  Its arrival at low tide would be 
little cause for concern and even at a typical high water 
neaps the total water level would not differ significantly 
from the highest astronomical tide (HAT).  At a typical high 
water springs however its impact would be substantal. 
Similar arguments are valid regarding breaking wave setup, 
with the additional complication that peak wave and surge 
conditions will not necessarily correspond.  Surge and wave 
response to hurricanes are related but physically distinct 
phenomena, in their generation and propagation and 
especially in their reaction to shoaling waters and coastal 
bathymetry.  There is a considerable margin of safety 
available in the tidal characteristics and a realistic 
analysis of extreme water levels must give reasonable 
consideration also to this situation. 

The often critical significance of coastal detail and 
shelf bathymetry has already been mentioned above, yet it is 
this detail that is first abandoned in less sophisticated 
hindcast models.  For storm tides, the Bathystrophic Storm 
Tide model proposed by Freeman, Baer and Jung (3) considers 
only the steady-state momentum balance normal to the coast 
at the site in question.  Mass and longshore momentum 
conservation is not considered, nor are the dynamics of the 
sea response.  Coastal detail and shelf bathymetry is 
represented by the seabed profile at the site, other detail 
being ignored.  For this approach to have any validity, it 
must be restricted to open-coast situations and slowly- 
moving, large-scale storm systems.  An alternative approach 
to a less sophisticated hindcast model for storm tides is 
the nomograph method of Jelesnianski (5).  This method is 
also restricted to open-coast situations but is based on 
computations utilising the complete Long Wave Equations.  A 
standard continental shelf region was defined with a 
straight coastline and a uniform linear slope as the seabed 
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profile. A standard storm was defined and directed on a 
landfailing track normal to the coastline. These results 
are presented in terms of peak surge amplitude only, to 
which correction factors have been defined for different 
linear seabed profiles (the shoaling correction) and 
different forward speed and direction of the storm (the 
motion correction). 

Less sophisticated hindcast models for wind waves differ 
in detail but not in spirit.  The empirical models of 
Bretschneider (1) , Ross (9), Lee (7) and Shemdin (10) have 
much in common.  All neglect the dynamics of the sea 
response, assume exclusively deep water conditions and base 
their parameterisation of the sea response on the Sverdrup 
and Munk (18) or Kitaigorodskii (6) scaling relationships, 
which are identical.  In quantifying the relationships, 
Bretschneider uses an integral interpretation of the 
Sverdrup-Munk fetch graphs, while Ross, Lee and Shemdin use 
field data from Gulf of Mexico hurricanes.  Shemdin's model 
predicts the significant wave height and peak frequency of 
the dominant wave conditions ahead of a moving hurricane, 
giving specific consideration to the forward motion.  The 
other three models predict the space and time variable wave 
field;  the Bretschneider model is restricted to slowly- 
moving storms and the Ross and Lee models give no specific 
consideration to storm motion.  None of these models predict 
dominant wave directions and quantitative agreement among 
the models is quite poor.  In addition their is little 
consideration of storm variability in position and time and 
no consideration of important coastal detail and shelf 
bathymetry and associated shallow water effects. 

AN ALTERNATIVE APPROACH 

It is apparent from the above discussion that there are 
a range of influences on sea response to hurricanes that can 
be reasonably accommodated only by a complete hindcast 
model.  The adopted methodology is a direct recognition of 
this situation.   The separate steps are those of the 
complete approach:  (i) hindcast the sea response (storm 
surge and/or wind waves) and the astronomical tide 
conditions during each hurricane of the historical storm 
data set,  (ii) superimpose the storm surge, breaking wave 
setup and astronomical tide hydrographs to give the hindcast 
total water level hydrographs, and (iii) form extreme value 
series from total water level and wave hydrograph peaks 
during each of the historical storms for frequency analysis. 
The necessary compromise is in the number of storms that are 
hindcast by complete hindcast models.  A limited number of 
project hurricanes (of order 5) are chosen as representative 
of the range of storm intensities and particularly storm 
tracks in the historical data set.  Complete hindcasts of 
sea response for the project hurricanes together with the 
complete historical hurricane data set comprises the data 
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base for hindcasting the sea response to all storms in the 
historical data set.  A hindcast model developed from this 
data base gives explicit consideration to the whole range of 
site specific and predominantly shallow water influences 
described above as collectively having a potentially major 
impact on the sea response at a nearshore site on the 
continental shelf. 

The suggested methodology has been used in the 
estimation of long term frequencies of extreme wave height 
and total sustained water level at Mermaid Sound on 
Australia's North-West Shelf.  The historical storm data set 
contained forty-three tropical cyclones, from which six were 
chosen as project storms.  The specific examples described 
below have been taken from this study. 

SYNTHESIS OF STORM RESPONSE 

To synthesise the sea response hydrographs for all 
storms in the historical data set from the complete 
hindcasts for the small number of project hurricances, 
certain assumptions about generalised storm response must be 
made.  The first major assumption of this analysis is that 
at each site, distinct hydrograph segments (e.g. rising 
limb, falling limb) can be represented in terms of a single 
amplitude scale H and a single time scale T, such that in 
general 

h(t)/H =  f(t/T) (5) 

h(t) being the response hydrograph at time t.  For the 
rising limb of a hydrograph, H might be the peak height and 
T the half-life.  Each separate hydrograph segment is 
representated as a two parameter curve, uniquely defined 
once H and T and the function f are specified. 

The second major assumption involves the application of 
dimensional arguments to determine H and T for each storm. 
It is assumed that H and T are dependent only on the 
following variables:  Ap = p^ - p , the central pressure 
deficit of the storm eye Tat closest approach; R, the radius 
of maximum winds at closest approach;  VFM' the forward 

speed of the storm at closest approach; S,   the distance of 
the storm from the site at closest approach; p , the mass 
density of sea water and g, the gravitational acceleration. 
Consequently 

H,T = f(Apo,R,vFM,S,Pw,g) (6) 

The variation of Ap , R, V• and S during the passage of a 
hurricane can be quite considerable and it is an assumption 
of this analysis that the parameter values at closest 
approach are applicable.  it could be argued that some 
time-averaged value for each parameter might be more 
appropriate, but resolution of this point would almost 
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require complete wave and surge hindcasts for each of the 
storms in the historical data set, just what the parametric 
approach is designed to avoid.  A similar definition of the 
revelant storm parameters has been adopted by Ward, Borgman 
and Cardone (20) in extending hindcast wave data from 
twenty-six storms to a forty-eight storm historical data 
set. 

Applying dimensional analysis to Equation 6 with R and 
VpH as the recurring variables gives 

R ' R/Vm 
T{R    '  R '  gR ' (" 

where B = &Pn/'pwg' t'le Darometric head deficit of the storm 
eye at closest approach.  It is generally recognised that R 
largely defines the horizontal or spatial scale of the sea 
response while B  determines the intensity of the response, 
recognition of which leads to a reorgnaisation of Equation 7 
as 

B   V 
f(|   °    •) (8) 

B0 ' ^FM      R ' R ' & 

The functions f are determined from the appropriate project 
storm hindcasts, as shown below.  Intuitively one would 
anticipate a major dependence of the dimensionless amplitude 
at each site on S/R but perhaps only a minor dependence of 
the dimensionless time on B /R and S/R.  No systematic 
dependence on the dimensionless Froude Number  is 
anticipated. 

SIGNIFICANT WAVE HYDROGRAPHS 

Hindcast significant wave hydrographs typically have the 
same general shape, a rising limb to a single peak and a 
falling limb at a different and generally faster rate.  An 
appropriate universal profile is sketched in Figure 1, both 
the rising and falling limbs being represented as Gaussian 
curves with different half-lives, T, and T, respectively: 

t-T 
-P-) 2 ] f or t £ T 
i P h(t)  = 

Hexp[- ci-zr2-) 2 3 for t > T 

(9) 

P 

where H is the peak amplitude, T  is the time of *-.he 
hydrograph peak and c = In 2.     p 
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Figure 1.  Parameterised Significant Wave Hydrograph 

The complete hydrograph can be represented in terms of a 
single amplitude parameter H and three time parameters T - 
TQ, T-^ and T2, T being the time of closest approach of e%ch 
project storm.  Each of these parameters have been extracted 
from the project storm hindcast hydrographs and non- 
dimensionalised and plotted in accordance with Equation 8. 
The final result for one site within Mermaid sound is shown 
in Figure 2.  Several trial presentations were attempted 
before these plots were finalised.  A major dependence on 
the direction of rotation of the track about Mermaid Sound 
was apparent and this was accommodated within the existing 
dimensional variables by afixing a sign to S, the distance 
at closest approach.  A plus sign implied clockwise rotation 
and a negative sign anti-clockwise rotation. 

The functional dependence indicated by Equation 8 was 
investigated in as much detail as the data allowed and no 
systematic dependence on either parameter was established. 
It seemed most appropriate to represent each dimensionless 
time as a constant value. The amplitude curve at the top of 
Figure 2 shows an anticipated intensification of significant 
wave height for storms passing anti-clockwise about Mermaid 
Sound.  This H/B curve was used directly in estimating the 
peak amplitude for each of the forty-three storms.  Each 
curve has been extrapolated outwards to its intersection 
with the S/R axis.  Outside these intersection points, H/B 
is assumed zero, the storm passing sufficiently far from 
Mermaid Sound for this to be a reasonable assumption.  It is 
of course possible that significant waves generated closer 
to the storm centre may propagate to and penetrate into 
Mermaid Sound.  To the extent that such behaviour is not 
included among the six project storms it can not be 
accommodated within the present analysis. 
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Figure 2.   Dimensionless Parameters of Significant Wave 
Hydrographs 
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Breaking wave setup is a nearshore phenomenon related to 
the conversion of the kinetic energy of wave motion to 
quasi-steady potential energy for waves breaking on a beach 
slope.  Where required, it was estimated from significant 
wave height in the manner recommended in the Shore 
Protection Manual (19). 

STORM SURGE HYDROGRAPHS 

A characteristic of the storm surge hindcasts for 
Mermaid Sound was the early and sustained response.  In 
addition to the normal peak setup or setdown around the time 
of closest approach there is typically an initial peak setup 
or setdown several hours earlier, in response to the 
regional bathymetry and particularly the coastal topography. 
For landfalling storms passing to the east of (i.e. 
clockwise about) Mermaid Sound, an initial setdown is 
followed by a period of sustained setdown until a fairly 
rapid fall away after the second peak.  For landfalling 
storms passing to the west of (i.e. anti-clockwise about) 
Mermaid Sound, an initial setup is followed by a period of 
sustained setup until the second peak around the time of 
storm landfall, after which there is again a fairly rapid 
fall away.  For parallel moving storms tracking down the 
coast (i.e. anti-clockwise about Mermaid sound), an initial 
setdown is followed by a somewhat more substantial setup. 
The reverse pattern of behaviour appears certain for 
parallel moving storms tracking up the coast although there 
is no such storm among the six project storms. 

Figure 3.  Parameterised Storm Surge Hydrograph 

An appropriate universal profile to describe this 
complex hydrograph is sketched in Figure 3.  The initial 
peak is at T , and the rising (falling) limb has a Gaussian 
profile with"a half-life of T, .  The intermediate segment 
between T , and the major peak T , is assumed to follow a 
straight line, both peak water levels H, and H, being 
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h(t) =• 

for t 5 T 
Pi 

for T 
Pi 

< t « T 
P2 

for t > T 
P2 

potentially positive (setup) or negative (setdown).  The 
falling limb from T ~ is again a Gaussian profile with 
half-life T2.      

p 

t-T   2 
H, expC- c (-=-E1-) 3 

H-H   Tl 

Hi + -- 2  '  (t-T )        for T  < t i  T (10) 

Pi    Pi t_T 
M 

I, Kb exp[- c t^^-)2: 

The complete hydrograph can be represented in terms of 
two amplitude parameters H, , H, and four time parameters T 
- T ,, T, , T - - T and T,. Each of these parameters has 
been extracted from the hindcast hydrographs, non- 
dimensionalised and plotted in accordance with Equation 8, 
in a similar manner to the previous section. The final 
result for one site within Mermaid Sound is shown in Figure 

Following the introductory discussion to this section it 
was necessary to distinguish between landfalling and 
parallel moving storms, in addition to the distinction based 
on direction of rotation about Mermaid Sound.  This reduced 
the data set from six storms to two sets of three storms and 
required additional assumptions about the surge response to 
distant storms.  This specific assumption has been that 
storms that do not approach closer than 10R to Mermaid Sound 
have no influence on water levels within the Sound and that 
response amplitude falls away towards the 10R position.  The 
project hindcasts and experience elsewhere indicate that 
this is a reasonable assumption and it has been incorporated 
into Figure 4 as straight line segments. 

Once again it seemed most appropriate to represent each 
dimensionless time as a constant value over all sites, with 
different values for landfalling and parallel moving storms. 
As also in the previous section, the H/B  curves were used 
directly in estimating surge peaks for each of the forty- 
three storms.   The shape of these curves follow the 
anticipated pattern, especially for landfalling storms which 
show the classic along-coast profile with setdown to the 
east and more substantial setup to the west. 

ASTRONOMICAL TIDE HYDROGRAPHS 

Hindcasts of astronomical tide hydrographs are generated 
from the classical harmonic series represetation of the 
vertical tide: 

R 
h(t)  = H + Z f H cos (to t + V +u -g) (11) 

o    , n n     n   n   n  ^n' 
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where H  is the height of the M.W.L. above datum, n 
identifies a tidal constituent, R is the number of tidal 
constituents, f the node factor for the nth constituent, H 
the amplitude of the nth constituent, to  the angular speed 
of the nth constituent, t the local time, V the uniformly 
changing part of the phase of the nth constituent according 
to equilibrium theory, u  the correction of V  for 
regression of the lunar noaes, and g_ the phase or the nth 
constituent.  The tidal constituent-amplitudes and phases 
(H and g ), determined originally by harmonic analysis from 
an historical data set normally of a year's duration, are 
appropriate for tidal prediction at both past and future 
time.  The astronomical tide can be predicted with greater 
certainty than perhaps any other geophysical event in the 
coastal environment. 

The hindcasts were completed using computer program 
HTIDE2 developed by the author, in which the definitions of 
the separate tidal constituents and the associated 
astronomical arguments f , V  and u  are those of Schureman 
(11) .  In a typical application the sixty-four major tidal 
constituents are used. 

COMBINED WATER LEVEL HYDROGRAPHS 

Hindcast sustained water level hydrographs have been 
determined from linear superposition of the hindcast 
astronomical tide hydrograph, the hindcast storm surge 
hydrograph and, where appropriate, the hindcast breaking 
wave setup hydrograph for a particular site.  Breaking wave 
setup is only included for coastal sites.  No attempt was 
made to consider any interaction among the separate 
components. 

Figures 5 to 8 are typical results within Mermaid Sound, 
chosen to illustrate the scope of the technique and not the 
magnitude of especially extreme events.  Figure 5, during 
Tropical Cyclone 194 (February 1948), is a good illustration 
of the influence of the diurnal inequality in the 
astronomical tide.  A sustained peak surge of about 1.7 m 
(M.S.L. datum) coincides with an unusually low high water of 
+0.3 m and the total water level does not reach HAT.  The 
immediately preceding high water reached +1.2 m and gives a 
good indication of the safety margin provided by the 
astronomical tide behaviour.  Another characteristic of 
Figure 5 is the longer duration of the wave setup and its 
peaking at 0.5 m five hours or so after the peak storm 
surge. 

Figure 6, during Tropical Cyclone 300 (March 1961), 
almost shows the combination of circumstances that is most 
dangerous, the coincidence of the peak surge, the peak wave 
setup and a higher high water (HHW) tide.  Neither the storm 
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Total W.L, 

3  Feb  48   20  Feb  48   21   Feb   48 

Figure 5.       Hindcast Hydrographs during Tropical Cyclone 194 

Total W.L. 

28  Feb  61    1   Mar  61     2  Mar  61 

Figure 6.  Hindcast Hydrographs during Tropical Cyclone 300 
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Figure 7. Hindcast Hydrographs during Tropical Cyclone 
TRIXIE 
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Figure 8.   Hindcast Hydrographs during Tropical Cyclone 
JOAN 
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surge (+1.2 m) nor the high tide (+1.5 m) are extreme but 
the total water level nonetheless exceeded HAT by some 0.4 
m.  Another illustration of the potential safety margin 
inherent in the astronomical tide behaviour is provided in 
Figure 7, during Tropical Cyclone 448 TRIXIE (February 
1975).  The storm tide peaked at 1.8 m and wave setup at 0.6 
m, but only an hour or two before the low tde.  The maximum 
water level of +2.3 m is predicted some four to five hours 
earlier, just after a high tide of +1.6 m, and does not even 
reach HAT (+2.6 m, M.S.L. datum).  Had the storm tide, 
breaking wave setup and the astronomical tide peaks all 
coincided a sustained water level of order +4.0 m might have 
been recorded, emphasising the importance of the phasing of 
the separate components. 

The final example. Figure 8, illustrates the importance 
of storm track and coastal bathymetry on the storm tide and 
wave conditions.  Tropical Cyclone 600 JOAN (December 1975) 
was a very significant storm whose central pressure fell to 
920 mb but the storm track passed north of Mermaid Sound 
where predominantly offshore winds were experienced.  A 
sustained storm setdown of order 0.7 m was hindcast in 
Mermaid Sound, coinciding with a low tide of -1.2 m and 
little wave setup.  This however is perhaps a design 
constraint in its own right, as the drawdown level is 
potentially significant in the location of cooling water 
intakes for industrial plants, especially if the level falls 
below LAT (-2.6 m) .  The low water immediately before is 
-2.2 in and a major setdown at that time might have caused 
the total water level to fall below LAT. 

CONCLUSIONS 

A methodology has been demonstrated for hindcasting the 
total water level and wave hydrographs at a coastal site 
during a hurricane.  It accommodates phasing of the separate 
components of the sustained water level hydrograph, as well 
as storm variability and coastal bathymetry.   An 
intermediate cost and precision is achieved by compromising 
the number of complete hindcast storms, rather than the 
precision of the hindcast model.  Dimensional analysis and 
the hindcast sea response from a few project storms is used 
to synthesise the response hydrographs for the remaining 
storms in the meteorological data set. 
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SECOND ORDER THEORY OF MANOMETER WAVE MEASUREMENT 

F. BIESEL 

ABSTRACT 

The paper refers to pressure gage wave measurements . First order 
transformation of the pressure spectrum into a surface level spectrum 
leads to hitherto unexplained discrepancies with prototype simultaneous 
pressure and level measurements . Use of second order gravity wave 
theory allows to draw the following conclusions » Second order effects 
appear to give a reasonable explanation of the observed discrepancies . 
A complete check would require specially made wave measurements and 
analyses . Second order corrections do not significantly affect mean 
values, such as significant height, if the manometer depth is not un- 
duly large . 

1   INTRODUCTION 

When measurements of irregular sea waves are carried out with an im- 
mersed pressure gage, standard procedures, based on random oscillations 
theory, allow to compute an estimate of the "pressure" power spectrum . 
With the further help of linear gravity wave theory, this spectrum can 
be transformed into a first approximation of the corresponding free 
surface spectrum . 

Simultaneous measurements of pressure and surface levels have shown 
that this first approximation is not always satisfactory. For instance, 
CAVALERI (1980) found discrepancies as large as 20 % between surface 
spectra computed in this way and spectra computed from direct surface 
measurements . As a rule, wave attenuation with depth appeared to be 
larger than the theoretical value for the low frequency parts of the 
spectra and lower for the high frequency parts . 

This poor agreement was rather surprising because laboratory tests, 
made with regular waves, have consistently shown that first order wave 
theory gives a very reliable estimate of the ratio between wave pressu- 
re and wave height . Non linear corrections are only necessary for 
large wave length to depth ratios or close to breaking wave heights . 

The present paper results from an attempt to reconcile fact and theory, 
using second order wave formulae . This line of research may seem ra- 
ther doomed beforehand as second order terms have no influence on the 
pressure to height ratio of "regular" waves .  However, this proved not 
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to be the case for irregular waves and, actually, the second order 
theoretical value of these ratios may widely differ from their first 
order approximations . 

2   NOTATIONS 

The space coordinates are x,y and z . The origin is at the mean water 
level . The x and y axes are horizontal and the z axis is vertical up- 
wards »  The other notations are : 

t time g acceleration of gravity   Z surface elevation 
H water depth        p atmospheric pressure     p water pressure 
p water unit mass     Q=(p-p )/(p»g) + z 

Random spectra are discretized into I "lines" (regular unidirectional 
component waves) .  The ith line has the following parameters : 

a. amplitude  u>. angular frequency   k-  wave number  0. random phase 

ot. angle of wave direction of propagation with positive x axis 

For the theoretical outline and numerical examples, only unidirectional 
waves are considered (i.e. a. =0), moreover, spectral lines are equidis- 
tant (i.e. cu^i.dtt, k. being given by w?=g-ki .tanhEk^ .H] ) . 

Other parameters are defined to simplify the formulae in the text . 
Those relating to only one line are defined with the index "i" . Those 
relating to two lines are defined with indices "i,j" . These latter 
parameters are either what we shall call "add" type quantities, marked 
with a prime, or "subtract" type quantities, marked with a double pri- 
me . For both these quantities, the indices are not written except 
when they are different from i,j . "Add" terms exist for i=j but 
"subtract" terms are not used in this case . 

u. =k. .(x -cosa. + y .sin C6. ) - ID. .t + 6.    u' =u. + u .    u"=u . - u . 
ii       I  

J     I    l     I        IJ        ij 

c.= cos u. c'= cos u' c"= cos u" 

s.= sin u. s'= sin u' s"= sin u" 

k' = ki + k, k"= k± - k. 

to1 = to. + ID. {i)u = a) . -a). 

y"~  cos (a.-a.) 

Ci= cosh(ki.H)        C'= cosh(k'.H) C"= cosh(k".H) 

S±=   sinh(ki-H)        S'= sinh(k'.H) S"= sinh(k".H) 

CZ.= coshCk..(H+z)]   CZ' = cosh[k'.(H+z)] CZ"= cosh[k".(H+z)] 

SZ,= sinhCk..(H+z)] 
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3   OUTLINE OF SECOND ORDER RANDOM WAVE THEORY 

In this section, as mentioned above, we shall use a discretized form of 
random wave theory which allows numerical computations to be carried 
out for any spectral shape . We shall also only consider unidirectional 
waves, travelling in the direction of the positive x axis . 

Surface elevation Z1 of such a discretized first order random wave is 
given by 

Z1 = la. .c, 
.11 
l 

This means that we have replaced the continuous power spectrum by a 
line spectrum . We shall also assume that the spectrum lines are equi- 
distant along the frequency axis . If the frequency step dw tends to 
zero, with a proportional increase in the number of lines and decrease 
of the line intensities (a2), the resulting motion tends to a truly 
random one with a spectrum density S(w) such that 

S(iO =  a?./(2 .dto) 
i    l 

For each set of values given to the random phases 6. we have different 
"realizations" of the random function Z1 but our real interest will be 
in the mean values, over the entire population of these realizations . 

Wave elevation to the second order of approximation is given by 

Z = I a. «c. + I  I  a. «a . *B' .c' + I  I    a. -a . .B" .c" 
i11ijlj       ij  X J 

B' and B" are rather  complex,  therefore,  their value is given in the 
appendix together with similar coefficients in the pressure formulae . 

At any point (x,z),Z will be a sum of sine functions having frequencies 
of the form n.d^ . Each of these sine functions will itself be a sum 
of the nth first order term (a *c ) and of a number of second order 
components which will have one or the two following forms 

al-an-i-Bi,n-i-ci,n-l     ("add" terms) 

("subtract" terms) 

Because of the random phase lags in these components, the average in- 
tensity A* of the nth line, in the second order power spectrum of Z, 
will be the sum of the squares of the components amplitudes 

At I  (ai'an-i-Bi,n-i>2 + I  (ai'ai-n-Bi,i-n)2 

Thus,starting from a "first order" power spectrum with line intensities 
a^ , we can compute a second order spectrum with line intensities A* 
for the wave elevation Z . 

We can do the same for the pressure variation at a depth -z . However, 
rather than the pressure p, we shall, use the difference between p and 
the static pressure, divided by p.g, i.e. expressed in height of water. 
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We shall call this quantity Q . We have a similar formula 

.E" . 

where q. = a.»(CZ./C.) 

Q = 7 q.»c. + I T a.»a .E'^c' + V V e 
.11..   il        . .  i  1 

i J     J        i J    J 

CCZ|/Cj) is the classical first order ratio between pressure and sur- 
face elevation for regular waves „ As shown above for Z, these second 

order formulae allow us to compute the average intensity Q* of the nth 
line in the second order power spectrum of Q . 

Finally, the apparent pressure reduction,for the frequency i»dw,will be 

Q ./A instead of    q  /a    =  CZ  /C 
ii 1111 

Following CAVALERI's example, we shall use the ratio a of these two 
ratios 

a = (Qi/Ai)/(CZ./Ci) 

to show the numerical results in a simple way . 

4   NUMERICAL EXAMPLES 

The numerical examples concern an unidirectional storm wave having a 
JOMSWAP type first order spectrum . The peak period is 4 seconds, the 

peak enhancement coefficient is 5 and the significant height is 2*3 m . 
This spectrum is approximated by nineteen lines defined as follows 

f(Hertz) a2 (m2 ) f(Hertz) a2 (m2 

0.025 0 0.275 0.217 

0.05 0 0.3 0.05 

0.075 0 0.325 0.0286 

0.1 0 0.35 0.0221 

0.125 1.i 38 E-08 0.375 0.0169 

0.15 0 .00014 0.4 0.0129 

0.175 0 .0051 0.425 0.0099 
0.2 0 .0237 0.45 0.0077 

0.225 0 .083 0.475 0.006 

0.25 0 .235 

The water depth H is 12 meters for all examples . 

Figure 1 shows the computed values of a for a manometer resting on the 

bottom . These values are very close to unity throughout the frequency 

range of the strong spectrum lines but they drop very steeply at the 
low frequency end » In such a case, there seems to be practically no 

significant error due to the neglect of second order terms . 

The above spectrum was then slightly modified to incorporate some low 
frequency agitation such as may be due to surf beats or distant storms. 

For this purpose,  the three first lines of the spectrum were given the 
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value 0.02 instead of zero . The effect on the values of a were quite 
significant as shown in figure 2 (thick lines) . This result was much 
more similar to CAVALERI's observations which are shown in thin lines 
on the same figure, as published in his paper, for manometer depth of 
the same order of magnitude . Values of a computed for manometer depth 
of 6 and 4 meters are shown on figures 3 and 4 together with CAVALERI's 
results for these depth ranges . 

5   PHYSICAL EXPLANATION 

A physical explanation can be briefly outlined here . We saw, in sec- 
tion 3, that there were two types of second order terms which we called 
"add" and "subtract" types . The first are chiefly higher frequency 
terms, because their frequency is the sum of two component frequencies. 
The corresponding pressure terms decrease less rapidly with depth than 
first order terms of the same frequency . This explains why decrease 
with depth is less for the higher frequencies . The reverse is true 
for the lower frequencies where subtract type terms decrease faster 
than their first order counterparts . 

6   CONCLUSIONS 

Second order theory of random waves appears to offer an explanation of 
observed discrepancies between attenuation of pressure fluctuations 
with depth and first order theory . More accurate checks would require 
to extend spectral analysis of wave records down to very low frequen- 
cies .  Unfortunately, this raises difficult instrumentation problems . 

Some computations were made with multi-directional waves, however, the 
results were not significantly different from those reported here . It 
would therefore seem that further investigations may be carried out 
with relatively "simple" unidirectional waves . 

The second order formulae may be used to deduce the first order spec- 
trum from the measured spectrum, neglecting terms of an order higher 
than two . Incidentally, this raises an interesting philosophical 
question : in which of the two surface spectra are we more interested, 
the first or the second order one ? 

With moderate manometer depths, it would seem that, for most enginee- 
ring purposes, second order corrections are not necessary because sig- 
nificant heights are practically unaffected . However, mean frequency 
of the first order spectrum may be over-estimated, chiefly when there 
is a sizable amount of low frequency agitation . 
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APPENDIX  GENERAL SECOND ORDER THREE DIMENSIONAL FORMULAE 

In sections 2 and 3,we restricted ourselves to unidirectional waves and 
to discretization with equidistant lines, but the formulae remain valid 
for multidirectional waves and for any other spectrum discretization . 

Thus, each line may represent a component wave having an amplitude, a 
random phase, a frequency and a direction of propagation independently 

defined, the sole restriction being that no two lines may have both the 

same frequency and the same direction . To write out the formulae, we 

still assume that the lines are identified by a single index varying 

from 1 to I . 

The only information that is needed to use the formulae is the value of 
the second order coefficients, B1 and B" for the water .level Z , E' and 
E" for the pressure Q . We shall also define F' and F" for the velocity 
potential 

9 = I F. .CZ. *s. +11  a. .a..F1-CZ*-s' + £ £ a. .a. .F".CZ" 
.  i  i  i   . .     l  j 

where F. = a. .u). /(k. -S. ) 
i j - J i j 1 J 

The formulae given for F' and F" are taken from BIESEL (1966), with a 

few changes in notation . Formulae for B',B",E' and E" may be deduced 

from the latter in a classical way . 

F' = [^.S./Sj^+U)3.-Sj^/S.+2.^.0) .11)'.(C1.C1 •T-Sj^.S.ll/D' 

where D'= 2.S. .S. .(o>'a .C'-g-k' .S1) 

F" = |V. .S./S.-u)3. •S1/S.+2.u .u. .^".(a.C, •Y+S1«S,)]/D" 

where D" = 2.S1.S. -(ID"
2
 .C"-g.k".S") 

B'=F'.k'.S'/ui' + [k. .u. .C,/S +k, .u) .C /S, + (k .ui -a, /S.+k, .10 -a /a. ).T]/2W 
-*--t-J--LJJJJ     -!'JJJJ-I--L-1- 

B"=F".k".S"/u)"+[k, .0) .C./S.-k..u .C./S. + (k -co .C. /S.-k. M. -C. /S. ).7]/2<»" 

E'=F' .ID' .CZ'/g-i". •">. .(CZ^CZ. .7-SZ1.SZ.)/(2.g.Si-S.) 

E"=F" .a)" .CZ" /g-uK .0). . (CZ± .CZ . -T+SZj^ .SZ . ) / (2 .g ^ -S ) 

Note : In the double sums, the terms having indices i and j are equal 

to those having indices j and i . The above coefficients are doubled 
so that each pair of values i and j must be taken into account only 

once and, for "add" terms, when i=j, these coefficients must be divided 
by two . 



HEIGHT DISTRIBUTION OF ESTUARINE WAVES 

V. Barthel, Dr.-Ing.1 

ABSTRACT 

A field investigation program on waves was carried out in the 
Weser estuary, German Bight of the North Sea. Wave height and period 
distributions in this complicated wave climate can be approximated by a 
Rayleigh distribution. Empirical distributions of the wave heights 
characterise the different regions of the estuary. The presence of 
wave grouping as well as the group bounded long waves are shown in a 
few examples. The necessity of further investigations and analysis is 
highlighted. 

1.   INTRODUCTION 

The necessity to gain more knowledge about the sea state has be- 
come increasingly important with growing demands, especially of the 
offshore industry, within the last few decades. Not only the needs for 
basic research work on wave dynamics but the necessity of field data 
and a fast evaluation of significant values derived even from fragmen- 
tary records or visual estimates is evident. This task seems to be 
simple when dealing ideally with straight shore lines and gradually de- 
creasing water depths. 

However, waves travelling from the open sea into shallow water 
areas of an estuary with a irregular topography and a pattern of deep 
channels, submerged bars, tidal flats and gullies are modified by 
shoaling, refraction, diffraction and even reflection processes. Com- 
bined with locally generated wind waves a very complex wave climate 
occurs, to which at a first glimpse hardly any of the existing theories 
or analysis procedures can be applied. 

In 1975 a field investigation program was started in the Weser 
estuary which is part of the German Bight of the North Sea (Fig. 1). 
It was designed in order to gain information about the existing wave 
climate and therefore create a basis for the design of all coastal 
structures and the development of wave prediction methods. 

The mouth of the river Weser opens into a V-shaped estuary with a 
width of approximately 2 km at its origin and more than 20 km at its 
transition to the open sea. The main channel divides into two branches 
in the inner wadden area where wave action is of minor importance for 
morphological stability.  The first impact of waves is to be recognized 

Dr.-Ing., Federal Waterways Administration, F.R. Germany; present 
address: Hydraulics Lab., National Research Council Canada, Ottawa, 
Ontario K1A 0R6, Canada 
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{VS.V, MELGOlTfcNJJ 

NORTH-SEA    \ 
GERMAN   BIGHT   [ 

FIG.      1 WfiSER ESTUARY, GERMAN BIGHT, NORTH SEA 
-LOCATIONS OF MEASUREMENTS- 

at the edge of the wadden area. Then the major channel is again 
divided into two branches cutting through the reef region. In this 
area a strong littoral drift crosses the estuary and causes 
continuous shifting of bars and channels (1). 

To be able to record conditions for typical regions of the estuary 
the wave recording stations were arranged in deep water (ST) / in the 
reef region, at the edge of a deep channel (RSW) , behind a submerged 
bar (RSO) , in the wadden area in the main channel (TPW) , in front of 
(TPO, ME) and behind (TPS) tidal flats. 

The locations ST, RSW, RSO and TPW, the results of which are most- 
ly being discussed in the following, were equipped with waverider 
buoys. Records of 20 min length of each station were stored on digital 
tape every 80 minutes. Wind measurements were taken on a centrally 
located lighthouse near RSW. 

2.   STATISTICAL ANALYSIS 

The results of this investigation were to be used for different 
purposes, i.e. design of offshore and coastal structures and for wave 
prediction as a basis for the assignment of special ships (dredges, 
barges, etc.). Therefore, an extended analysis was performed on part 
of the data, which, among others, included spectral analysis, parame- 
terization of multi-peak spectra and thereby separation of superimposed 
wave systems. Most of the results are presented in (2), (3) and (4). 
Since this procedure turned out to be very time-consuming and therefore 
costly, a simplified method was applied.   By evaluating height and 
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period distributions significant values could be defined. Knowledge 
about ratios or distributions of different wave parameters allows esti- 
mating significant values from a fragmentary record or visual observa- 
tions. Measured values from a reference station can be transferred to 
different regions of the estuary. 

2.1  Wave Height Histograms 

Subsequently the zero-up-crossing wave heights of every record 
were checked for their'possible correspondence with one of the custom- 
ary theoretical distributions: 

a. the normal (Gaussian) distribution (N) 
b. the log-normal distribution (NL), which is mostly applied for 

very long time series (16) 
c. the Rayleigh distribution (R) 

FREQUENCY OF 

,OCCURRENCE 

WAVE HEIGHT DISTRIBUTION 

Fig. 
The various possibilities 
2. 

terms of histograms are shown in 

Pig. 3 shows the comparison for 20-min records of four stations. 
To find the best correspondence with a theoretical distribution the 
CH1 test, a stringent statistical method, was applied. To summarize 
the results of most of the 20-min time series obtained with wind coming 
from two prevailing sectors SW-NW and N-SE, Table 1 shows the percent- 
age of records with a correspondence to the theoretical distributions 
(col. 2-4). The average probability of correspondence for the best fit 
(maximum percentage of records) is given in col. 5 whereas col. 6 shows 
the percentage of records without any theoretical fit. Finally, cols. 
7 and 8 show the assignment of the records to periods of flood or ebb 
current. Percentages not adding up to 100% show that some of the re- 
cords could not be assigned to either of the tidal phases. From this 
table it can be concluded that although there is some correspondence 
with the normal distribution the most likely theoretical one is the 
Rayleigh distribution.  Others are negligible.   Obviously the winds 
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HEIGHT DISTRIBUTION OF ESTUARINE WAVES 

1 2    |    3    | 5 6 7 |  8 

LOC. 

PERC. OF REC. WITH 

CORRESPONDENCE TO (%) 
PROBAB. OF 

BEST CORR. 

(%) 

REC 

WITHOUT 

CORR. (%) 

R 

(%) 
N NL R E F 

ST 
1 1 - 48 14 61 28 62 

- - 6 20 94 50 50 

RSW 
24 1 80 22 24 39 52 

42 1 82 29 15 42 58 

RSO 
22 1 64 23 37 50 50 

18 9 50 29 26 36 64 

TPW 
3 0 47 22 53 24 76 

7 2 37 33 61 27 73 

CORRESPONDENCE WITH THEORETICAL DISTRIBUTIONS 
- WAVE HEIGHTS - 
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coming from the north-easterly sector show better results, but there is 
no evidence that deep water location-distributions (ST) have a better 
fit than those in shallower regions. It has to be mentioned that a 
percentage likelihood of 25% visually (Fig. 2) means a satisfactory 
correspondence of staircase function and theoretical function. 

Tidal currents influence the height distributions especially at 
locations where tidal currents are concentrated in the main channel. 
The better correspondence can be found with currents and waves travel- 
ling in the same direction. The influence of currents on wave heights 
and periods has been discussed in (3). 

3.2 Probability Distributions 

Already in 1952 Longuet-Higgins (11) pointed out that for a narrow 
spectrum measured in deep water wave height distributions could be ap- 
proximated by a Rayleigh distribution. In the meantime it has been 
mentioned by several authors that Rayleigh fits even broader spectra 
and is often valid for shallow water waves too. Since the Rayleigh 
distribution was derived on the basis of a narrow spectrum, it seems to 
be very likely that for a case of superposed wave systems this 
theoretical distribution must lie somewhere in between over- and 
underprediction due to the specific location of measurement. To 
evaluate this range, typical series of measurements taken either during 
flood or ebb tide were compared with the theoretical cumulative 
proportional probability 

p{n) = 1 - e with n = ~ 

where the wave height H is normalized with respect to the average wave 
height H.  In case of a Rayleigh distribution a=2. 

CUMULATIVE 
' rnOPOHTIOMAI 

PROIABILITV 

WAVE  HEIGHT   DISTRIBUTION 
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It appeared that the cuves tanging in between the boundaries of Fig. 4 
were not very smooth and intersected especially in times of changing 
tide (flood to ebb current and vice versa). However, typical values 
for the exponent a could be assigned to the various locations of the 
estuary.  Table 2 summarizes the results. 

CUMULATIVE PROPORTIONAL 
PROBABILITY: 

OPEN SEA (LOC. ST): 

REEF REGION (LOC. RSW): 

REEF REGION (LOC. RSO): 
(SIT. LEE OF REEF) 

TIDAL FLATS (LOC. TPW/TPO): 
(SIT. IN A TIDAL GULLY) 

1.9 

aF = 2.2 

aE = 1.85 

1.8 

TABLE 2 
PROBABILITY EXPONENTS a FOR DIFFERENT REGIONS OF THE WESER ESTUARY 

F = FLOOD CURRENT        E = EBB CURRENT 

It appears that the exponents for flood currents (waves propaga- 
ting with current) are bigger than the values for ebb conditions (waves 
propagating against currents). This was only different in a few cases 
with very strong southerly winds. 

Based on these relationships and on the statistics which Longuet- 
Higgins (11) derived from the Rayleigh distribution or on an approxima- 
tion of that given by Schuttrumpf (20), relationships between various 
wave height parameters like H] 'MAX' H 1/10' H 1/3 and H; AVE can be 
calculated using the number of waves in a record.  According to this 
the following values were obtained as an average for the whole estuary: 

Hl/3/«AVE = 1-62 
HMAx/H1/3 =1-88 
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2. 3 Wave Periods 

A comparable analysis was performed on the wave periods too. 

1 2 3 4 5 6 7 8 

LOC. PERC. OF REC. WITH 
CORRESPONDENCE TO (%) 

PROBAB. OF 
BEST CORR. 

(%) 

REC 
WITHOUT 
CORR. (%) 

R 

(%) 

N NL R E F 

ST 
21 - 43 20 54 52 48 

8 - 28 13 70 73 27 

RSW 
45 9 66 26 20 45 55 

6 15 67 21 27 50 50 

RSO 
30 5 57 21 34 48 52 

18 13 51 22 33 45 55 

TPW 
10 23 46 21 36 39 61 

- 37 30 18 42 46 54 

1 2 3 4 5 6 7 8 

CORRESPONDENCE WITH THEORETICAL DISTRIBUTIONS 
- WAVE PERIODS 

Table 3 shows the comparison of the results of the same four loca- 

tions in the estuary as given in Table 1. It appears again that the 
probability of the correspondence with a Rayleigh distribution is 

higher than others. Although the results seem to be comparable with 

those from height distributions, the scattering of cumulative probabil- 
ity curves did not allow an assignment of typical distributions to the 
different regions of the estuary which could lead to the calculation of 

maximum values of wave periods. During a storm tide in the inner 
estuary the significant wave period was measured to exceed 

L
'1/3 > 15 s 

and the maximum value reached 

= 18.2 

These values were obtained by wave gauges and could not be verified by 

waverider recordings. The limitation of the waverider buoy for long 
period waves is a distinct disadvantage for respective investigations. 
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3.   LONG WAVE ANALYSIS 

3.1  Grouping of Waves 

In recent years it has become more and more accepted that,espe- 
cially in shallow water, waves tend to form groups which heights exceed 
a specified wave height, i.e. Hj/3 or HAVE. The concentration of 
energy in wave groups could be critical for structures especially if 
the frequencies involved lie within the range of the characteristic or 
eigenfrequency of the structure. Ships or other floating structures 
can respond in a resonant rise. Investigations of grouping phenomena 
for the Weser estuary using the number of consecutive waves with a 
height Hj_>Hs have been performed by Barthel (2) and for other 
regions in the North Sea by Siefert (21) and Rye (17). All those 
seemed to match suggestions by Goda (10) based on theoretical consider- 
ations. Descriptions of wave grouping using the envelope of a time 
series of water surface elevations were given by Nolte and Hsu (14). 
This method, which simply connects peaks and troughs to indicate the 
presence of groups, seems to be a rather rough interpretation. Regar- 
ding the concentration of energy in a wave group, Funke and Mansard (8) 
presented the SIWEH-function (SIWEH = Smoothed Instantaneous Wave 
Energy History).  This function 

Tp 
E(t) = 1  /  n2(t+T) -QaCOdT   for Tp £ t < Tn-Tp 

T=-Tp 

where   Tn   = length of the finite wave record 
Tp   -  peak period of the spectrum 
Ql(T) = smoothing window which acts as a low pass filter 

describes the distribution of energy along the time axis with energy 
defined as the square of water surface elevations. 

The description of the groupiness of a time series of the sea 
state is given by the dimensionless groupiness factor 

where   moe ~  zeroth moment of the SIWEH spectral density 
mo  = zeroth moment of the short wave spectrum. 

This factor describes the standard deviation of the instantaneous 
wave energy about its mean. GF=.9 indicates a highly grouped sea 
state. GF-values up to 1.1 have been recorded. Typical values range 
between .5 and .8. Other important factors are the group repetition 
period, the length of the group and the variation of the group repeti- 
tion period. A description of groupiness in terms of the SIWEH spect- 
ral density is given in Funke and Mansard (8). 

In order to define grouping properties of estuarine waves a pre- 
liminary analysis using the SIWEH-function and calculating the groupi- 
ness factor was applied on a limited number of records.   Fig. 5 
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shows an example of the results of the general analysis procedure. 
This time series recorded at location ST in relatively deep water at 
wind velocities of 12 m/s already shows distinct wave groups with a 
high groupiness factor of GF = ,9. Wave heights as well as steepness 
fit visually quite well to the theoretical (Rayleigh) distribution. 
The variance spectral density shows a single peak spectrum with some 
energy contents in the low frequency region. 

In Fig. 6 different wave parameters are plotted versus time for 
three locations in the estuary for one recorded long time series 

v\>^ ̂"^ A 

__Av \A\ J V 
--S J}<jj 
- GF-GRGUPINESS FACTOR 

     ST zCx 
 nsw 
 RSO 

' H     Af|   CHAR. WAVE HEIGHT (m)     " 

WIND VELOCITY 

WIND DIRECTION      _ 

18.00 24.00 0.00 12.00 18.00 24.00 8.00 
23-4-81 24-4-81 26-4-81 

Fig. 6 WAVE PARAMETERS Qp, GF, HcHAR Tp 
WESER ESTUARY-ST-23.-25.4.81 
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available for this analysis. While characteristic wave heights and 
peak periods follow increasing and decreasing wind velocities nicely, 
it seems that the groupiness factor GP varies without any correlation 
to wind and other wave parameters. However, the time variations of the 
peakedness factor 

mo / f[S(f)]; 

which was introduced by Goda (9) seem to coincide somewhat with those 
of the groupiness factor GF. Both parameters grow with increasing wind 
up to a certain extent and then decrease again which agrees with obser- 
vations of Rye (7) as far as the formation of groups is concerned. 
Though wave group formations were found to be more pronounced for a 
narrow, sharply peaked spectrum (Rye (18), Goda (10)) , an interdepen- 
dency of Qp and GF could neither be detected in model studies (a syn- 
thesised spectrum can keep its shape for different groupiness factors) 
nor in the analysis of prototype data (13) so far. Spectral peakedness 
factors Qp are plotted versus groupiness factors GF in Fig. 7 for the 
three locations under discussion. In spite of the scatter a distinct 
trend seems to indicate a relationship. The correlation coefficients 
are Rxy = 0.75-.78. However, this phenomenon has to be investigated 
for  more  records under  different  conditions. 
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Fig. 7 PEAKEDNESS Qp VERSUS GROUPINESS GF 
- WESER DATA - 

4.2 Bounded Long Waves 

Due to radiation stress, wave groups generate a group bounded long 
wave. This long wave typically appears as a setdown under the group 
and a setup in between the groups (Fig. 8) as shown by Longuet-Higgins 
and Steward (12) for groups of regular waves.  As these long waves can 
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WAVE TRAIN n(t) 

GROUP BOUNDED LONG WAVE *(t) 

Fig. 8 GROUP BOUNDED LONG WAVES 
- DIAGRAMMATIC SKETCH - 

excite slow drift oscillations of moored structures and travelling 
ships or cause harbour resonance, their detection in a record, or 
rather in the spectrum, is of major importance. Unfortunately, many of 
the customary wave measuring devices are not capable of picking up 
these low frequency elevations among the short waves. The commonly 
used waverider buoy attenuates the output for frequencies below .1 H2 
so that a compensation function has to be used. Somewhere between .06 
and .05 Hz the instrument fails to record low frequencies. In order to 
estimate the amount of long wave energy present in prototype data re- 
corded by similar instruments the long wave energy or long wave surface 
elevations have to be calculated. Bowers (6) and Dean and Sharma (7) 
used the Laplace-equation to define these second order waves. Another 
definition, based on the momentum equations, has been given by Ottesen- 
Hansen (15). 

The various long wave components are computed using the Fourier 
coefficients of the primary wave train. Basically, each pair of fre- 
quencies resp. Fourier coefficients generates a long wave contribu- 
tion.  Hence the second order surface elevation becomes 

!<t)   = Gr n(f,Af) [(anam+bnbmJcostAWnjnt)   +   (ambn-anbm) sin( Aw^t) ] 

with   Gnro   being   the   transfer   function   given   by   Ottesen-Hansen   (15) 
discussed  by  Sand   (19). 

4.3     Long Waves  in Natural Wave Trains 

As mentioned before, low frequency oscillations can be dangerous 
for floating structures. Especially vessels travelling in confined 
channels of an estuary with a limited water depth could be affected by 
groups of higher waves as well as by the group bounded long wave depen- 
dent on its height and repetition period. In order to get an idea 
about possible amplitudes and periods of these long waves, two 20-min- 
ute   records  were   analysed  with   respect   to  long  wave  energy contents. 
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The following analysis procedure was used: 

a. Fourier analysis is performed on the prototype wave train 
after application of a band pass filter. 

b. All Fourier components for frequencies smaller than a given 
lower cut-off frequency and all components with an amplitude 
smaller than a given threshold are set equal to zero. 

c. Fourier components of the bounded long wave are computed using 
the equations of Ottesen-Hansen (15) and Sand (19). 

d. Inverse Fourier-transform is applied. 

e. Superposition of short and bounded long wave train. 

f. Spectral analysis. 

g. Zero-crossing analysis on short and long wave train. 

The program used for this purpose was developed in the Hydraulics Lab- 
oratory of the National Research Council Canada. 

Fig. 9 shows the results of a record, obtained at location RSO 
(water depth = 8.0 m), with a groupiness factor GF = .90. The bounded 
long wave which is superimposed to the short wave train shows a dis- 
tinct setdown under the wave groups. Spectral analysis was performed 
on the original wave train as well as on the superposed wave train 
(original + calculated bounded long wave). The encircled part in the 
spectrum on the right hand side was enlarged to show the difference in 
the low frequency part of the spectrum. From this it can be concluded 
that the energy contents in the low frequency part is considerably in- 
creased by taking the bounded long wave into account. This becomes 
more obvious by comparing the RMS-values, which were calculated sepa- 
rately for a certain low frequency range, where RMSM refers to the 
measured and RMSQ to the superposed wave train. Zero-crossing analy- 
sis on both the measured wave train and the calculated bounded long 
wave yield the wave parameters H = H^yg;, Hs and %aX as well as 
the mean period of the bounded long wave. Under the given conditions 
already a long wave with maximum height of .17 m and a mean period of 
36 s can appear. 

Since prototype records with more severe conditions were not at 
hand for this analysis, a wave train measured off the coast of 
Newfoundland, Canada, was applied to a water depth found at loc. ST in 
the Weser estuary. Wave heights and periods of comparable order of 
magnitude have been recorded at this location before. 

Fig. 10 shows the results of the above mentioned analysis on this 
wave train with a groupiness factor of GF = .94. It appears again, 
that the superposition with the calculated bounded long wave adds a 
considerable amount of energy in the low frequency part of the spectrum 
indicated by the RMS-values which have been calculated only up to .05 
Hz. A long wave with a mean wave height of .37 in and a maximum of . 65 m 
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is present under these wave conditions. The mean period is 61 s 
whereas the maximum period goes up to 183 s. Typically these long 
waves tend to be stable and travel with the group velocity as long as 
the group is not attenuated, i.e. by breaking. According to model 
studies which have recently been done in the Hydraulics Laboratory of 
the National Research Council of Canada (5) , it is very likely that 
these long waves are partly reflected on shoals. However, in deep 
channels they will propagate and penetrate into the inner estuary. 

It is not yet known to what extent these long waves can affect the 
motion of travelling vessels. However, it has to be expected that, 
especially in confined shipping channels with a restricted water depth, 
a sudden increase of the draught or rather decrease of available water 
depth connected with grouped wave impact and in addition to squat, can 
lead to dangerous situations. 

Analysis of all available records obtained in critical areas with 
respect to long wave activity is recommended. 

5.   CONCLUSIONS 

Extended statistical analysis was performed on prototype data ob- 
tained in the Weser Estuary mostly with waverider buoys. Height and 
period distributions of 20-minute records were checked for their cor- 
respondence with theoretical distributions. The results permitted the 
following observations: 

Height and period distributions more likely follow a Rayleigh 
distribution than others. 

Modified empirical height distributions related to the 
Rayleigh distribution could be assigned to different regions 
of the estuary permitting the evaluation of different wave 
height parameters. 

Further analysis using the SIWEH-function (8) and calculation of 
second order waves highlighted the presence of wave grouping in estuar- 
ine waves and the group bounded long waves.  The findings suggest that 

in spite of a complex wave climate, grouping can be detected 
in this area, 

the spectral peakedness seems to be correlated to the groupi- 
ness factor, 

the group bounded long wave component, which has not been 
recorded, can be found and re-established by special analysis 
techniques. 

Further research has to be performed on the long wave problem, 
including long wave statistics after analysis of all available data. 
In an additional project the influence of these long waves on travel- 
ling vessels ought to be investigated. 
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ANALOGOUS DISPERSION PROPERTIES OF SURF ZONE 

AND ELECTROMAGNETIC WAVES 

by 

FRITZ BOSCHING ^ 

ABSTRACT 

Resonant interaction processes in the surf zone are marked by an ano- 

malous dispersion property (dc/df > 0) as it is well known from reso- 

nance absorption processes of electromagnetic waves in dielectrics. 

INTRODUCTION 

At least since 1974 there has been an increasing number of publications 

dealing with so-called anomalous dispersion properties observed from 

deepwater wind waves (RAMAMONJIARISOA and COANTIC, 1976; LAKE and 

YUEN, 1978) as well as from waves in areas of transitional and shallow 

water depth (MASSEL and CHYBICKI, 1980; BOSCHING, 1978). Most of the 

respective experiments are carried out by estimating the cross correla- 

tion or the cross spectral density functions from the signals of some 

wavegauges placed in the wave field appropriately. 

From investigations in a large wind-water facility for deepwater wind 

waves for instance the most striking departure from theoretical values 

consists in the phenomenon of nondispersiveness dc/df = 0 especially 

at "phase-locked" higher frequency components with phase velocities 

close to the dominant wave celerity, see Fig. 1. There is, however, 

another deviation to be seen describing an anomalous dispersion 

dc/df > 0 in the low frequency range coincident with rather small energy 
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Republik Germany 
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densities. By contrast, the author's privious field investigations in 

the surf zone at heavy storm surge conditions have shown an anomalous 

dispersion property dc/df > 0 in the whole energy containing frequency 

range  (BOSCHING,   1978 a). 

200 
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Fig. 1: The variation in phase speed of spectral components 

measured by RAMAMONJIARISOA (1974). 

The theoretical phase speed c = g/2irf and the spectral 

shape are also shown. 

The anomalous dispersion of low frequency components in "deepwater" 

wind wave spectra is often attributed to the presence of wave groups 

travelling with the appropriate group velocity (PHILLIPS, 1978). It is, 

however, doubted by the author whether the longer period frequency 

components can really be regarded as deepwater components even in a 

"large" wind-water facility, and moreover it is questionable whether it 

can be distinguished between phase velocities on the one hand and group 

velocities on the other hand both in the same plot based on spectral 

analysis. In the following it will be demonstrated that resonant inter- 

action effects are responsible for an anomalous dispersion property to 

occur in the very shallow portion of the surf zone. The present contri- 

bution refers to measurements priviously evaluated in detail by the 

author, see BOSCHING (1978 b) . 
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ANOMALOUS DISPERSION OF SURF ZONE WAVES 

Frequency Domain Data 

In the upper parts of figures 2 and 3 two sets of synchronously measured 

energy spectra of water level deflexions are to be seen both characte- 

rizing different wind and water depth conditions at stations 100 m and 

85 m distant from the shoreline respectively in a coast perpendicular 

measuring profile on the isle of SYLT/North Sea. 

Although that measurements had been carried out at heavy storm surge 
2 

conditions coherence y    is quite good at the energy containing frequen- 

cy components (about y    = 0.8 and y    = 0.7 respectively). In this cases 

the phase velocity was calculated from the phase information of the 

transfer functions plotted below. 

As to be seen from the graph at high coherence values the phase infor- 

mation can very well be approximated by a linear regression 

$(f) = *n + a • f (1) 

in which a • f is due to the distance of the two measuring stations 

Ax = 15 m, and it can be shown from the conversion into phase velocity 

applying 

c(f)=-^^-f (2) 

that the magnitude of the positive portion of $ decides on the degree 

of the anomalous dispersion property dc/df > 0. 

As was found by the author in 1978 the anomalous dispersion gets more 

distinct with the water depth decreasing; hence, the magnitude of * in 

Fig. 3 is greater than in Fig. 2: 

*, > *•, (3) 



ANALOGOUS DISPERSION PROPERTIES 157 

trrf/Hz] 

STATION 100 m     IENERGY SPECTRA] 
DEC, 14. 1973     3.46 a.m. 

23  *  3.1 m 

Hm0,00=  2.91m 

Hm„ ,,„ =  2.59 m 

yV PHASE VELOCITY elf) _   /      + 

Z^' PHASE »(f) 

^-*-*-* 

TRANSFER FUNCTION PHASE! 

Fig, 2: Spectral functions of two wave gauge signals at a high tide 

water level. 

Gauge distances from shore 100 m and 85 m respectively. 



158 COASTAL ENGINEERING—1982 

4.0 
ImTHz] 

30- 

2.0 

ENERGY SPECTRA: 

STATION  85 m 

DEC, U, 1973      8.35 a.m. 

1.5 m 

Hm0 ns  = 1.99 m 

[Hz]    0.05 0.1 0.15 0.2 0.25 0,3 0,35 

Fig, 3:    Spectral functions of two wave gauge signals at a low tide 

water level. 

Gauge distance from shore 100 m and 85 in respectively. 
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There is, however, another phenomenon to be seen from Fig. 3 represen- 

ting a very shallow water depth condition. Obviously a peak shift to 

lower frequencies has happend on the rather short distance of Ax = 15 m 

in the upbeach direction, and additionally an increase in the maximum 

energy density can be watched. This fact also comes out clearly from the 

magnitude of the transfer function, if its inverse values are considered 

at high coherence only, resulting in an average value of 

H2 = |Hn100n85] = 1.53 (4) 

Similar energy shifts to lower frequencies due to decreasing water 

depth are also to be seen from spectra published by SONU, PETTIGREW and 

FREDERICKS (1974) and GODA (1975). By contrast, at the condition of 

Fig. 2, marked by a greater water depth, energy density decreases from 

station 100 m to station 85 m accordingly resulting in an average value 

Hl = IHIIOO'W = °-99 < 1 

Time Domain Data 

Increasing wave periods in the upbeach direction (in accordance with a 

peak shift to lower frequencies) could also be detected in the time 

domain from synchronously taken strip charts. 

Figures 4 and 5 show the results of a zero crossing evaluation technique 

applied to the data of 6 and 5 measuring stations respectively still in 
operation in the same coast perpendicular measuring profile at normal 

weather conditions. 

Besides the wave heights here the wave propagation velocity is plotted 

with reference to the water depth, the wave periods and the wave length 

respectively. Because of the lack of space here only two things shall 

be pointed out with respect to broken waves. 

After breaking the wave deceleration is less than before breaking, and, 

as a consequence of an increasing "wave period", there is an anomalous 
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dispersion characterized by dc/dL < 0. The details of that measurements 

are also given in BOSCHING (1978 b). 

ANOMALOUS DISPERSION OF ELECTROMAGNETIC WAVES 

From electromagnetic waves it is well known that an anomalous disper- 

sion of frequency components is due to a resonance phenomenon (reso- 

nance absorption in dielectrics). If one has an electromagnetic wave 

propagating through a medium made up of a number of oscillators (elec- 

trons or ions) per unit volume one gets a complex refractive index 

n* = n - ik (6) 

in which n is the real refractive index (also representing phase velo- 

city) and k = n • K is an absorption quantity (also representing the 

amplitude response near resonance). 

As to be seen from Fig. 6 both components vary with wave length. By the 

equation (6) it is stated that resonance, absorption and anomalous dis- 

persion are combined effects. If an incident component wave has nearly 

the same length or frequency as an oscillator of the medium resonance 

occurs. The oscillator absorbs the energy from the forcing incident 

wave. At resonance absorption represented here by k is a maximum, and 

in the vicinity of the spot of resonance always an anomalous dispersion 

dn/dL > 0 corresponding to dc/df > 0 (or dc/dL < 0 or dn/df < 0) 

appears. In a light spectrum this means that the sequence of spectral 

colours here is the inverse to the normal case: refraction of the red 

colour is a maximum instead of the violet colour. It is because of the 

coincident maximum of absorption that we are not as familiar with this 

kind of dispersion as we are with the normal dispersion property. In 

liquids and solids, due to molecular collisions and strong intermolecu- 

lar forces, the absorption and dispersion curves become very  much 

broadened, the broadening being very  irregular owing to the varying 
molecular force field. Additionally damping is an essential quantity 

as it is true to all forced vibration processes. 
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< 0   [normal  dispersion) 

~TT- > 0   (anomalous  dispersion) 

Resonance   Wave   Length 

Real   Refractive   Index 

Absorption  "Konstant" 

LR 
L 

Fig. 6: Absorption above and below a region of anomalous dispersion 

centered about the resonance wave length 

Moreover it is well known from thin film optics that dispersion proper- 

ties depend on the actual film thickness, see for instance MAYER (1950). 

With respect to the transmission of light through a gold film it can be 

seen from Fig. 7 that an anomalous dispersion property gets more dis- 

tinct in the visible spectrum with the film thickness decreasing. At a 

rather thick film (solid line) the visible spectrum is dominated by a 

normal dispersion whereas at a very thin film there is an anomalous 

dispersion in the total visible spectrum. 
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Fig. 7: Variation of dispersion properties at transmission of light 

through gold films with respect to decreasing film thicknesses 
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DISCUSSION AND CONCLUSIONS 

Formerly the author was able to deduce an anomalous dispersion property 

combined with a peak shift if to lower frequencies from an equation 

2 • [c(x) - c ] 
&f = fo • TT^^Tlxr = f(><) - fo       (?) 

see BOSCHING (1980) in which f and c are the component frequency 

and celerity respectively at a known position in the surf zone, and 

c(x) < c and f(x) < f are caused by a superimposed (accelerated) 

current at a certain position on the same wave beam nearer to the shore. 

Vice versa a positive frequency shift can be produced in applying 

c(x) > c . The author is still convinced that superimpored currents do 

have an important effect on wave deformation processes particularly 

taking place in the post breaking zone. For example in the lower part 

of Fig. 8 there are shown some additional spectra measured synchronous- 

ly at stations 100 m and 85 m from the shore. If the respective sets of 

spectra are connected with the coast normal component of the mean resi- 

dual velocities measured at station 85 m (see middle part of Fig. 8) 

actually different frequency shifts can be seen. In the present case 

there is 

a) a negative frequency shift (red shift) 

combined with a seaward directed residual 

current (see first set of spectra), 

b) almost no shift in correspondance with minimal 

residual currents (see second set of spectra) and 

c) there is a positive shift (blue shift) coincident 

with a coastward directed residual current 

(see third set of spectra). 

As, however, the additional phenomenon of an increasing energy density 

in the upbeach direction, especially at 'jery  low water depth conditions 
(first and third set of spectra), can not be explained in applying 

equation (7), in the following the question is considered whether the 

above demonstrated combined effects of resonance, absorption and anoma- 
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TIDE   WATER LEVELS 

AT WESTERLAND / SYLT 
Z2=still water depth 
Z-pfnean record water depth 
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Fig.  8:    Different frequency shifts by superimposed accelerated resi- 

dual currents with respect to the onshore-offshore direction 
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lous dispersion, known from electromagnetic waves, also apply to surf 

zone characteristics. 

In order to get a better understanding of that mechanism an inspection 

of the response characteristics of a single degree of freedom oscilla- 

tor can be helpful, see Fig. 9, 

As an analogue to the above shown transfer function this is also sub- 

divided into magnitude and phase. The amplitude response characteristic 

as well as the phase characteristic both are plotted with reference to 

the frequency ratio 

f 
forcing frequency _ _f ,„, 

n  natural frequency  f * ' 

instead of the frequency as it is used at the transfer functions. 

Both components are significantly marked by the actual damping rate D 

which is well-defined by the respective families of curves. 

Applying this model to the surf zone the forcing frequencies are those 

coming from offshore, and the volume of water present in the surf zone 

is characterized by some eigenfrequencies. 

A similar concept is well known from edge wave investigations (GUZA and 

BOWEN, 1976; CHAPELL and WRIGHT, 1978). 

In order to check its validity in the following it is tried to compare 

the response characteristics of Fig. 9 with the transfer function data 

of Fig. 2 and 3 respectively, both representing different wave condi- 

tions and different anomalous dispersion properties. 

If the values H^, ^ and H,,, $2 are transferred to Fig. 9 conditions^) 

and:2)can be differentiated by suitable damping rates D and correspon- 

ding frequency ratios n. 
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Fig. 9: Response characteristics of a single degree of freedom 

oscillator 
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At condition(T)a distinct amplitude and phase response can not be dedu- 

ced because transfer function magnitude does not differ much from unity, 

and the phase angle is far from being $ = 90  . Amplitude and phase cha- 

racteristics  (H,  = 0.99 and <t>,  = 38.5°)  in this case get together at a 

frequency ratio 

ri1 = 0.46 < 0.54 (9) 

corresponding to a damping rate 

0.5 < Dj < Jill (10) 

Herewith  it can be concluded that damping dominates  in this case. 

By contrast,  at condi tionf2)marked by a transfer function magnitude 

appreciably greater than unity (H~ = 1.53)  and a larger phase angle 

(*2 = 52.38)  it is found a frequency ratio 

n2 = 0.74 > 0.70 (11) 

and a corresponding damping rate 

0.25 < D2 < 0.5 (12) 

Hence, from this analysis there is an indication that resonant interac- 

tions including anomalous dispersion are more likely to occur in the 

surf zone at lower water depth. 

This result, however, is infact in accordance with the above shown 

example from thin film optics, see Fig. 7. Moreover the analogous be- 

haviour of electromagnetic waves at resonance absorption and surf zone 

waves is underlined by the fact that the ratio film thickness devided 

by light wave length is similar to the ratio water depth devided by wave 

length in the post breaking zone. 
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NUMERICAL CALCULATION OF SEICHE MOTIONS IN HARBOURS 
OF ARBITRARY SHAPE 

P. Gaillard 
Sogreah, Grenoble, France 

ABSTRACT 

A new method of calculation of wave diffraction around islands, off- 
shore structures, and of long wave oscillations within offshore or 
shore-connected harbours is presented. The method is a combination of 
the finite element technique with an analytical representation of the 
wave pattern in the far field. Examples of application are given, and 
results are compared with other theoretical and experimental investig- 
ations. 

INTRODUCTION 

The prediction of possible resonant response of harbours to long wave 
excitation may be an important factor at the design stage. Hydraulic 
scale models have the disadvantage of introducing some bias in the 
results due to wave reflection on the wave paddle and on the tank 
boundaries. Numerical methods on the other hand can avoid such spurious 
effects by an appropriate representation of the unbounded water medium 
outside the harbour. 

Various numerical methods exist for calculating the seiche motions in 
harbours of arbitrary shape and water depth configuration. Among these, 
the hybrid-element methods, as described by Berkhoff [l] , Bettess and 
Zienkiewicz [2] , Chen and Mei [3j , Sakai and Tsukioka [8] use a com- 
bination of the finite element technique with other methods for repre- 
senting the velocity potential within the harbour and in the offshore 
zone. This paper presents a new method based on the same general 
approach, with an analytical representation of the wave pattern in 
the far field. It differs from the former methods in several aspects 
stressed hereafter. 

We consider here two kinds of applications: 

a) the first is the study of wave diffraction by islands or bottom 
seated obstacles in the open sea and the study of wave oscil- 
lations within and around an offshore harbour. 

b) the second is the study of wave oscillations within a shore- 
connected harbour with a totally reflective coastline, which 
is assumed rectilinear beyond a certain distance. 

172 
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BASIC EQUATIONS 

The numerical calculation of long period water oscillations in harboursof 
arbitrary shape and bottom configuration is based on the linear shallow 
water wave equation for an inviscid fluid: 

v.[hvf] -i rtt (1) 

where £(x,y,t) is the water surface elevation above mean see level, 
h(x»y)   is the water depth distribution, 
g      the acceleration due to gravity. 

The numerical models based on the present method include two domains: 

in a bounded region D. including the harbour and the vicinity of the 
harbour entrance, the water depth is defined according to the bottom 
topography on the site studied, and a finite element technique is 
used for solving the above equation. 

In the outer region D„ extending to infinity, and bounded by an unli- 
mited rectilinear reflecting coastline in the case of a shore-connec- 
ted harbour, the water depth is assumed constant, equal to h_, and an 
analytical solution of (1) is used in the form of a finite series 
expansion. 

The boundary C.„ interconnecting both domains is either a full circle 
in the case of an island-type harbour or structure, or a half circle in 
the case of a shore-connected harbour, as shown in figure 1. 

Fig.l Definition sketch: (a) offshore case ; (b) nearshore case 
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A periodic excitation by a plane incident wave of arbitrary direction a, 
frequency f (or angular frequency to) and height 2a„ is taken as input 
to the model at infinity and the steady-state dynamic response of the 
model is calculated. A variable frequency scanning technique is used 
to detect the resonant modes. 

We thus reduce the problem to seeking, for a finite number of wave angu- 
lar frequencies w, a compleK function of space r(x,y) such that: 

r(x,y,t) = Re |f(x,y) exp (-iwt)[ (2) 

This  function  is  a  solution of  the Helmholtz equation: 

v.[hvr) +^F = o <3) 

We shall refer to the solutions of (3) in D. and D„ as J\ and f~respecti- 
vely. The boundary conditions imposed on these solutions are as follows: 

dfx _    ar2 _ 
c3nx   "  "    5n2  "  G12(e) 

on C12 (5) 

t2    —*-     ?A 
for r—*-°° (6) 

The first condition expresses that waves are totally reflected from all 
solid boundaries i.e. harbour structures and coastline. This assumption 
is generally valid as wave steepness is low for the periods considered. 

The set of conditions (5) express the continuity of the water surface ele- 
vation and of the horizontal velocities at. the common boundary C. . 

The last condition imposes the behaviour of the solution in the far field, 
behaviour which depends on the type of application considered. 

In the case of an offshore harbour or structure ?, is representative of 
the plane incident wave, which can be expressed, m polar coordinates (r,0) 
with the origin at the centre of C,„, as: 

fA =  f  - an s  tn(i)  J  (kr) cos n(6-a) (7) A    i     U n=Q  n     n 

with: i - V- 1 
J 

= the Bessel function of order n 
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k = the wave number associated with frequency OJ by: 

k = W(gh )'112 (8) 
y-0 

(9) 

In the case of a shore-connected harbour, f. is representative of the 
superposition of the incident waves and of their reflection on the coast- 
line, which is considered as totally reflective. Taking the origin of 
along the shoreline 5 f. is expressed as: 

CO 

iTA = 2aQ 2  £n(i) j     tkr^ cog na CQS ne ^1Q^ 
n=u       n 

The solution in D„ is consequently split into two components ?, and £„, 
where f is representative of the diffracted waves due to the presence of 
the harbour or of the isolated structure under consideration. These waves 
radiate outward from the latter to infinity, and thus should satisfy 
Sommerfeld1s radiation condition: 

(11) lim K[ -57  -lkfD]}"° 

VARIATIONAL FORMULATION 

The solution of the problem is obtained through a variational approach, 
which is briefly described here. Considering first the two domains inde- 
pendently and the function G.? (6) in (5) as a given boundary condition, 
the solution in D. is ascribed to make stationary the functional: 

Vf> -i //|h(vf)2-V"lds- /    h ri Gnd° (12) //H2-V2]ds-/ 
on  in D„   is  associated with  t 

F(f> --i//D[v-(hvn+^r]rdB+| h[i|i+G12]fd,r       us) 

Since f_ is represented in an analytical form which satisfies a priori 
equation (3), the first integral in (13) actually vanishes. 

If we now consider G.„ as an unknown function, our objective is to make 
stationary, for any first variation of J\ , J"? and G,„, the functional 
resulting from the addition of (12) and tl3), i.e.: 

F(0 = \    l)n     h(Vf)2 -^f2  ds+}  f   h v^- f da 

+J   hG12<r2- r^dff 
'C12 

(14) 
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G]2is a periodic function of 0, which can be represented, in the case of 
an offshore structure, by a Fourier series expansion with unknown coeffi- 
cients C. , C„ . The requirement of stationarity of (14) for arbitrary 
first variations of these coefficients, leads to the following conditions: 

I f jcoeme) 
yC12       (sin me \ 

m = 0,1,2... (15) 

When these conditions are satisfied, the last boundary integral of (14) 
vanishes. 

In the case of a shore-connected harbour, G.„(0) is an even function 
of 9. In this type of application,only those conditions in (15) involving 
cos ID0 are necessary. 

The above functional can be represented in terms of the complex function 
f  by insertion of (2). It then appears as a function of time of the form: 

F(D  = j  Re | Fc(?) + Fv(0 exp (2iwt)| (16) 

F (O 
•// 

hVf • vr 
i     i rlrl 

ds + /  h ^-=- f do- J„ on.  2 

V     J%    L   l S  1       J      L12 

"12 

ar^ 
an? * r. do- 

where >• * is the complex conjugate of £". 

(17) 

(18) 

The values of f? and of its normal derivative along C,„ depend on the 
values of f,     on this boundary, through the conditions fl5). 
Consequently, the values of f,  at N arbitrarily  chosen nodes within 
D. and on its boundary constitute a complete set of independent degrees 
or freedom of the functionals F and F . By expressing F and F  in terms 

C      V c      v 
of these variables, it can be shown that: 

sFi    Var* / 
(19) 

In view of this property, the stationarity of F(0 is ensured at any 
time t when: 

 c 

art 
= 0 n = 1,2... N (20) 
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SOLUTION FOR AN OFFSHORE HARBOUR OR STRUCTURE 

In the offshore case, in which C „ is a full circle, the solution in 
domain D„ involves the following series expansion of f 

?„ (r,e) =   f H(1) (kr) ["•»,  cos me + ro
0 sin mel     (21) D „ m 1m im 

m=0 t J 

where H ' is the Hankel function of the first kind and of order m. 
m 

The insertion of (21) into (15) leads to: 

2TT 

lm 

"2m 

nrs— I (
V^A>  i— Jd®      *-0,1.2...        (22) 

0 sin m0\ 

Where H stands for H  (kR„), R„ being the radius of C,.. 
m m    I l i.L 

The integral in (22) which involves f can be determined exactly for any 
value of the integer m, since the integrand is expressed in terms of 
trigonometric functions. On the other hand, the integral which involves f 
can only be determined approximately, as the latter function of 0 is cal- 
culated only at a discrete set of points along C,~. Assuming that £. is 

i cos &  ) /cos »o» 

2   U^cM  -V^^ViinnJ  <23> 
p=l 

en  = 2WN2 

' lp / sin 0 r {     mp 

These_expressions can also be derived by a direct identification of $"„ 
with \.   at the N„ points of the boundary C,?, and by applying a classical 
Fourier analysis. 

It is known from the theory of spectral analysis that the sampling of the 
periodic function \. (0) at discrete points leads to a parasitic effect on 
the associated Fourier spectrum, so that it would be unrealistic to extend 
the application of (21) and (23) beyond a limiting value m = N„/2. The 
order N of the finite series expansion used in practice is moreover 
dependent on the accuracy assigned in the numerical calculations. The 
latter criterion leads to a dependance of N  on the value of the para- 
meter kR_ . 

It is seen from (23) that f and its normal derivative along C „ are 
linearly dependent on the value of f. at the N„ nodes located on this 
boundary: 
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h-        2, A2p((» flp p=l 
(24) 

at, 
9n 2   Bp<9) ?lp + "2(0) 

P=l 

Calculations that will not be given in detail here, lead to the following 
expressions: 

cos m (9- 6 ) 
P 

X2p(9) 
1 

2     m=0 

ve) 
N 

k            S 

= - —      2 
2    m=0 

"2(6) 

N 
2a                    £ 0        2       i 

2       m=0     i 

m 

, P (kR„) cos m (O-e ) (25) 
TD m  2 p 

(i)"1*1 cos mCe-a) 

where the prime stands for the first derivative of the function consi- 
dered. 

Within the domain D., the problem is solved by a standard finite element 
technique. The solution and its spatial derivatives are represented by 
expressions of the form: 

h <*•*> - 2 Vx^i, 
(26) 

^- = 2 7  Mn ;T^= 2 7  
Jln 

dx       xn <jy       yn 

where the summation extends over the whole set of finite elements, 7 is 
an arbitrarily chosen interpolation function, depending on the type of 
discretisation and on the number of degrees of freedom within each ele- 
ment, and  7  , 7  are its spatial derivatives. Zero order continuity 
is generally sufficient for this class of partial differential equations. 
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By insertion of (24) and (26) into (17) , we obtain: 

Fc(M> " 2 

A  -  // 
mn   IJ 

B  -/ 

mn Mm Mn      pn slp Mn   n In 
m p 

h(7  7 xm xn 

2p  2n 

2        -] 
+ 7   7  )-— 7  7 ym yn    g 'm n ds 

; E -/ n /„ hi.d,  da 
2 2n 

M2 

(27) 

(28) 

The summation with index m includes all finite elements which involve 
node n, and the summation with index p includes all nodes located on the 

boundary C - , whenever node n is itself located on this boundary. The 
term E , as well, is involved only in the latter situation, 

n 

From the previous results, we obtain for the coefficients B  and E : 
pn     n 

B      2"kR2h0 
pn = ~~s7— 

t P (kR,) cos m (0 -9 ) m m  2 p n 

(29) 

E - 4a0h0 
(x)    cos m   (<*-0n) 

m=0 

The conditions (20) then lead to the system of linear equations with N 
complex unknowns £. : 

m  mn  1m  p 
— u   t   - — E 
p  pn slp      n 

1,2. ..N (30) 

The matrix of this system has a banded structure and symmetric coeffi- 

cients, as can be seen from (28) for A  and (29) for B  . Moreover, all 

nodes which do not belong to the boundary C}„ are associated with real 
coefficients. Substantial savings in core memory requirements and in 

computer time are obtained by taking account of these properties in the 
implementation of the method. 

SOLUTION FOR A SHORE-CONNECTED HARBOUR 

In the case of a shore-connected harbour, with a rectilinear coastline 
bounding D„, f  is an even function of 6, which can be represented by 
(21) with only cosine terms present. The same method then gives: 

N9H 2  m 

9     = xn/N 

hp *p   C°S emp  "  2a0(i)    — JmCkV   C0S  ma      (3i) 

{?' 
p = 0 or N 

1,2...  N2-l 
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For the reason indicated above, the order N of the finite Fourier series 
should not exceed the value m = N„, assuming that J\_is defined at KL+1 
nodes C--. The formula (31) leads to expressions of £"„ and of its normal 
derivative along C.„ which are similar to (24), with the index p starting 
from zero. 

We thus obtain a system of linear equations similar to (30), with the 
coefficients specified in (28) . The expressions of B  and E derived 
f    nn pnn from (31) are: 

N 
7TVR h q 

B  = -X  X    2 0   * E  P (kR«) cos mft cos m 0 pn     p n  r=—r  2  m m  2'      wp       n 
2  m=° (32) 

N 
Ah S 

E -  0 0 x  2  Em /.vm+1 m „ n  —   n     TT~ (I)    cos ma cos m&„ 
2      m=0  m 

The matrix of this system has the same general properties described for 
the preceding case. 

FLOW AROUND THIN STRUCTURES 

It is possible to account for the singularity of flow around the end of 
thin structures with the same method by introducing subdomains of circular 
shape D„ at the tip, as shown in figure lb- The functional F  then invol^; 
ves additional integral expressions, in terms of N„+l unknown values of f. 
along the boundary C,„ of these subdomains D-: 

r dn„     s2 
^12 (33) 

ff - -*       ,2 _* [ d?5 Fc<r> - //D ^vfl .vh -^fl r^ds + y^   h§^ 

f      aT3 _* 

L13 J 

Since the solution of (3) within D„ should have a finite value at the tip of 
the structure, its series expansion is of the form: 

oo 
f,(r,W =  2  p„ J ,,(kr) cos 2^ (34) 3 3 „  m m/ z        I 

m =0 

where (r,#) is here a local polar coordinate system, with its origin at 
the tip, and its reference axis aligned with the structure centerline, 
and J ,„ is the Bessel function of fractional order m/2. 

m/2 

Along C,.,, f„ and its normal derivative take a form similar to (24). 
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Insertion of this into the last integral of (33) provides additional 
terms in (27) and finally leads to the following system: 

~  mn ^lm  t>  pn Mp "     qn^lq     n     n = 1,2.. .N     (35) 

with: 

D  = /   hfj--     Xn     da 
qn J 3q  3n 

U13 

N 

D  = X X  27rkR3h3  S  c  Q  (kR„) cos f- * cos ? * (36) 
qn   q n —^-5— ~=Q m m   3     2  q    2 n 

Q (u) = J' /9(u)/J ,,(u)        ;  ^ = 2irn/N m       m/ 2. m/1 n       j 

In (35), the summation with index q includes all nodes belonging to the 
boundary C  , whenever node n is itself located on this boundary. The 
additional coefficients D  appearing in the matrix of the system are 
real and symmetric, as can be seen from (36). Thus, the inclusion of 
subdomains, such as D„ , within D. does not require any modification as 
concerns the numerical resolution of the system. 

EXAMPLES OF APPLICATION 

Several examples of application of the method will be given here. The 
first four cases are related to structures and harbours of simple geometry 
in constant water depth, for which results of other numerical methods and 
experimental investigations are available in the literature. The last 
example refers to an actual harbour project study, carried out by Sogreah, 
in which a complex harbour lay-out and a variable water depth are consi- 
dered. 

Wave diffraction by a circular cylinder 

Figure 2a shows the finite element numerical model adopted for the analy- 
sis of the wave diffraction pattern around a cylindrical structure of 
circular shape, of radius R„, subject to a plane incident wave. 

The variation of the calculated relative wave height along the cylinder, 
for different values of the adimensional parameter kRn, is shown in 
figure 3, where it is compared to the analytical solution of Mac Camy and 
Fuchs [7] . The agreement between both methods is satisfactory. 

Figure 4a gives for kR =1, the spatial distribution of the relative wave 
height in the whole domain D-, in the form of level curves. 

Figure 4b gives the corresponding water surface level, at the instant of 
maximum elevation at the most exposed part of the cylinder. In the same 
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Fig. 2  Numerical models for : (a) a vertical circular cylinder, 
(b) a rectangular harbour b/L = 0.2, (c) a partially 
closed square harbour w/b =0.5, (d) a circular harbour 
with 60° opening. 
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LEGEND 

Analytical solution   Mac CAMY a FUCHS 
Hybrid method 50GREAH 

Fig. 3  Wave diffraction by a circular cylinder. 
Wave-height distribution along the structure 
for different values of kR0. 

Fig. 4  Spatial distribution of the amplification 
coefficients (left),   water surface elevation 
and horizontal displacements (right) for kR0 - 1 
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Fig.5       CALCULATION OF SEICHE MOTIONS IN A RECTANGULAR HARBOUR WITH 8/L = 0.2 

LEGEND 

Hybrid  method 
Analytical method 
Experiments 
Analytical method 
Biem 
Experiments 

IPPEN-GOOA 

LEGEND 

Hybrid  method SOGREAH 
Analytical method   ->      „_    „„„„ 
Experiments } IPPEN-GODA 

Fig. 6  Calculation of seiche motions in a partially 
closed square harbour with D/B = 0.5. 
Amplification at back wall. 
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figure are given the direction and length of the major and minor axes of 
the water particle horizontal displacements and hodographs, which are 
generally of elliptical form, as shown by the author in [4] . 

Seiche motions in a rectangular harbour 

The second example is the study of resonant wave oscillations in a shore- 
connected rectangular harbour, with a width to length ratio W/L=0.2, and 
fully open on its narrow side, as shown in figure 2b. This situation was 
studied both experimentally and theoretically by Ippen and Goda |_5] , and 
by Lee [6] , with a ratio W/L=0.193. 

Figure 5 gives the frequency response obtained by these various approaches 
at the back wall of the harbour. The results obtained by the present 
method agree well with Ippen and Goda's and Lee's analytical solutions, 
which take explicitly account of the rectangular shape of the harbour. The 
results obtained by Bettess and Zienkiewicz [2] and by Chen and Mei [3] , 
which are not shown here, also agree with the above results. 

The experimental results and Lee's arbitrary shaped harbour theory, based 
on a boundary integral approach, agree with the other methods for the 
second mode of resonance, but give a noticeably lower amplification factor 
for the first mode. Ippen and Goda suggest that this could be due to 
energy dissipation, since experiments where actually performed with short 
waves of high steepness. It has not been investigated whether a refinement 
of the finite element network would improve the agreement with those 
experimental results. 

Case of a partially closed square harbour 

The case of a square harbour, partially closed by two thin aligned break- 
waters, is given for illustrating the use of circular subdomains T)     around 
the tip of harbour structures, as shown in figure 2c. 

Figure 6 compares the numerical results obtained by the present method 
with Ippen and Goda's analytical solution and with their experimental 
results for an entrance width to harbour lehgth ratio W/L-0.5. The 
agreement between the different methods is very close. 

Case of a circular harbour 

The case of a shore-connected circular harbour with a 60° opening is an 
application involving more complex resonant nodes, which has been investi- 
gated both experimentally and theoretically by Lee [6]. 

Figure 7 gives the frequency response calculated at two different loca- 
tions with the numerical model shown in figure 2d, together with the 
results of Lee's investigation. 

Figure 8 shows the features of the first four resonant modes, which are 
obtained for kR *=0.51, 2.21, 3.43 and 4.09 approximately, with the present 
method. The water surface elevation is indicated by means of level curves, 
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Fig. 7a CALCULATION OF SEICHE MOTIONS IN A CIRCULAR HARBOUR 
WITH A 60° OPENING 

AMPLIFICATION COEFFICIENT AT POINT A   ( r / Ro =0.933- 9 » 45° ) 

LEGEND 

Hybrid method 
Analytical method 
Biem 
Experiments 

SOGREAH 

LEE 

4 kRo 

Fig. 7 b CALCULATION OF SEICHE MOTIONS IN A CIRCULAR HARBOUR 
WITH A 60° OPENING 

AMPLIFICATION COEFFICIENT AT CENTER 0 

LEGEND 

Hybrid method SOGREAH 
Analytical method i 
Biem \    LEE 
Experiments J 



SEICHE MOTIONS IN HARBOURS 187 
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kR„ = 0.51 kR0 

3.43 kR„ =4.09 

Fig. 8  Water surface elevation and horizontal displacements 
for the first resonant modes of a circular harbour 
with a 60° opening. 
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corresponding to given percentages of the maximum elevation. The instant 
taken as reference is that of maximum elevation at the point of highest 
amplification. 

The direction and length of the major and minor axes of the horizontal 
water particle displacements and velocities are given on the same figure 
at the centroid of each finite element. The wave motion has essentially 
the character of purely standing waves in a great part of the harbour, 
and the water particles horizontal motion is practically rectilinear and 
oriented in the direction of the local amplitude gradient. This is not 
the case for particles located near the entrance, either within or outside 
the harbour, which have elliptical horizontal trajectories. 

The resonant modes calculated by Lee are similar to the above. From the 
frequency response curve of the mean velocity at the harbour entrance, the 
values of kR- corresponding to resonance where found by Lee, to be 0.50, 
2.18, 3.38 and 3.97. These figures agree to within 3% with these of the 
present model. 

Case of a harbour of complex shape and variable water depth 

Because of accuracy requirements, the maximum size of the finite elements 
should stay below a certain fraction of the local wave length, which 
depends on the type of spatial discretisation and interpolation functions 
used for f.   With triangular elements and linear interpolation, for ins- 
tance, this limit is of the order of 0.1. In the case of a harbour of 
variable water depth, the size of the finite elements will thus be depen- 
dent on the distribution of water depths to be considered. 

Figure 9 is an example of application of the method to a harbour of complex 
shape and bottom topography (from 2 m to 15 m below MSL), with two main 
breakwaters extending offshore to protect the entrance channel. This model 
was set up for the study of the new Damietta Port Project in Egypt. 

Figure 10 shows the frequency response curve obtained for one of the 
reference calculation points, which displays a great number of resonance 
frequencies. An in-depth investigation of each resonant mode was carried 
out on the basis of such results. 

Figure 11 shows the features of one of the resonant modes of this harbour, 
in the form described for the circular harbour, i.e., level curves of 
water surface elevation and major and minor axis length and direction of 
horizontal water motion, 

CONCLUSION 

The present method leads to a system of linear equations, with symmetric 
coefficients, in which the only unknowns are the values of the complex 
function f at nodes distributed within the bounded domain D,, and along 
its boundary. In the other hybrid-element methods a larger system is 
obtained with additional unknowns, which are the Fourier coefficients 
&,    , &L     in Chen and Mei's method, the normal derivatives in Sakait and 
Tsukioka's method, the source strengths in Berkhoff's method, and the 
£", , or velocity potential values, at nodes distributed along infinite 
elements in Bettess and Zienkiewicz's method. 
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Fig. - Numerical model set up for the study of seiche motions in the 
new Damietta industrial harbour (Egypt)» 

Fig. 10 - Frequency response curve at one of the reference nodes of the 
Damietta harbour model 
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The present method is based on the same analytical representation of f 
in the outer domain D„, as in Chen and Mei's approach. However, here an 
explicit formulation of w    , OT  in terms of the incident wave characte- 
ristics and of the unknown values of £.. along C._, is given. This method 
is preferable to the matrix inversion technique used by the above authors. 
Another advantage of the method is .the simplicity of form of the functional 
F (£") involved in (17) and (33), as compared to Chen and Mei's formulation. 

The method, presented here in connection with studies of long wave oscil- 
lations in harbours, can be applied, with only minor changes as concerns 
the treatment of domain D , to the study of wave oscillations in the short 
and intermediate period range. It can also be extended to include energy 
dissipation and partial reflection along the shore and harbour structures. 

The application of the present method to various situations for which 
other theoretical and experimental investigations have been carried out, 
has led to numerical results in good agreement with the above methods. 
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STATE OF THE ART IN TIDE PREDICTIONS 

B. D. Zetler* 

ABSTRACT 

1. INTRODUCTION 
By the end of the nineteenth century, scientists had succeeded in achieving the ability to make 
reasonably accurate tide predictions by the harmonic method (Schureman, 1941). Except for 
the building of larger and more sophisticated mechanical tide prediction machines using the 
harmonic technique, tidal mathematicians more or less rested on their laurels during the first 
half of the twentieth century; indeed, many scientists assumed there was no need for further 
tidal research. It is ironic that one of the very few geophysical sciences that already had accept- 
able methods of prediction should become the subject of significant improvement during the 
last half of this century. These improvements include: 1) least square analysis for all tidal con- 
stituents simultaneously, 2) response analysis and prediction, 3) extended harmonic analysis, 
4) tidal measurements in deep water on the ocean floor, and 5) global numerical models of 
tides. 

2. AIMS AND OBJECTIVES 
The harmonic method of tide prediction is purely empirical, using predetermined tidal frequen- 
cies related to known astronomical and meteorological periods. It separates an observed time 
series of water level heights into a set of cosine curves, and then predicts by synthesizing the 
same curves for a future period. There is little geophysical enlightenment implicit in the pro- 
cedure. Extended harmonic analysis increases the number of frequencies being considered; the 
previous limit was related to the use of a mechanical prediction machine, no longer a considera- 
tion since the advent of modern electronic computers. Although response analysis improves 
the accuracy of tidal predictions only slightly, it greatly enhances geophysical interpretation of 
the results, for the first time separating astronomical and radiational (meteorological) contribu- 
tions. Pelagic (sea floor) tide data are necessary for global interpretations of tides, particularly 
for numerical modelers who combine sea-floor bathymetry with Laplace's tidal equations to pro- 
duce cotidal and co-range charts for particular frequencies. 

3. TECHNIQUES 

To a large extent, most of the progress noted here has been made possible by the availability of 
fast electronic computers with large memory capacities. 

3.1 Least square analysis. 

Analysis of tidal data for n tidal frequencies requires a matrix solution of (2«+l) normal equa- 
tions, an impossible task 25 years ago, almost trivial today. This has become the usual har- 
monic method for a long series at many tidal institutions, (Zetler et ai, 1965). 

3.2 Response analysis. 

This uses as input functions the time-variable spherical harmonics of the gravitational potential 
and of radiant flux on the earth's surface; it computes complex weights for an observed series 
that are used for future predictions and for computing admittances, (Munk and Cartwright, 
1966). At this time, it is primarily a research tool used to optimize geophysical interpretations. 

' Scripps Institution of Oceanography, U.S.A. 
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3.3 Extended harmonic analysis. 

This is an extension of (3.1) using many more tidal frequencies for extremely nonlinear tides, 
(Zetler and Cummings, 1967). If the matrices become too large, it is satisfactory to group con- 
stituents by species rather than solving for all simultaneously. 

3.4 Pelagic tides. 

The ability to accurately measure tides in deep water on the sea floor is a development of the 
last two decades. A recently published global compendium of tidal harmonic constants for 
pelagic stations contains information for more than a hundred places, (Cartwright et al., 1979). 

3.5 Numerical modeling of tides. 

Solutions of Laplace's tidal equations now include energy dissipation, ocean shelf-attraction and 
the solid earth yielding to the weight of the oceanic tidal column. Some solutions for the prin- 
cipal tidal frequencies are reasonably accurate, (Hendershott, 1973). 

4. RESULTS 
The methods described in the previous section are to a large extent completed research and the 
application of these improvements depends largely on economic considerations. 

5. RECOMMENDATIONS 
The significant improvements described follow a half-century of depending on a methodology 
achieved by the end of the nineteenth century. Inasmuch as the various traditional tide manu- 
als have not been updated to encompass these developments, this paper may be a useful 
interim guide to the changes. 

INTRODUCTION 
In populated areas where tides are important, local predictions have been published in newspa- 
pers for as long as living people remember; their availability is taken as much for granted as 
times of sunrise and sunset. For the most part, their accuracy is also unquestioned, although 
the public is aware that during storms and hurricanes "tides" much higher, and occasionally 
lower, than normal (i.e., predicted) may occur. 

Although we know that tides result primarily from the tide-producing forces of the moon 
and sun acting upon the rotating earth, our knowledge of the dynamics of ocean and estuarine 
tides needs significant improvement; empirical procedures developed in the nineteenth century 
make it possible to prepare reasonably good tide predictions for any location provided that tide 
observations have obtained at that place in the past and the local sea-floor topography remains 
unchanged. It is a tribute to many scientists, in particular Sir William Thomson (later Lord 
Kelvin) and George Howard Darwin in England and William Ferrel and Rollin A. Harris in the 
United States, that the state of the art in tide predictions reached so high a plateau in the early 
twentieth century that significant improvements were not achieved for a half-century. 

Although the Coast and Geodetic Survey (now called the National Ocean Survey) cele- 
brated its centenary of published tide predictions in 1968, the Coast Survey had been supplying 
navigators with information from which they could prepare their own predictions as far back as 
1844. This was done by including mean high-water lunitidal intervals (the interval between the 
moon's upper or lower transit over the local meridian and the following high water) and tidal 
ranges on the Survey's nautical charts. A published method for improving the crude predic- 
tions (presumably derived from John Lubbock's research in England in the 1830's) provided 
corrections for the effects of the phase of the moon and the declination and parallax of the 
moon and sun. However, the correlation between some tidal and lunar parameters were known 
and used long before the time of Newton. 

Later in the nineteenth century, Thomson and Darwin developed the harmonic method of 
analyzing and predicting tides. The method uses sinusoids (tidal constituents) whose frequen- 
cies, derived from astronomic observations, are sums and differences of six basic frequencies in 
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the motions of the earth, moon, and sun: the day, month, year, 8.9 years (lunar perigee), 
18.6 years (lunar nodes), and 21,000 years (solar perigee). The amplitude and phase lag behind 
a theoretical (equilibrium) tide for each constituent are obtained by analysis; a prediction syn- 
thesizes the same curves for same future period. The distortion of tides as they move into 
shallow water is simulated by analyzing for frequencies that are harmonics of the fundamental 
frequencies or combinations of these. 

Sir William Thomson made the first tide-predicting machine in 1873 under the auspices of 
the British Association for the Advancement of Science; it summed 10 constituents and 
automatically traced a curve showing the predicted heights. This country's first mechanical tide 
prediction machine (19 constituents) was designed by William Ferrel of the Coast and Geodetic 
Survey. The machine, introduced in 1885, provided for times and heights of high and low tides 
to be read directly from the dial indicators but did not produce a plotted prediction. An 
improved mechanical predictor for 37 constituents was completed by R.A. Harris and E.G. 
Fischer of the Coast and Geodetic Survey in 1910. This machine was the first to compute 
simultaneously the height of the tide and the times of high and low waters, the machine 
automatically slopping to allow the information to be read from dials. It also produced a con- 
tinuous plot with time marks for each hour, maximum and minimum. Although the 37 incom- 
mensurable curves summed by the machine range from one cycle per year to eight cycles per 
lunar day (24.8 h), no constituent accumulated a phase error greater than 2 degrees in a year's 
predictions, a remarkable achievement in designing and fabricating the gear system. 

FIGURE 1. First U.S. tide-predicting 
machine, used 1885-1911. 

FIGURE 2.  Second U.S. tide-predicting machine, used 1912-1965. 

For many North Sea locations, combinations of the customary shallow- water constituents 
cannot adequately reproduce the shape of the observed tides. Horn in Germany and Doodson 
in England developed nonharmonic procedures for empirically correcting predictions to improve 
the accuracy of published tables. 

RECENT CHANGES 

Rapid proliferation and improvements in electronic computers in the middle of this cen- 
tury finally ended the long status quo in the state of the art for tide predictions. Although the 
Coast and Geodetic Survey tide predictor withstood the first assault when predictions on an 
IBM 650 were found to take longer than on the half-century-old machine, its victory was short 
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lived, and by 1965 it had become a museum piece. A similar change took place at about the 
same time in England, but Kelvin mechanical tide-predictors may still be in use in some coun- 
tries. 

There were advantages other than speed and efficiency in shifting to electronic computers 
for tide prediction. As long as the fixed gearing of the mechanical predictor was limited to a 
finite set of particular constituents, research demonstrating the importance of other constituents 
had a low priority. Although there were sentimental regrets at replacing such a fine instrument, 
it was a distinct relief no longer to be dependent on the one machine; it was known to be wear- 
ing out, but, even worse, there was a fear of sabotage, particularly during war years. 

In addition to the direct application of electronic computers to tide predictions, computer 
availability made possible more detailed analyses (for example, studies of 50 years of hourly 
heights, roughly a half million values) and digital recording (thus enhancing the state of the art 
for tide gauges as well as making possible more tide observations by reducing the manpower 
needs in data processing). Soon thereafter, dramatic advances were achieved in numerical 
modeling of tides, permitting for the first time research into the physics of tide generation in 
the world's oceans. Some of these advances have already contributed to improved predictions, 
and others will do so in the future. 

It seems logical to group these recent improvements as follows: 

A. Data Analysis 

1. Change in harmonic analysis procedure. The traditional analysis in the Coast and Geo- 
detic Survey (now the National Ocean Survey) solves for each constituent separately by a pro- 
cedure that tries to emulate what would be achieved by cutting the marigram (tide record) into 
constituent periods (for example, every 25.82 h for Ot, a principal lunar diurnal constituent), 
piling the cut sections vertically and averaging a mean curve for the constituent period through 
the pile (Schureman, 1941). By means of stencil overlays, hourly heights (solar time) are 
identified as constituent hours (with errors not exceeding 0.5 h and algebraically averaging near 
zero), and then a Fourier analysis for the constituent frequency and possibly some harmonics is 
made of the constituent hourly means. An augmenting factor is applied to the amplitude to 
correct for a small reduction caused by using solar rather than constituent hours. Because it is 
impossible to have a finite length of observations that is commensurable for all tidal frequen- 
cies, the length of record chosen for Fourier analysis minimizes but does not completely 
remove the effect of interfering constituents. This effect is removed to a large extent by a 
further process called "elimination." In theory, repetitive elimination would refine the results 
even more, but this was not found necessary. 

It is far more direct to solve for all constituents simultaneously, obtaining the complex 
amplitudes of cosine curves for each constituent that minimize the residuals in a least-square 
sense. For « constituents, we solve for 2n + I coefficients (including the mean term) and then 
obtain the harmonic constants (amplitude and phase lag for each constituent) by simple tri- 
gonometry. For 37 constituents, a 75 x 75 matrix could not be solved without very large com- 
puters, and hence this approach was unthinkable until recent times. The procedure has been 
found to be more accurate for one-year analysis than the traditional methods, and it is now 
used in the National Ocean Survey (NOS) in this country and by the tidal authority in the 
United Kingdom, the Bidston Observatory of the Institute of Oceanographic Sciences. The pro- 
cess does not require equally spaced data (in the time sense) and will work with data in random 
time, although the software is more complicated as each data point must be identified in time 
(Zetler et al., 1965). Comparative tests of the traditional and least-squares analysis procedures 
for 29-day series (approximate synodic period for phase, parallax, and declination of the moon) 
disclosed no advantage in the newer method; therefore the classical procedure has been 
retained in NOS, but the procedure has been modernized (in particular, stencil summing has 
been done away with). In 29-day analysis only K^ and Oi and M2S2 and N2 can ordinarily be 
resolved for species 1 and 2 (1 and 2 cycles per day, respectively).* Because the classical 

*Principal tidal constituents: A'I is lunisolar diurnal, O, is lunar diurnal, M2 and N2 are lunar semidiurnal, 
and S2 is solar semidiurnal. 
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method infers the effect of other disturbing constituents in the elimination process, this prob- 
ably gives it an advantage over the straightforward least-square analysis for the five constituents 
that offsets the improvements implicit in the latter process. 

2. Extended harmonic analysis. Once tidal predictions were no longer constrained to a 
finite set of constituents, the door was opened to improving shallow-water predictions by adding 
additional compound tides (integral sums and differences of principal constituents). Two 
independent studies used 114 constituents with frequencies up to 12 cycles per day to improve 
predictions for Anchorage (Alaska) and for the Thames estuary (Zetler and Cummings, 1967; 
Rossiter and Lennon, 1968). Solving for 114 constituents simultaneously would involve a 229 
x 229 matrix; fortunately this is not necessary as it has been demonstrated that sidebands are 
important only within each species (thus K\ sidebands do not affect M2), and therefore the 
solution may be simplified by requiring only that any particular matrix include all constituents 
within a species. A.S. Franco (Instituto de Pesquisas Tecnologicas, Sao Paulo, Brazil) has 
recently developed another approach using a matrix of the Fourier coefficients within a species 
to solve for constituent harmonic constants including numerous compound tides. 

3. Determination of the continuum. On occasion, Walter Munk has used the expression, 
"Noise exists everywhere but in textbooks on tides." He was referring to the tendency to look 
only at the tidal lines in the spectrum, disregarding the level of the continuum between the 
lines. In a plot of energy (or amplitude) versus frequency, the extent to which the value at a 
tidal line protrudes above the continuum is a measure of reliability of the tidal constants for the 
constituent. Over a period of a few years, Munk and various associates made a determined 
effort to evaluate the level of the continuum for a wide band of frequencies. Very sharp filters 
discriminating against tidal lines were used to establish the continuum between tidal species 
(Munk and Bullard 1963). Then it was demonstrated that if the noise level is sufficiently low, 
two tidal constituents can be resolved in a record of length shorter than their synodic period 
(Munk and Hasselmann, 1964). An extremely fine-resolution analysis in the low frequencies 
(0 to 0.75 cycle per day) showed the continuum decreasing monotonically in energy for higher 
frequencies and no significant peaks other than previously determined tidal constituents 
(Groves and Zetler, 1964). Finally cusps of energy were found between tidal groups (separa- 
tions of 1 cycle per month) and even between tidal lines within a group (Munk et al., 1965). 
The knowledge derived in these studies was particularly important in the development of 
response analysis and prediction (see below) and serves to establish a limit on the accuracy to 
which one may aspire for barotropic tide predictions in the open ocean. 

4. Response analysis and prediction. For any linear system, a input function ^„(t) and an 
output function x* (') are related according to 

X„U) = J  X,(HUMWI/T + noise (r) , 

where »„fr) is the "impulse response" of the system, and its Fourier transform 

Zm(f) = f <om„(r)e~2"lfrdT - Rm(f)ei*mn^) 

is the system admittance (coherent output/input) at frequency /. 

Response tidal analysis and prediction (Munk and Cartwright, 1966) uses as input func- 
tions the time-variable spherical harmonics of the gravitational potential and of radiant fluxt on 
the earth's surface. In practice, the integrals are replaced by summations; xm, «, and Z are 
complex. The discrete set of oi values are termed response weights. 

This method is the first successful major departure from the traditional solutions in which 
the tide oscillations are described by the amplitudes and phase lags for a finite set of predeter- 

tA function designed to vary with the radiant energy falling on a unit surface in a unit time; it is related to 
daily atmospheric pressure and wind variations and to seasonal changes in ocean temperature. 
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mined frequencies. Subsequently it was recommended that response analysis of short records 
(about one month) of pelagic tidal measurements use a response prediction at a nearby coastal 
station as the reference series (Cartwright et a£, 1969). The calculation of traditional harmonic 
constants from response admittances made results of the two methods compatible (Zetler et a/., 
1969). The optimum number of weights in response analysis depends directly on the length of 
record and inversely on noise level in a tidal band; more weights degrade the prediction and 
generate an artificial wiggliness in the admittance (Zetler and Munk, 1975). This study showed 
for the first time that better results are obtained by centering the lags to a potential retarded by 
the age of the tide* rather than to a potential centered on the prediction time. 

SCOR* Working Group 27, "Tides of the Open Sea," conducted an analysis workshop in 
conjunction with an intercomparison of open sea tidal pressure sensors. The report (Unesco, 
1975) shows a clear superiority for response procedures as compared with classical methods 
used by various national tidal groups. In addition to this statistical advantage, response analysis 
is more intellectually pleasing in that one uses the entire tide-producing potential rather than 
having arbitrarily to choose a finite set of tidal frequencies. 

The ability to separate gravitational and radiational contributions to the tide resolves an 
unsatisfactory aspect of results from classical analysis. If one plots the phase angles or the 
amplitude admittances (ratio of analyzed to equilibrium amplitudes) from traditional analysis 
against frequency, one usually finds a sharp bend or even a discontinuity at St (307solar hour). 
It is not reasonable that the ocean oceans should exhibit such abrupt changes, particularly 
always at the same frequency. The smoothness of the plots obtained for the gravitational 
admittances in Figure 3 (Zetler and Munk, 1975) using response procedures is undoubtedly due 
to the separation of radiational from gravitational inputs, whereas classical analysis produces 
combinations of the two. 
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FIGURE  3.     Amplitude  and phase admittances  for Bermuda referred to 
the gravitational potential.    The solid lines are grav admittances 
from  (grav and  rad)   response analysis;   the dotted  lines are  admit- 
tances  from traditional  analysis.     The response analysis was  for 
three 355-day series over a 9-year period.    The traditional analysis 
(1 year,   1934,   IHB  Spec.  Pub.   26,   #600)   furnishes a lumped   (vector) 
sum of  grav and rad admittances. 

*The time interval between a maximum range in the equilibrium tide and a comparable range at a particular 
place.   For example, equilibrium spring tides occur at new and full moon; in the ocean they occur 0.984 
(S2°-Mi°) hours later. There are comparable ages for maximum ranges related to perigee and to maximum 
declination of the moon. 
*Scientific Committee on Ocean Research 
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B.   Numerical Modeling 

A cotidal chart is one showing an areal distribution of times of high tide for particular consti- 
tuent relative to the equilibrium (theoretical) time of high tide for the same constituent. The 
cotidal lines, labeled in either solar or constituent hours, identify the locus of points at which 
high tide for the constituent occurs simultaneously. A feature of such maps is a system of 
nodal points, known as amphidromes, at which there is no vertical rise or fall. Some charts also 
include corange lines, contours of equal constituent amplitude. Near an amphidrome, corange 
lines tend to be concentric about the amphidrome with amplitudes increasing with distance 
from the zero amplitude point. 

Historically, cotidal charts have been based on seaward extrapolation from coastal and 
island observations supplemented by general knowledge of how tides behave in mathematically 
described basins. Inasmuch as ocean tides are modified significantly in the continental coastal 
zones, use of coastal and, even worse, harbor and estuary observations make these ocean pro- 
jections quite speculative. Nevertheless, until huge electronic computers became available, 
these empirical efforts were as good as could be done. In retrospect, some of the early cotidal 
charts have been found to be remarkably good and have served many useful purposes; those of 
Rollin Harris are outstanding examples of an advanced state of the art at the beginning of this 
century (Figure 4). 

FIGURE 4.  Harris cotidal chart for M2. 

In a parallel but quite different effort, hydrodynamicists have traditionally been concerned 
with solving the tidal equations developed by Laplace in 1775. Because of their complexities, 
various simplifying assumptions for hypothetical basins (such as flat bottom, boundaries, and 
stability) have been necessary (Hendershott and Munk, 1970). Although much has been 
learned in these earlier scientific efforts, the solutions have had little or nothing to do with tides 
in the real oceans. Realistic calculations require detailed bathymetry and boundaries, inconceiv- 
able before the advent of large electronic computers and marginal even today. When Pekeris 
presented a global solution for Mi at an international meeting about 15 years ago, Joseph 
Proudman, a prominent tidal authority, commented that he had not anticipated seeing this 
degree of success in his lifetime. 

A recent summary of the activities of SCOR Working Group 27, "Tides of the Open Sea" 
(Cartwright,   1975)  noted  various  problems  in  numerical  modeling  of tides:  "There  are 
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numerous esoteric sub-problems concerning stability, mesh size, boundary and depth topogra- 
phy, friction, but the most important and difficult appear to be representation of energy losses 
at the boundaries of shallow seas and at places of steep topography where internal tides are gen- 
erated, and the solution of the equations modified for a yielding Earth." 

Hendershott's more recent numerical studies include energy dissipation, ocean self- 
attraction, and the solid earth yielding to the weight of the oceanic tidal column. Figure 5 is a 
recent Mi cotidal chart by Hendershott and Parke. A description of other contemporary 
numerical tidal solutions (Hendershott, 1973) furnishes information on the tidal frequencies 
considered, boundary conditions, dissipation mechanisms (if any), and whether earth tides are 
considered 

Thus, theoretical studies are now using real data in realistic ocean models. Solutions are 
improving; in particular, it appears that an amphidrome first identified in a numerical study is 
real.   However, results indicate that many ocean areas are nearly resonant at semidiurnal 
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FIGURE 5.  Hendershott and Parke cotidal and corange chart for M2. 

periods. As a result, a variation in mean depth of only several hundred meters may change the 
M2 amplitude by a factor of 2 or 3. Furthermore, it has been found that changing the coastline 
slightly or refining the grid from a 2° to a 1° mesh changed the A/2 amplitude by as much as 
3 m (Pekeris and Accad, 1969). This extreme sensitivity make it difficult to evaluate empiri- 
cally the contribution of various parameters. 

In the past, physical models of various estuaries have been built in order to determine the 
effect of proposed man-made structures on the tidal regime in the estuary. For example, the 
model of San Francisco Bay (built in Sausalito by the U. S. Army Corps of Engineers) has been 
used in studying the effect of proposed salinity barriers on the tide in the Bay. Garrett (1977) 
recently used a numerical model to study the effect of a proposed power-generating system in 
the Bay of Fundy, with the large ranges of tide as the energy source. Ordinarily one would 
expect such a utilization to diminish the tidal range and would need to consider the economic 
consequences of the anticipated change. However, Garrett found the resonant peak of the 
basin to be only slightly higher than the M2 frequency (thus accounting for large tides) and that 
the proposed structure would reduce the resonant frequency, bringing it even closer to the M2 

frequency, and so would lead to very little, if any, reduction in amplitude. 
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C.  Recording 

Pelagic pressure sensors, capable of measuring the tide on the sea floor in the deep parts 
of the oceans are an important technological development in recent years (Unesco, 1975). 
Pioneered by Frank Snodgrass at Scripps Institution of Oceanography and Marc Eyries in 
France, the state of the art has rapidly advanced to the point that only financial considerations 
deter us from obtaining the global grid of tide observations needed for an optimum set of coti- 
dal and corange charts. A recently published global compendium of tidal harmonic constant for 
pelagic stations contains information for more than a hundred places, (Cartwright et al, 1979). 

In the Unesco report on an international intercomparison of open-sea tidal-pressure sen- 
sors, five types of sensor were found to intercalibrate closely (Unesco, 1975). Among the 
several mooring techniques used in the experiment, the self-contained acoustic "pop-up" unit 
showed a clear superiority. In the MODE (Mid-Ocean Dynamics Experiment) exercise, tidal 
data were obtained for the first time from an array of pressure sensors on the sea floor. Figure 
6 shows that the phase angles obtained for MODE stations match Dietrich's M2 and K\ cotidal 
charts well (Zetler et at., 1975).  The Mi tidal currents inferred from the gradients of observed 

  191725* 

Ki 

BERMUDA 

)87.0o,6.70cm-^IJr 

—-—-~~195° 

V^AOML 

^REIK 

93.9° 7.47cr>W^ 

iOML3,-~-jM^ 

•--\98-' 

-197.4°, 7.80cm 

2°N       ^X 

J'   \^ 12^.\ 

\ 

6° 

1           t\ 

\\\ 18\ \ 

M, 

72° W 70° 68°                       66°                       6 

-X^         BERMUDA 

X     358.3°, 35.63cm 

- 
4> 

V - 

0.7°, 3 

0.6° 

_J^ REIKO 

34.45cm      ,_- „,, 
,-358.9°, 33.60cm 

A0ML3 

EDIE     •r' 2.5° 32.07cm 

FIGURE 
North Atlantic for Ki 

Right panels show Dietrich's (1944) cotidal lines in the 
respectively.  Values are in 

solar hours, with dashed curves designating interpolation by Zetler 
et at.,  (1975).   The MODE area falls within the shaded square, which 
is shown on an enlarged scale in the left panels, for comparison with 
the results at MODE stations (•). 



TIDE PREDICTIONS 201 

pressures fit the barotropic component of the observed tidal currents reasonably well; the latter 
also contain large baroclinic components, whereas the small baroclinic contributions to the pres- 
sure gradients have been further reduced because the station spacings are roughly comparable 
to the baroclinic wavelength. 

Numerical modelers have recommended observations at "antiamphidromes" (locations of 
maximum tidal amplitude) in order to calibrate their results. Furthermore, to work with inter- 
mediate scale models (portions of the world's oceans), because of the need for more dense 
topographic grids, they will need tidal observations at the boundaries of sections in the open 
ocean. The technology for this is now available, and some programs along these lines are 
already under way at the Institute of Oceanographic Sciences in England. 

Time has passed by the 2000 or so conventional tide gauges used throughout the world; 
there have been few changes since Lord Kelvin argued the case for using a pencil before the 
Institution of Civil Engineers in 1882. The gauges continue to measure the height of a float in 
a stilling well (cylinder with a small orifice near the bottom to filter out wind waves). The only 
significant change has been the utilization of digital recording on magnetic and punched paper 
tape; these have significantly reduced tabulation and analysis costs, making it possible to obtain 
and process more observations with available resources. 

CONCLUSION 
Subsequent to the preparation of the abstract, a new publication (Zetler, 1982) describes 

modifications to the computing processes for tide analysis and prediction at the U.S. National 
Ocean Survey. This publication serves as a supplement to various National Ocean Survey 
manuals, in particular to Schureman (1941). 
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AUTOMATED  DIGITAL  SIMULATION  OF  TIDES  S  LONG WAVES 

R.F.   Henry* 

Abstract 

A system for indirect programming of shallow-water models is 
discussed, particular attention being given to facilitating successful 
operation by novice users. Pre-developed programs are used to check 
numerical coding of model layout, to execute the finite-difference 
computations required at each time step and to analyse the computed 
surface elevations and velocities. Many error-prone steps are thus 
eliminated and model development is speeded for modest increase in 
computation costs. 

1. Introduction 

This paper describes a method which simplifies development of 
numerical models of long-wave phenomena such as tides, tsunamis and 
storm surges. The irregular geometry of most coastal seas complicates 
the programming of numerical models severely, even for the simplest 
finite-difference representations of the governing shallow-water 
equations. The principal aim of the system of programs described here 
is to automate the detailed programming steps necessary to fit a 
finite-difference scheme to a particular coast. The availability of 
such programs permits even an inexperienced programmer to develop a 
working model quickly and, at the subsequent calibration and 
verification stages, allows experimental changes, such as relocation 
of boundaries, to be made rapidly without extensive debugging checks. 
The modeller is thus freed from programming difficulties and delays 
and is able to concentrate on scientific aspects of the work. 

The basic concept used is that, after a suitable grid has been 
laid out to cover the coast in question, instead of programming the 
specific computational steps necessary for each variable on the grid, 
a numerical code is assigned to each variable to indicate the nature 
of that point and the type of calculation to be carried out there at 
each time step. In this way the task of programming the 
finite-difference calculations is split into two distinct stages, 

a) numerical coding of coastline layout 
b) development of a general time-stepping subroutine, which, 

given the corresponding code, performs the computation 
required at each grid-point under the particular 
finite-difference scheme adopted. 

The advantage of this approach is that step b) has to be tackled 
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only once for a particular finite-difference scheme, and when the 
time-stepping subroutine has been fully checked out, a major source of 
programming errors is eliminated from all models employing it 
subsequently. Provided that the same governing equations hold, only 
stage a) has to be carried out when a new model is developed and as 
shown later, a graphical checking procedure can be used to ensure that 
no errors are made at that stage. 

Leendertse (1967) used numerical coding to specify location of 
model boundaries but Heaps (1969) seems to have been first to perform 
all computations on the grid indirectly via numerical codes. Abbott, 
Damsgaard and Rodenhuis (1973) announced an extensive proprietary 
software package for indirect programming of shallow-water models, but 
limited information about this system and its later developments has 
appeared in the open literature. The work described in the present 
paper essentially extends Heaps' method, increasing the practicability 
by using a simpler grid, by breaking the coding process down into 
stages of which only the simplest has to be carried out by the user 
and by providing graphical means for checking the coding. The result 
is a set of programs, which can be used easily in 'black-box' fashion 
by inexperienced programmers but which are straightforward enough to 
be altered fairly readily by more experienced users to suit special 
requirements. 

Unfortunately, the combination of grid and difference-scheme used 
by Heaps proves rather cumbersome for indirect programming. Because 
both components are defined at all velocity-points, 19 distinct types 
of velocity point are possible, even though only two types of boundary 
are permitted. This complexity makes it difficult to code the model 
geometry correctly. The Richardson grid (Figure 1) used here is 
better suited to indirect programming, as far fewer distinct 
configurations can occur at boundaries. This has facilitated 
development of a plotting program to permit visual checking of coded 
model layout. A plot of the model boundaries is produced from the 
allotted numerical codes. Comparison with the original grid diagram 
then quickly reveals any errors in coding. If the model boundaries 
are altered during development, the revised layout can be checked 
similarly. This graphical feedback makes indirect programming 
considerably more practicable. 

To summarize the procedure, the modeller is required to choose a 
Cartesian grid of suitable orientation, size and spacing for the water 
body in question and to provide a corresponding array of mean water 
depths. The position and nature of the various boundaries are then 
coded numerically as described later and the coding is checked 
visually using a pre-developed graphical program. The numerical model 
is then programmed, all the necessary finite-difference calculations 
being handled by a pre-developed time-stepping subroutine. The 
modeller must supply a subroutine which provides values of any 
time-dependent forces or boundary conditions influencing the water 
body. 

A model programmed using this technique takes roughly 20% more 
computing time than an equivalent model in which the finite-difference 
equations are    programmed specifically for the particular grid in 
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Fig.  1.      The Richardson Grid 
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question, but the saving in initial programming effort and subsequent 
debugging time is substantial even for an inexperienced programmer. 
Memory requirements are increased by the need to store the code arrays 
required. Full details of the various programs which have been 
developed to implement the graphical and finite-difference operations 
discussed above are  given in Henry (1982). 

2. Governing Equations 

The methods described in this paper apply to problems governed by 
the partly linearized shallow water equations 

nt = -(du)x - (dv)y (1) 

ut = " 9nx  + fv " p(U)+ Q(U) (2) 

fu - F<v>+ G<
v' gny  - fu - F*"+ G*" (3) 

where 

n(x,y,t) = elevation of water surface above mean level 
u(x,y,t) = depth-averaged velocity in x-direction 
v(x,y,t) = depth-averaged velocity in y-direction 
d(x,y) = mean water depth 
x,y = Cartesian coordinates in horizontal plane 
f = Coriolis coefficient (assumed constant) 
g = acceleration due to gravity 
t = time 

F(u'and F(
V
) represent bottom friction terms.  One stepping 

subroutine makes provision for friction linearly proportional to 
velocity, i.e. F(

U
) = ru, F'

V
) = rv, while another uses the more 

commonly assumed quadratic friction forms: 

ku(u2+ v2)1/2      , N   kv(u2+ v2)l/2 
F(u) =      ; F(

V
) =         (4) 

d d 

The respective friction coefficients r and k are currently taken to be 
uniform throughout the model, but later versions of the stepping 
subroutines will permit the friction coefficient to vary with 
position. Also it is intended to supply a version using (d+n) in 
place of d in the denominators of (4), in order to simulate fluid 
behavior in very shallow water more accurately. By design, these 
stepping subroutines are readily interchangeable, so that variations 
on the underlying finite-difference scheme can be tried in the same 
model with negligible reprogramming. It would be possible to write a 
master stepping subroutine containing all options likely to be 
required, but this would be less economical in computing time. 
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The terms G(") and G(V) in equations (1) - (3) represent 
relevant forcing effects due to external influences. In general these 
will be both time- and space-dependent. Appropriate values for these 
must be specified for the particular problem considered through a 
user-provided subroutine. 

3.   The Richardson-Sielecki   Finite-Difference Scheme 

The simple Richardson grid shown in Figure 1 was chosen as the 
basis for the finite-difference scheme because it minimizes storage 
requirements and permits particularly simple simulation of coast- 
lines. At interior points of the grid, equations (1) to (3) are 
represented by Sielecki 's  (1968) scheme. 

'Hj "   n^ _     (du +di+1J)Vl,j  -(Vij + dij»i 
At 2.AX 

(d..+ d.   .   ,)v.   .   ,  -  (d.   .  ,  + d..)v.. 
-      *"J      1 »J+1    1 >J + 1 1 'J-1        ]J    TJ 

2.Ay 

(5) 

1LU1    =  - g    nij  " *U1'*   + fv       -  F(u)  +  G(") (6) 
At AX ij        lj ij 

IlLlllA    =  - g    nij   " ^J-1  - fu' - F(v)  + G(») (7) 
At Ay ij       ij ij 

where 
At  = time  step 

AX,Ay  = grid interval   sizes  in  in  x,y directions  respectively 
d-j j  = mean water depth at elevation point n-jj 

1 
i,j-l + ul+l,j-l + uij  + ui+l,jl 

vij =7 tvi-l,j + vij + Vi-U+1 + vi,j + ll 

Primes indicate variables updated during the current time step; 
unprimed variables are those evaluated at the previous step. The use 
of old (unprimed) values of v in the Coriolis term in (6) and new 
(primed) values of u in the corresponding term in (7) eliminates the 
need to store any but the most recently updated values of each 
variable, provided that the equations are applied in the order given, 
that is, at each time step, all nij are updated, then all of the 
u-jj, and finally all the v-j j.   The same conclusion applies if 
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evaluated in the order n>v,u, using old values of u in the v-equation 
and new values of v in the u-equation. To reduce possible bias, the 
stepping subroutines provided evaluate the variables in the order n', 
u', v', on odd-numbered steps and n'» v',u', on even-numbered steps. 

Sielecki showed that the condition for stability of the above 
scheme, in the absence of boundaries, is 

At < **i*y  (8) 
- [9dmax(Ax2 + Ay

2)]V2 

4. Numerical Coding of Model Geometry 

The choice of grid for a model is necessarily a compromise among 
many requirements. The location and orientation of the grid is 
influenced mainly by the accuracy with which the coastlines can be 
approximated by line segments of the grid. This fit can usually be 
improved by increasing the grid resolution, which implies using more 
variable points and taking shorter time steps to maintain numerical 
stability, thus raising computing costs. Once the grid has been 
chosen, as objectively as possible, all variable points on the grid 
are allotted appropriate (primary) integer codes. An elevation point 
n -,- -; is given the code number (KE)-jj = 1 if the point lies on a 
sea-boundary along which surface elevation is to be specified as a 
function of time; any other elevation point has the code (KE)-jj = 0. 

Points on the grid where velocity components u-jj or v-jj are 
defined are each allotted a corresponding subscripted code (KU)-jj or 
(KV)-jj which can  have the following values: 

Primary codes KU.KV Location of Velocity Point 
at Velocity Points 

1 on line segment representing land boundary 
(coastline or island) 

2 on line segment representing spit or causeway 
with water on both sides 

3 at sea boundary where velocity is to be 
specified 

4 on radiating sea boundary (discussed below) 

0 elsewhere 

The allocation of these codes will now be illustrated with the 
aid of the very simple example in Figure 2(a). Here, the velocities 
ul 1 > U12> U13 on *ne sea-boundary at the left side and vm, vsi at the 
bottom edge of the grid are specified functions of time derived from 
current meter observations. Elevations n , n71> n7u 

at the 
right-hand sea boundary are also known functions of time, obtained 
from water level gauges. 

The upper boundary on which points v ,v  are located is a 
4 6  56 
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Fig. 2.  Sample Water Body and Primary Codes 
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radiating sea boundary. Where there are good grounds for assuming 
that no waves enter the model area from an adjacent water body, it is 
appropriate to use a radiation condition on the sea boundary between 
the two. This permits waves reaching the sea boundary from the 
interior of the model to pass out of the model domain. 

When choosing the model grid initially, radiating sea boundaries 
parallel to the x-axis of the model should be placed to run through 
v-points on the grid (as illustrated in Figure 2). Similarly, those 
parallel to the y-axis should run through u-points. It is assumed 
that the radiation problem can be treated one-dimensionally at each 
velocity point on the sea boundary and thus that the surface elevation 
and normal velocity at the boundary are related by 

outward normal velocity = (g/d)l/2 x elevation 

Since there are no elevation points actually on the boundary, the 
nearest interior elevation value is taken instead, so that the 
formulas used in the stepping subroutines for u-points on radiating 
boundaries facing in the positive or negative x-direction are 
respectively: 

"ij = (9/di-i,j)1/2 . nui.j 
or 

Uij = - (g/d-j j )!/2 . nij 

Similarly, at radiating sea boundaries facing in the positive or 
negative y-directions,  the formulas used are respectively: 

vij  = (9/di,j-l)1/2 • ni.j-i 
or 

vij  = - (g/d-j j )1/2    . nij 

For example, in the model shown in Figure 2, at each time step, 

the new velocity values v , v , on the radiating boundary are 
4 6   56 ii 

found from the newly-updated elevations n 5> n  by putting 

\6 = (g/d,5)
1/2 • <5;  v;6 = (g/d55)i/2. n;5 

This simple but effective radiation condition was introduced by 
Heaps (1974). In practice, transmission across the boundary is nearly 
complete for waves impinging normally on the boundary, but there is 
considerable unwanted reflection when the angle of incidence exceeds 
45°. Tests show that use of the radiation condition can reduce the 
permissible time step by as much as 50%.   Equation (8) should 
therefore be amended to 

At 
AX. Ay 

2fgd      Ux2 + Ay2)]1/? 
max 



TIDES AND LONG WAVES SIMULATION 211 

Manual preparation 
of primary codes 

TGraphical entry of | 
!  model geometry   i 

I 
Reduction to    i 
primary codes   ! 

I 
Graphical check of 

primary   codes 

Conversion   to 
intermediate codes 

Model using stepping 
subroutines with linear 
or quadratic friction 

i   Conversion  to    i 
"1 secondary codesj 

i Model using stepping | 
| subroutine with advection I 
i     and quadratic friction     ! 

Completed. 

[_ j Under development. 

Fig. 3.      Preparatory Steps 
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to ensure stability in models using the above type of radiating 
boundary. 

There is to be no flow across any 'land' boundary in the model 
and consequently, all the corresponding velocity components, e.g. U34, 
u 6i> V

H> 
v2<t> are t0 be set at zero. Also, v22 is zero, as there 

can be no transverse flow at the line segment representing the small 
island where v22 is situated. 

The arrays of numerical codes which describe the geometry of this 
model, according to the list given above, are shown in Figures 
2(b),(c) and (d). This coding stage of the procedure is represented 
by box A in Figure 3, which shows the sequence of preparatory steps 
required for a model. Currently, a file containing the numerical code 
arrays has to be prepared by the modeller, but work is in progress 
using interactive graphics (E in Figure 3) to replace manual entry. 
The coastlines and superposed grid are displayed and the grid segments 
which are to represent boundaries are then selected and designated 
using a cursor or light pen. The nature of each boundary is entered 
at the same time through the keyboard. However, manual entry of the 
primary codes, which will remain necessary in the absence of suitable 
graphics hardware, is very straightforward, due to the limited number 
of codes involved and the provision of a program for graphical 
checking. The latter requires only an off-line graphics facility. 

5. Graphical Check of Primary Codes 

Correct description of the location and types of the model 
boundaries is of such obvious importance that a program has been 
developed for plotting the model layout defined by the allocated 
primary codes. The plotting scale used can be set equal to that of 
the chart on which the model grid was set out, so that by overlaying 
the plot on the chart the correctness of the numerical coding can be 
checked very readily. It is also worthwhile repeating this graphical 
check (C in Figure 3) whenever changes are made to the primary codes, 
for whatever reason. 

Figure 4 shows the plot thus produced from the primary codes 
given in Figures 2 (b), (c) and (d). The boundaries are distinguished 
by use of the following line codes: 

  closed boundaries 

  spit or causeway 

- •• sea boundary with specified variable 

  radiating sea boundary 

The plotting program uses standard CALCOMP plotting subroutines. 

6. Conversion from Primary to Intermediate Codes 

Although the primary codes describe fully the location and type 
of every boundary, they do not contain certain information about 
relative locations required by the time-stepping finite-difference 
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Fig. 4.  Layout of Sample Model as Plotted from Primary Codes 
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subroutines. For this reason, another program is used (B in Figure 3) 
to convert the primary codes into a more numerous set of 
'intermediate' codes. The latter distinguish, for example, between 
inactive variable points on land (or outside the model domain) and 
active points in the model interior. The primary to intermediate 
conversion program also works out the bounds of the area of grid 
containing active variable points, thus reducing the amount of 
computation required in the time-stepping subroutines at each 
time-step. Users generally need not concern themselves with details 
of the intermediate codes and scanning bounds. 

Boxes G and H and Fig. 3 refer to programs being developed to 
permit substitution of a stepping subroutine based on the full 
non-linear shallow-water equations in place of the partly linearized 
versions presently available. An even fuller set of codes, here 
termed 'secondary', are required in that case to cope with the variety 
of special cases which occur in the vicinity of boundaries. 

7. Programming a Model 

After the above preparatory stages of coding, checking and code 
conversion have been carried out, one proceeds very much as in 
programming a model by the usual direct method, except that the 
intricate programming of the finite-difference calculations is 
replaced by a simple call to the appropriate time-stepping 
subroutine. The other major difference is that time-dependent forces 
and boundary values are supplied at each time-step by calling a 
subroutine which loads specific storage locations with this data, 
rather then by summoning values directly where required in the 
finite-difference coding. 

It is useful to visualize the linear arrays used to store 
boundary values as lying parallel to the boundaries on which the 
values are used, as shown in Figure 5, which refers to the simple 
example of Figure 2. By having each array the same size as its 
respective side of the model grid, the same numbering can be used for 
both. Thus in the example, the values to be supplied at each step for 
ujj are stored in (BL)j, j = l,2,3; those for v-j j, in (BB)-j , 

i = 4,5 and those for n7j in (BR)j, j=2,3,4. The storage arrays, 

which are a fixed feature of the time-stepping subroutines, can be 
used for holding elevation or velocity values as required for the 
model in question. Cases where this storage arrangement could lead to 
values for two different boundary points being allotted to the same 
storage location hardly ever seem to occur in practice and have not 
been catered for. Values supplied by the user at each time-step for 

the forcing terms G(
U
) and G(

V
) (equations 2 and 3) at every 

relevant variable point are stored in two-dimensional arrays where 
they are subsequently accessed by the stepping subroutine. 

Some of the storage locations just discussed go unused in most 
models - for example, none of the boundary storage array BT pertaining 
to the upper boundary in Figure 5 is used - but this is a reasonable 
price to pay for other conveniences of the method. 
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Fig. 5.  Storage of Boundary Input Values for Sample Model 
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Fig. 6.  Typical Model Flowchart 
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Figure 6 shows a simplified flowchart suitable for many models. 
The conversion from primary to intermediate code is shown included in 
the model program, since in many cases, modellers make numerous 
boundary changes during model development. Some further details are 
given in Henry (1982) and the results of an actual run with the model 
shown in Figure 2 are listed there for check-out purposes. 

8. Further Developments 

Besides extensions already mentioned, a number of auxiliary 
programs are being developed, mainly for performing standard analyses 
of results from production runs with the completed model. For tidal 
studies there is a program which carries out harmonic analysis of 
computed currents and surface elevations, while for storm surge models 
another program is being developed to log the maximum height reached 
at each elevation point during any specified period. Since the model 
shape is already expressed in the primary codes, the latter are used 
to confine the analysis computations to active variable points, to 
organize the layout of printed results of the analyses, and also to 
produce plots of the boundaries in subsequent graphical programs, such 
as one which can contour any designated scalar field computed during 
the analysis. 

9. Conclusions 

The method of programming shallow water models discussed in this 
paper is designed to answer a need for rapid, error-free application 
of well-known finite-difference methods to different coastal areas. 
The basic concept involved, indirect programming or selection of 
algorithms via numerical codes, has attracted interest for a number of 
years but has not come into widespread use. This paper proposes some 
improvements which should help to make indirect programming into a 
really practicable tool. These include: 

a) the number of different numerical codes needed to describe 
the model layout is kept very small, the more numerous set 
of codes required to control the finite-difference 
computation being produced automatically by a pre-developed 
program; 

b) the user's choice of codes to define the layout is checked 
graphically for errors; 

c) the finite-difference scheme employed can be changed by 
replacing one subroutine by another. 
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LONG WAVES OVER THE GREAT BARRIER REEF 

by 

•k 

Eric Wolanski 

ABSTRACT 

Low-frequency forcing of water currents over the continental shelf 
°f Australia is quite strong and should be taken into account when 
the flow for durations greater than 1 day is important.  In the case 
of the Queensland coast, the longshore wind generates barotropic contin- 
ental shelf waves, raising or lowering the mean sea level by as much 
as 30 cm and generating longshore currents over the continental shelf, 
even very close to the coast, that are often larger than the tidal 
currents.  These wind-driven currents can reverse sign, flowing 
alternately northward and southward, although the longshore wind 
stress, though fluctuating, does not change direction.  To reproduce 
such phenomena in an analytical or computer model of wind-driven 
currents, it is necessary to extend the offshore boundaries of the 
model offshore from the continental shelf break. 

1. INTRODUCTION 

In 1966, Hamon digitized sea level observations at various ports 
around Australia, removed the tidal component from the time series 
and discovered that the "mean sea level" is not a constant.  Shelf 
waves were thus discovered and have since been intensively studied by 
physical oceanographers (see a review by Allen (1980) and Winant 
(1980)).  In their simplest mode, the continental shelf waves are 
disturbances of the sea level, highest near the coast and negligible 
in the deep ocean, with a longshore wave length often exceeding 
1500 km, of duration typically one to two weeks, raising or lowering 
the mean sea level by as much as 50 cm. 

Until recently, coastal engineers in Australia have often 
ignored these waves in many applications where currents were a design 
parameter, presumably because the sea level disturbance (say, 30 cm) 
is small compared to the tidal range (say, 2 m).  Yet, as will be 
shown, the currents introduced by shelf waves can be stronger than the 
tidal currents.  Further, the shelf-wave-driven currents can reverse 
sign, though the wind direction does not change, typically in one 
to two weeks, so that water current investigations of duration less 
than two weeks will likely lead to aliased data if the mean flow has 
to be determined, such as for estimating the dispersion of contaminants 
from outfalls. 

2. FIELD STUDIES IN AUSTRALIA 

As part of the research program in physical oceanography by the 
Australian Institute of Marine Science, I have run a long-term study 
of water currents over the continental shelf of the Great Barrier Reef. 

* Principal Research Scientist, Australian Institute of Marine 
Science, P.M.B. No.3, Townsville, Q.4810, Australia. 
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The initial study site was the central region (16 to 20°S lat.) from 
1980 to 1981, and more recently the northern region (9 to 15 S) from 
1981 to 1982.  The study in the central region, which is reviewed here, 
involved the deployment and maintenance for more than one year of self- 
recording current meters, water level recorders and weather stations. 
The location of some of the instruments is shown in Fig. 1. 

Wind 

It was found (Wolanski, 1982) that, in the trade wind season, the 
dominant wind direction changed from westward over the Coral Sea to 
northwestward over the continental shelf.  The dominant wind component 
was found to be highly coherent over distances of at least 1500 km, 
with negligible time lags from site to site, so that the wind-field 
over the continental shelf can be treated as time-dependent but 
stationary.  The wind is energetic at all periods greater than a few 

Figure 1 Location map, with depth in m, showing the mooring sites of 
some of the current meters ( A ), water level recorders(• ), 
and weather stations (A ). 
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days, with a suggestion of a peak in the wind autospectrum at about 10 
and 30 days duration. 

Currents 

Because the shelf is fairly flat (Fig. 2), the current meters were 
all in comparable depth. Baroclinic effects on the shelf are not very 
important, except near the shelf break (Wolanski and Pickard, 1983), 
because the shelf waters are well-mixed, the thermocline being located 
at 100 m depth or so, i.e. offshore from the continental shelf break. 
In Fig. 3 are shown the low-frequency (after removing the tidal signal) 
current time series at several locations, over roughly 4 months. At 
the Green Island mooring site, the tidal component of the currents is 
so weak that the longshore currents do not reverse sign with the tides, 
though a spring tidal range of about 3 m  is experienced.  Instead, as 
can be seen from Fig. 3, the currents are alternately northward and 
southward, reversing sign in typically one to two weeks.  Such low- 
frequency forcing is apparent at all sites (Wolanski and Bennett, 1983). 
At Green Island and Euston Reef, the longshore currents are nearly 
equal and no residual 'mean flow' is found after several months, 
although, for practical purposes, the longshore wind component did not 
reverse sign (Fig. 3). 

Sea levels 

The variance of the sea level signal is primarily (90%) due to 
diurnal and semi-diurnal tides. The spring tidal range exceeds 3 m, 
the neap tide range is about 40 cm. The low-frequency signal is 
typically 30 cm from peak to trough (Fig. 3) and is found to be highly 
coherent at all stations 

Propagation of the disturbances 

Using lagged correlation techniques or coherence and phase 
calculations, it was shown (Wolanski and Bennett, 1983) that the low- 
frequency longshore current and sea level disturbances are travelling 

0 ^^~~~ ^__^ 
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2000m 

i 
1200m 

Figure 2  Offshore bathymetry at two locations. 
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Figure 3 

Time series of the low- 
frequency longshore 
wind component 
(positive if northward), 
of the low-frequency 
sea level and longshore 
currents (positive if 
northward) at various 
locations.  The letters 
A to D identify some 
wind-driven events. 
Note that the longshore 
wind component is nearly 
always positive, but 
that the currents 
reverse sign. 

140 170 200 230 260 
TIME (DAY NO. IN 1980) 
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longshore northward at a speed of roughly 450 km day  , although the 
wind field is stationary and the longshore wind component is highly 
correlated with both the low-frequency longshore currents and the low- 
frequency  sea levels. 

3. MATHEMATICAL FORMULATION 

The f-plane shallow water wave equations are 

u + uu + vu - fv = -gh + TX/(H+h) - FX/(H+h) (1) 

v + uv + w + fu = -gh + Ty/(H+h) - Fy/(H+h) (2) 

h + ((H+h)u)  + ((H+h)v)  = 0 (3) 

where t is the time, x and y the horizontal Cartesian coordinates 
(x is oriented cross-shelf pointing offshore, y longshore poiting 
northward, the origin being at the coast), u and v the corresponding 
velocity components, Tx and Ty the wind stress components, and Fx and 
F^ the bottom friction components.  A subscript indicates a partial 
derivative, g is the acceleration due to gravity, H is the undisturbed 
water depth, h the sea level disturbance, and f the Coriolis parameter. 

Equations (l)-(3) are non-linear but can be greatly simplified 
without losing the important physical processes controlling the dynamics 
of water currents over the Great Barrier Reef continental shelf.  Using 
the array of current meter and tide gauge data centered around Brook 
Island, it was possible (Wolanski and Bennett, 1983) to estimate a 
number of terms in equations (l)-(3). For example, as is shown in 
Fig. 4,  the sea level vertical velocity, h , can be neglected in 
equation (3).  This approximation is called the "rigid-lid assumption" 
( e.g., see Allen , 1980 )f  and averages out the seiching which occurs 
during wind set-up.  This seiching has a time scale appropriate to the 
time taken for a long surface gravity wave to traverse the shelf and 
that is about typically 1-2 hours.  The cross-shelf momentum equation 
(1) is simplified in practice (Fig. 5) to a simple geostrophic balance 
between the longshore current, v, and the cross-shelf slope of the 
water surface, h .  The non-linear terms can be neglected and the total 
depth (H+h) in equations (1) to (3) can be approximated by the 
undisturbed depth, H. 

With these approximations, originating from the field data, the 
equations of motion become 

- fv = - ghx (4) 

v + fu = - gh + Ty/H - Fy/H (5) 

(Hu)  + (Hv)  = 0 (6) 

To model the wind-driven currents, we assume a simple topography, 
shown in Fig. 6 , namely a shelf of uniform depth H and extending 
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Figure 4   Term balance in the continuity equation (3) 
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Figure 5 Time series of various   terms  in the  cross-shelf momentum 
equation  (1) 



GREAT BARRIER REEF 225 

from the shore (x=0) to the shelf break (x=L), the ocean of depth H 
extending from x=L to infinity. 

The boundary conditions are continuity of sea level h and of 
cross-shelf fluxes uH at x=L, the disturbance h vanishing as x goes to 
infinity (the data showing that the mean sea level perturbations are 
much smaller over the Coral Sea than over the shelf), and u*0 at x=0. 

The forcing is provided by the longshore wind stress (from which 
the time-averaged mean wind has been substracted as the mean flow is 
very small) 

=0, for y < 0 

=T exp (iwt),  for  0 < y < A        (7) 

=0, for y > A 

where T is a constant, w the frequency, A the size of the wind-field, 
and i=(2l)-S. 

The solution, to order H /H , is 
  s o 

u = - xvy (8) 

h = (x-L) fv/g (9) 

v= B exp (iwt)  (1 - exp (-lwy/c) exp (-by/c))    (10) 

(TQ/Hs)/(i(w-ib)) 

r/H s 

- fL 

(11) 

(12) 

(13) 

Figure 6 Sketch of the model geometry 
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where r is the friction coefficient, assuming a linear law 

F7 = rv (14) 

which turns out, from the field data, to be of the order of 
2. x 10~4 m s~l,  c is the phase speed of free shelf waves, about 
200-230 km day" in this region. 

A number of features of equations (8) to (10) are in good 
agreement with observations, namely that v is independent of x, that 
h is largest at the coast, and that v and h are in phase.  Further, 
the correlation field of sea level and current disturbances propagate 
northward longshore at a phase speed of 2c, i.e. about 450 km day"-'-, 
in good agreement with the observations. From equation (10), it is 
apparent also that the longshore current, v, can be alternately 
northward and southward, resulting in a net zero total displacement 
after one period (wind event). 

Near the shelf break, the ocean stratification introduces 
important baroclinic effects.  These are compounded by the effects 
of the Great Barrier Reef which, as it turns out, result in only a 
small enhancement of the friction over the shelf by damping the 
exchange of water between the continental shelf and the Coral Sea. 
The link between the shelf and the ocean effectively traps the 
disturbance over the shelf and implies that a mathematical or 
computer model of wind-driven currents over the shelf must cover an 
area extending offshore from the continental shelf break. 

The low-frequency modulation of sea levels controls the frequency 
of inundation, hence the flushing of coastal wetlands in Queensland. 
This modulation of sea level can also be important in harbours where 
depth is limiting, and in shallow shipping lanes such as Torres 
Strait (Wolanski and Gardiner, 1981, Wolanski and Thomson, 1983). 
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CYLINDRICAL LONG WAVE INTO A CYLINDRICAL SHELF 

HENRY POWER* 
UNIVERSIDAD CENTRAL DE VENEZUELA, VENEZUELA 

ABSTRACT 
Based on the linear non-dispersive  theory,  the reflection of a 

Converging Cylindrical   long wave, of wave length L,  onto a Cylindrical 
shelf, of radius r = a and positive or negative height A    h relative to 
an otherwise flat bottom,  is  study analitically.   It is found that these 
linear approximation agrees well  with the existing non-linear numerical 
solution when the ratio a/L  is large enough.   It  is also found that these 
two-dimensional   reflection process  is  the contrary of the corresponding 
one-dimensional  case,  since the solution of these problem gives a nega- 
tive reflected wave for a positive step and a positive  reflected wave 
for a negative step. 

1. LNXRODUCTION 
In this paper we will discuss the reflection of Cylindrical long 

waves by a submerged Cylindrical shelf of radius r = a. Solving, anali- 
tically the linear nondispersive Cylindrical  wave equation. 

It is known that for infinitesimal  wave on constant depth, water 
motion in long waves  is essentially horizontal ,  implying that the vertj[ 
cal   variation is weak and the pressure is  hydrostatic.   If we consider a 
vertical  fluid columm of base  section dr rde        and height h + n  , whe- 
re h  is the water depth and n    is  the wave amplitude measured from the 
undisturbed    water surface,  the    rate of change of fluid volume in the 
columm is 3n|st rdrde       .   If,  the vertical  variation  in the horizontal 
velocity is  ignored as  is suggested above,  the net rate of volume flux 
into the columm is 

_ v-u  (h+n  )  rdrdo , 

where v denotes the horizontal gradient in polar coordinates 

(3,1 3 ). 
ar r e 

Mass conservation is satisfied, if the two rates are equal,(incompres - 
sible fluid) hence 

3,n + ?• u(h + t,)  0 
3T 

*Profesor Agregado, Instituto de Mecanica de Fluidos, U.C.V. 
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For waves having a vertical axis of symmetry at all times, the 
above equation can be written as 

nf + 1 (( h + n) r uL = 0, (2) 
L  r r 

where u is the radial velocity considered constant in the entire depth. 
In terms of the velocity potential, inviscid and icrotational flow, we 
have, that the linear version of equation (2) is 

n
t 

+ ll (>" *r)r = 0 . 
r (3) 

In the momentum balance, we only consider horizontal components 
and neglect convective inertia (non-linear term), therefore 

flt= - 1  vp, 
P (4) 

Assuming now, that the pressure is hydrostatic, 

p = p (n-z)g, 

The momentum equation becomes 

u = - g vn . 
1 (5) 

Introducing the velocity potential into equation (5), we obtain 

n = - 1_ a*_ . (6) 
9 3t 

Substituting equation (6) into equation (3), we have 
2    2 

I  3* = 3_* + 1 a* , ,,. 
c
2 *td      3r2  r" 3> \'l 

The above equation j_s the linear nondispersive Cylindrical wave equa - 
tion, where C = *gh is the shallow water phase velocity. 

Chwang and Wu (1976) investigated the reflection and transmission 
of a converging cylindrical solitary wave due to a circular step of - 
positive height Ah and radius r = a, based on a numerical solution of 
the three dimensional Boussinesq equation (non-linear theory). Their 
main conclusion was that after incident wave reaches the circular step, 
the leading reflected wave takes the form of a negative wave propaga - 
ting in the positive "r" direction (see figure (1)). Wu (1979) presen - 
ted a comparative numerical study of the above problem, using different 
theories of wave propagation. From Wu's work, it is possible to conclu- 
de that when a/L is large enough, where L is the wave length, the re - 
fleeted waves predicted by the Boussinesq theory and the linear nondis- 
persive long wave model are in good agreement (compare figure 2 with fi_ 
gure 1), just as the transmited waves predicted by the mentioned theo - 
ries are differents, result that can be more appreciated when the waves 
approach the origin (focusing process). A non-linear analytic solution 
of this focusing process has been presented by Chwang and Power (1981), 
based on the inner-outer expansions technique to the Cylindrical Boussj^ 
nesq equation. 
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The solution of such a problem in one dimension (reflexion of a 
planar wave due to abrupt change in the water depth) is extremely easy, 
owing to the simple general integral of the one-dimensional wave equa- 
tion. As it is known in one dimension we have the deviations from the 
mean water level as 

(8) n = f(t + x - x0 ) . 

foi - thi a incident wave, 

n = cl" C2 f f 
'  cl+ c2 

for the reflected wave. and 

x+x„ ) 

c 2 

2 cl _  f (t+ fl 

"cf+c'2" " c 

(9) 

(10) 

for the transmitted wave, where the incident .transmitted and reflected 
waves have the same shapes, and for (Ci = ' ght) > (C2 = >/9h2) 

tne 

reflected wave takes the form of a positive wave propagating through in 
finity. The above conclusion for one dimensional wave is totally diffe- 
rent from the one found by Chwang and Wu numerical solution for a two 
dimensional wave. 

2. CYLINDRICAL LONG WAVES IN WATER OF CONSTANT DEPTH 
In these section we are interested in studing the propagation 

of cylindrical incoming long waves in water of constant depth, whose 
maximum wave amplitude is located at r = ro, sufficiently far from the 
origin when t = 0. To do it, we will follow Lamb(1902) original paper, 
'on wave propagation in two dimensions" and Whithan (1974). 

To find a general solution for incoming waves of equation 7, 
we can use two different approaches, one consist on.a Fourier superp£ 
sition of the periodic incoming solution of equation 7 and the other 
technic consists on a uniform line distribution on the z axis, of 
three-dimensional point wave sources ,the total disturbance from this 
line distribution is clearly a function Only of the distance r from 
the 2 axis and the time t. 

The wave equation in spherical coordinates reduces to 

I   A = aj> + 2 a* , (11) 

c2  at2"  SR7  R si? 

when R = "r^z^      .  The source solution of the above equation producing 
incoming wave whose maximum wave amplitude is located at R = r  ,  is 

* = - __1_   f(t +J^_ra )• (12) 
4TTR C 
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The total  potential  produced by a line distribution of the ab£ 
ve source is 

* (r-ro. t) = -    1    /      1' (t+Rcro) dz  . 
~c 4~1T _ „ K c (13) 

Let z = r senh u, therefore R = r cosh u, and substituting this chan- 
ge of variable in equation (13), we obtain 

1 / f(t- rn + r cosh u) du. 
2„ °    ^  r 

(14) 

To verify that the above equation is a solution of equation (7), subject 
to certain condition, let us substitute equation (14) into equation (7). 
Then 

2T,
'
C
 (» + 1 *„ tt = /"(cosh u f (E)+ £ cosh u f U) 

- f"(e))du 

- r   cz  / f(E)du 

= c (senhu f (5))""" (15) 
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•where  C=   (t-rQ /c+(r/c)cosh u   ) .   Equation   (15)   is  identically equal 
to zero,  therefore  (14)  is a  solution of (7),  if and only if f   tends    to 
zero faster than senh u tends to  infinit    when u tends to infinite.  Then 
under the above condition, equation  (14)  is a  two-dimensional  source    of 
strength f  (t - r0/c),    producing cylindrical   incoming waves, whose maxj_ 
mum wave amplitude is located at r = r    when t = 0.  Since 

2n  r*    =  -  r    1 f   (c)  cosh u du  =  -  r 7 (senh u + e~U)f  (c)du 
Co Co 

= -  ( 7   i   f(Odu + r / e
_u f'( 5)du) 0    au c o 

= f(t-rQ/c+ r/c)  -  r 7    e"u f  ( f, )du  ( 

c    ° 

(   16  ) 

Therefore, the following limit gives the source strength 

lim 2n r* = f(t-r /c), (17) 

r ^o 

or in other    words we have a  two dimensional   source of strength f(t'), 
where t'  = t - r0/c, whose initiation time is  t'  = - r0/c. 

The corresponding wave profile to the above two-dimensional  po 
tential   is found by substituting equation  (14)  into equation  (6).  Then 

n (r-rn.t)  =    !  / f'{t-r0/c + r cosh u)du, 
c~° 2ng o c (18) 

Now at t = o we have 

n(r-r0,o)= 1_ /    f  (r cosh u-r0)  du. (ig) 
" c 2irg    °        c 7- 

Therefore,  the problem is  reduced to solving the above inte   - 
gral  equation of the first kind when  the initial  wave profile, 

nftr- r0)/c,o)= ni((r-r0)/c),is  known. 

The solution of equation (19)  is 

f'(  r cosh u  -  r0  )= -4g r cosh u 7 n-(r coshu cosh v- ro)dv, 
C C" C" o       1   c c~ 

(20) 

provided that  n-j  ( »   )= 0 

To prove equation  (20),   let's  substitute equation   (20)   into 
equation  (19) 
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nn   (r-r0)= -  2 /° " coshu/°   n4 (»~ cosh u cosh v  -r0  'dv du        (  21  ) 
"c~-       7   ° c °    1 - -r 

Let z =   r     /c cosh u cosh v and y =  r/c cosh u  senh v 
so that J  (u, v)  =  (  r/c)'    senh u cosh u 
transforming  the a and v  independent variables  in the double  integral 
of equation  (21) to z and y variables,  then we have 

2.,   ,   12,1/2 
(z'-(r/cn 

ni (z-ro/c) 

U2"y2-r2/c2)1/Z 

ni (( r-r0)/c)=-2 /  /Q nj(z-ro/c)    dy dz 

,2_.2,„2,l/2 
(z'-r'/c') 

_^  )) dz = -2 ?  n'i (z-ro/c)(serf *(   c  

r r/c (72-r2/c2)T72 ° 

= -/, n'-j(z-ro/c)dz 

=ni (L-Zo), ( 22) 
c 

Since n^ (") = 0, and equation (20) has being proved . 

3. THE REFLECTION OF _A_ jOLITAKY-M_y!. 
Consider a single cylindrical wave moving through the origin 

in water of constant depth h4. Due to a discontinuous change in the depth 
by a Cylindrical shelf of depth h? and radius r = a, some of the inco - 
ming energy is transmitted beyond the step and the remaining part is re 
fleeted backwards. Let the incident wave be 

n, = / g(t- ro + r cosh u ) du (23) 
J Cj  ci 

with C-)  =      V g h]   the wave celerity in the region r> a,   In this region, 
r > a, besides the incident wave there must be a reflected wave propa - 
gating through infinity that we may choose it to be 

nr= i R^ +  cAl  " I   cosh u  ) du   . 
cj (24) 

In a  similar way,  in the region r  £   a we have a  transmitted wave propa 
pating through the origin with wave celerity C9 =      /ghl that we may 
write it as i <• 
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nt- /T(t- rt/c2 + r cosh u ) du. 
1    ° c2 (") 

The function g is known and R and T at r = a are to be found from the 
matching of the pressure and volume flux at the edge of the cylinder 
r = a, as is usually done. Then, we have 

n,1" n = nt I  r  t 

hi 1 (*T + * )= h2 i *  , a t 
dr 3r 

(26) 

In this way, we get 

R(t+ rr/cr a^ cosh u ) = ci- c2 g (t-r0/ca+ a/cj cosh u ), (27) 

and cit c2 

T(t-rt/c2 + a/C2 cosh u) = 2Cj   g(t-r0 + a cosh u ) .     (28) 

c\ +c2 ci  cl 

The prolongation of the relation (27) in the region r > a, can be given 
by 

R (t+rr/ci- r cosh u ) = cx-c2 g(t-ro -(>j^a) cosh u ).   (29) 
C1     "^ITcT C1     ci 

Substituting equation (19) into equation (24) for the reflected wave. 
We get 

nr = Cl-C2 !  g(t-ro -(r-2a) cosh u ) du , (30) 

C1+C2 °    cT  cl 

The above relation is not a solution of the cylindrical wave equation, 
as can be seen by substituting the following potential 

* = I  f(t-(rHr') cosh u) du (31) 
c 

into the cylindrical wave operator.Since 

<c2 ( £z~+  ~  "If ] - 4*] C f  (t " {LT^ coshu) du = 

i ' " ' 2 
/"    ( -£- f    (  t -  f^—-*1)  coshu) coshu  - f    (  t -  (-r " r )  coshu)senhu) 
ore c 

r2 _ ,2 
du C TT7   C C"    aT?   < f < * - f11^-) coshu))) du - —5L- 

(r - r')2     ° dud C (r - r') 

J^_ ;- f'   (t .(L_T..-r-)  Coshu)  coshu du 
r        o c 
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r - r')        r 

C2 

(   t -    -J-—"—t' coshu) coshu/c du 
c 

f    0 for 0 < r > », (32) 
( r - r ) 

where we used the condition that f tends to zero as u tends to infinj_ 
te. Therefore, these standard technique does not bring a solution of 
the reflection of a general cylindrical long wave. The way around this 
difficulty is a Fourier superposition of the reflection of a cylindri- 
cal periodic wave , where the above technique gives the following solu 
tion for the reflection and transmition of the incident periodic waves 

nI = H  Ho (y)^ 
propagating through the origin, as: ' 

n iwt 
nr= AjR (w) H< (kir)e {34) 

for the reflected wave and 

nt= A    T(w)  H^  (k2r)  eiwt 

11 °      i (35) 

for the transmitted wave.  The function R(w)  and T(w), reflection and 
transmission coefficient respectively, are determined by the matching 
condition at r = a, and are found to be 

R(w)=  (H}(kia)Hp(k2a)- VH^    Hl0  (kja)  H](k2a))/ 

*i 
(HJjUiajHJdCj.a)  y"TT2  - H2(kia)   HJ(k2a)) 

>  I,. (36) 

and 

T(w)=  (Hj(Kja)+ R(w)  H2  (kja))/  H^a), (37) 

where K-j - w/ N/gh1 and k? = w/ J~gfi? and w is the wave frecuency. 
Therefore, the above equations give the dependency of the reflection 
and transmission coefficients with the wave frecuency. 

By a  Fourier superposition of the above problem, we have that an 
incident wave 

n,= 7   Aj(w)  Hj(kir)eiwt dw. (38) 
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will  be reflected and transmitted as 

and 

nr= /    Aj(w)  R(w) ti20 (k1r)e•
t dw (39) 

nt= 7    Aj(w) T(w)  HlQ   (k2r)   elwt dw. 
(40) 

Then, the incident, reflect and transmitted waves have differents sha- 
pes. Because the Fourier coefficients of the above integrals are diffe 
rent functions of w, this is a new property characteristic of the three 
dimensional effect of the fluid motion (planar waves are reflected and 
transmitted with the same shape as the incident waves). 

The above technique leads to integrals that must be solved nume 
rically. For this reason in the remaing of the section we will present 
the following approximate asymptotic analysis of this problem. To doit 
we will look first for the reflection of a spherical wave due to the - 
presence of a sphere of radius R = a of different density to that of - 
the medium in which  the incident wave is propagating. 

For an incident wave potential 

- 1      f(t + R-j-o  ) 
4ffl ci "" (41) 

Whose maximum is at R = rQ when t = o, we will have a reflected wave po 
tential 
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•    = -    1    Y   (t-    R-rr  ), (42) 
r 4irR   

cl 

whose maximum is at R = r     when t = 0, and a transmitted potential 

*t=  -      1 _ h(t+ R-rt  ), '43' 
4TTR C2' 

whose maximum is at R = r when t = 0. where rr and rt are to be found 
later. 

The functions yand h at R = a are determined by the matching - 
condition at the surface of the sphere of  radius R =a. From the flux 
condition, we have 

(»,+ * ) = 3 «>    at R=a 1  i"'  ,,}-  t 

(44) 

3R  '  r   3lT 

1_( f (t + a_-_ro) - Y (t-a-rv ))- 1 (f (t+a-r0)- Y (t-a-rr)) 
a     Cj       -cj    c2     cT-     -q- 

= 1_ h ( t+a-rt )- 1 h' ( t + a-rt ), 
a     -cy   c2       -C7- 

If a is large enough, the above equation simplies to 

l_  (f'(t+a-r0)- y'(t-a-rr )) =1 h1 (t+a-rt), (45) 
ci    ci       -cy-    c?_     --y- 

and from the pressure condition, we get 

3 (*,+ • )= 3 »t  at R=a 
9t  l      r      3t l 

f'(t+arr0)+ Y'(t-a-rr)  = h'(  t+a-_rt)> 

by combination of equation  (45) and  (46), we obtain 

h1 (t+a-rt   )= JLC2_f'   (t+a-rQ) (47) 
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and 

Y'(t-aIrr)=    - (q  - c2)  f   (t+ a-r0). 
cl cT"+T^ -q- {W> 

The prolongation of equation   (47)  and   (48)   in the region R •=   a 
and R *  a  respectively can be given by 

h'(.t+R-rt  ) =    2 Z^_ f   (t+ R + a - a - r0)   . (49) 
c2 cl+c2 c2    c~l    c2    ^T 

Therefore r\  = a + C„  (r    - a)/C,   , and 

Y'   (t-R-r>_)  = -  (  ci_-  c2  )  f   (t-  R + 2a  -  ro_ ), (50) 
"^l" cy + c"2 ci    cj      ci 

Where r    = -  (r    - 2a), and a is sufficiently large compared to the wave 
lenght.r ° 

By a superposition of infinite sources on the z axis, line sour- 
ces,as the ones given by equations (41) and (42), with the relation bet 
ween y and f given by  (50), we will   have an outgoing wave 

n- = -^L. ( cl  " c2  ) 7 f'(t-(ro -2fl)- r    cosh u  )du 
c~f+~c~ 2„g  ----——  0     "ci   ci (51) 

That will be the approximate reflected wave, from a cylinder of radius 
r = a, of the incident wave 

ni= 1  7 f' (t-r0 + r cosh u ) du. (c?\ 
' 2*9 °     cf  ci {^> 

Since in the integration that we have to do in order to get the ref1e£ 
ted wave given by (51), the integrand is proportional to 1/R and there 
fore the mayor contribution comes from the sources near the origin,whe 
re the waves generated by that sources are the reflected waves by a - 
surface almost cylindrical of radius r = a of the corresponding spheri. 
cal incoming waves, the above approximation tends to the exact solution 
when the radius r goes to infinite (see the definition sketch given be 
low). 



CYLINDRICAL LONG WAVE 241 

Using the equation(20)  of section 2, we get that f   in the above 
equation is a function of the initial   incoming wave profile, given by 

f'(r cosh u-rp_)=-4gr    cosh u 7 n.   (r cosh u cosh v-r0)dv 
cl ci Cj ° cl cl ci 

(53) 

f'(-r  cosh u~ (rQ-2a )) = 4g r cosh.u 7    nj (- r cosh u cosh v 
cl cT~       cl      o      cj 

r-,  / 

(54) 

Therefore, when we have an initial   incoming wave profile 
%  r - r 

a large r, by 
"   (  r - rnj/C, , t = 0),  the reflected wave can be approximated, for 

n = 2 (c- c2 ) / 
TT   ~   O 

cj+ C2 
(t-r cosh u) / n'. ((t-r cosh u ) cosh v 

cl       °     cl 

- ( r0-2a )) dv du. 
~cl"- 

(55) 
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In particular a  solitary wave, free of discontinuities, can be 
obtained if Lamb's   (1902)  source strength  is assumed as 

f(t')= r/{t' + T'   ) with    t' = t-  (rarga). (5g, 

where t  is a parameter, the function f (t') has no definite beginning 
or ending, but the range of time within which it is sensible can be ma 
de as small as we please by diminishing T . With the above source 
strength, the asymptotic form of the reflected wave is 

3/2 
1 sen ( ii - S ) cos s, 

where 

4V2   cl f c2  '  r  9T      q 2 

S= tani_1( 1_ ( t- r0-2a- r )). (57) 

ci cl 

Equation (57) is plotted in figure 3 for the case C, > C„, consis^ 
ting of a negative main wave followed by a longer positive smafl tail, 
and it is in agreement with the numerical solutions for both cases 
C, S  C?, where for a positive shelf, C, > C,, the reflected wave is ne 
gative and for a negative shelf, C„ > C. , the reflected wave is positT 
ve (see figures 1, 2 and 4). 
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A PROPOSAL FOR WAVE ENERGY CONVERSION NEAR CAPE TOWN 

GdeFRetief1,    GK Prestedge2,    FPJMuller3 

ABSTRACT 

The South African wave energy program has been underway for several 
years and has included an analysis of the temporal and spatial distri- 
bution of wave energy along the full coast-line, determination of ener- 
gy attenuation perpendicular to the coast-line at a site on the south 
western coast, and the development of a wave energy converter which is 
most suited to local conditions and requirements. 

The resource analysis has shown that the inshore power levels occurring 
along the south western coast are as promising as any elsewhere in the 
world.  A bottom mounted, V-shaped wave energy conversion device 
driving an air turbine has been found to be most suited to prevailing 
conditions. 

The conversion characteristics of the device are presented, based on 
1:100 scale three dimensional and 1:50 scale two dimensional model 
studies.  Preliminary design studies of the proposed conversion system 
have underlined its potential viability as a cost effective supple- 
mentary source of power. 

1. INTRODUCTION 

Over 93% of the electricity consumed in the Republic of South Africa is 
provided through the centralised distribution network of the Electri- 
city Supply Commission (ESCOM) which derives almost all its power from 
coal-fired stations.  ESCOM's presently installed generating capacity 
of over 19 000 MW will have to be expanded to nearly 70 000 MW by the 
turn of the century.  About 10% of this requirement will probably be 
met by nuclear power, most of the remainder will be centered around the 
large coal fields situated to the north east of the country.  Although 
this coal is relatively cheap (providing South Africa with the fifth 
cheapest electricity in the world) the long transmission distances in- 
volved and an awareness of the long term value of non-renewable 
resources have led to an investigation into the potential utilisation 
of ocean energy, and more specifically wave energy as a supplementary 
source of power. 

1 Professor, Ocean Engineering, University of Stellenbosch 
2 Principal Engineer, Watermeyer, Legge, Piesold and Uhlmann 
3 Research Engineer, Ocean Engineering, University of Stellenbosch, 

South Africa 
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Wave energy has attracted interest throughout the world for many years. 
In a feasibility study of wave energy utilisation Leishman and Scobie 
(1975) listed some 340 United Kingdom patents, dating back to 1856, of 
devices which could apparently utilise ocean wave energy.  The 1975 
study showed that up until 1973 wave energy research had been a very 
low key activity, but that by 1974 a tremendous surge of interest was 
taking place, due mainly to the action of the OPEC countries, which had 
greatly affected the world's oil supplies.  A great deal of work has 
since followed, mainly in the U.K. and Japan but with an increasing 
number of other countries also examining ways and means of utilising 
wave energy off their own shores. 

Early assessments of the various ocean energy options in the coastal 
waters of South Africa identified the relative importance of wave 
energy for this region.  Preliminary assessments of the resource were 
made by Van Wyk (1978) and Dutkiewicz and Nurick (1978), who identified 
relatively high energy levels to the south west of the country. 

The present project which was initiated in 1979 included both a 
reassessment of the resource as well as the design of an energy conver- 
sion system.  The resource analysis covered both a temporal and spatial 
distribution of wave energy using eight years of recorded wave data from 
a site near Cape Town (to determine long term variability), one year of 
synoptic wave data from representative sites for the coast-wise analyses 
and a three-gauge array off the Cape Peninsula to determine energy levels 
on a line perpendicular to the shore.  Development of the wave power 
conversion system was based on the considerations listed in figure 1 
and governed by the design philosophy which is presented in section 3.1. 

RESOURCE ANALYSIS 
SPATIAL AND TEMPORAL 
DISTRIBUTION OF WAVE 
ENERGY. 

COST/kWhr 

DESIGN   PHILOSOPHY 
TOTAL  RESOURCE UTILISATION 
OR   COST EFFECTIVE   DESIGN. 

fl 
CONVERTER   DESIGN 

STRUCTURAL  DESIGN AND MAINTENANCE 
MATERIALS, STABILITY, CONSTRUCTION   COSTS. 

HYDRAULIC    DESIGN 
TUNED OR FLAT RESPONSE, ATTENUATOR   OR 
TERMINATOR, FLOATING OR  FIXED, EFFICIENCY. 

POWER  GENERATION AND TRANSMISSION     ENVIRONMENTAL   CONSIDERATIONS 
TURBINE   DESIGN, A/C   OR   D/C   GENERATION, VISUAL, ECOLOGICAL,   SOCIOLOGICAL. 
LOAD  FACTOR, ENERGY STORAGE, EFFICIENCY. 

FIG I PROJECT    COMPONENT   DIAGRAM 
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2. WAVE POWER RESOURCE 

2.1 Analysis procedures. 

All the wave data used in this project were obtained by Datawell Wave- 
rider buoys recording digitally every six hours at a sample rate of 2 Hz 
for a record length of approximately 2048 data points.  Records were 
then tested for quality control using the standard program of the 
National Research Institute for Oceanology (NRIO) which includes checks 
on successive equal values, wave steepness, low frequency energy, 
normality, stationarity and a number of other statistical improbabili- 
ties.  After an FFT analysis the reduced data were stored in spectral 
density histogram form in a databank before further analysis. 

Power computations were based on: 

P = EnC    (1) 

using        H = Hrms = 2 (2M0)
J        (2) 

E. 
and T = Tc   = s {—)  / T.  E,    (3) T = Tp   = s (J-) / T.  Ei 

All power figures were converted to representative "deep" water values 
except for the two shallow water stations in the wave gauge array off 
the Cape Peninsula. 

2.2 Coast-wise distribution. 

Waves formed in the major generating zone to the south west of Southern 
Africa undergo very little refraction before arriving at the tip of the 
sub-continent.  A mean annual power level of approximately 45 kW per 
metre wave crest is typical off-shore of the Cape Peninsula.  The 
remaining south western coastal belt (Danger Point to Saldanha Bay) has 
an annual average energy flux level of approximately 25 to 30 kW/m 
which diminishes northwards to levels of about 21 kW/m at Oranjemund and 
eastwards to constant levels of about 12 kW/m.  Figure 2 shows the mean 
annual power levels at six coastal sites based on an analysis of one 
year's synoptic data for the period November 1978 to November 1979. 
The figures in brackets represent the wave power level in kW/m which 
is exceeded 90% of the year.  A mean annual power level at a weather 
ship site 10°S 40OE is included merely for comparison purposes as the 
recording period did not coincide with that of the coastal analysis. 

At an early stage of the project it was realised that in terms of power 
utilisation a wave power figure representing an average over a full 
year has very little value and can in fact be rather misleading. (Mean 
annual power levels are included in this paper for the sake of compari- 
son with the many other wave energy studies which have limited their 
analyses to mean figures.) 
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SALDANHA BAY 
30(10)01 

StANGKOPo\, 
45(11) 

WEATHER SUP 47 

FIG 2 WAVE   POWER   DISTRIBUTION   ALONG   THE 
SOUTH   AFRICAN COAST, POWER  IN   kW/m 
MEAN   ANNUAL,  (90%   EXCEEDENCE) 

FIG 3 SEASONAL   VARIATION   OF POWER    AT   DIFFERENT 
EXCEEDENCE   LEVELS   :   SALDANHA    BAY 
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It will be noticed that 90% exceedence power levels of about 10 kW/m 
occur between Slangkop and Saldanha Bay, while the remainder of the 
coast-line displays a constant level of about 5 kW/m.  These results 
can be very significant in terms of the level of optimum power conver- 
sion for which a wave power station is designed.  For example, if a 
device were designed to produce an optimum cost benefit at a power 
level of 5 kW/m (which would provide power for 90% of the year) the 
potential application of this device along the coast would be totally 
different from some other device which was designed to convert all the 
wave energy it encountered at the highest hydraulic efficiency.  Figure 
3 shows the seasonal variation of power levels at 50%, 70%, 80% and 90% 
exceedence for Saldanha Bay. 

The final analysis of the wave energy resource is thus of necessity 
dependent on the conversion characteristics of the proposed wave energy 
converter and the demand characteristics of the converted power.  The 
interactions involved are shown in figure 1. 

2.3 Wave power distribution at Slangkop. 

In a joint project between the Universities of Stellenbosch and Cape 
Town, the Fisheries Development Corporation of SA Ltd and NRI0, three 
Waverider stations were maintained west of the Slangkop Light House on 
the Cape Peninsula for a period of over two years specifically to study 
shoaling effects on wave energy propagation.  The dissipative mecha- 
nisms involved have been analysed by Shillington (1982). 

The three stations were situated in 200 m, 24 m and 15 m water depths, 
and were backed up by a D0S0 direction gauge (Retief and Vonk, 1974) at 
the 24 m station.  A typical annual H-T scatter diagram with 10 kW 
isodynes for the 200 m station is shown in figure 4.  Figure 5 shows 
the position of the three Slangkop stations with the mean annual and 
90% exceedence wave power curves plotted against distance from shore. 
It can be seen that although there is a 30% reduction in mean annual 
power between off-shore and 0,8 km from shore (15 m deep station) the 
90% exceedence curve displays a reduction of only 20%.  The relatively 
high power levels occurring close inshore favour the use of fixed, 
shallow water energy converters which will avoid mooring problems and 
require minimum power transmission distances.  Development of the 
energy converter was thus directed towards the inshore zone from the 
outset, as opposed to the initial deep-water approach of the United 
Kingdom researchers where the shallow-water power levels are relatively 
unfavourable (Crisp and Scott, 1981). 

Although the Slangkop records displayed the highest mean levels of wave 
power measured around the coast this did not necessarily imply that 
Slangkop was most suited for wave power utilisation.  In comparing the 
seasonal distribution of the 90% exceedence curves for Slangkop, 
Saldanha and Oranjemund (see figure 6) it was found that the more evenly 
distributed power at Saldanha suggested more favourable power generating 
characteristics than that at the higher energy Slangkop station. 

Another form of analysis which assists in determining the design 
characteristics of the power converter is shown in figure 7 for Saldanha, 
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HRMS.(m> 

FIG4 H-T SCATTER   DIAGRAM   FOR   SLANGKOP (200m) 
VALUES   IN   PARTS  PER   THOUSAND 

fcCAPE POINT 

FIG 5 SLANGKOP    WAVE   POWER   CHARACTERISTICS 
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MEAN ANNUAL 90% 
EXCEEDENCE  LEVELS'- 

SLANGKOP•• 11 kW /m 
SALDANHA BAY:  lOkW/m 
ORANJEMUND:      5kW/m 

S20 • 

FIG 6 SEASONAL    VARIATION   OF   POWER   AT    90% 
EXCEEDENCE    LEVEL  FOR  THREE   STATIONS 

POWER   kW/m 

F1G7 OCCURRENCE   DISTRIBUTION   OF   POWER 
TWO    SEASONS   AT   SALDANHA   BAY 

FOR 
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where the occurrence distribution of power for various seasons or 
demand periods can prescribe optimum generating capability for the 
period under study. 

In figure 7 the highest percentage of power in the summer occurs at 
about 14 kW/m while in the winter 22 kW/m appears to be most prevalent 
at this particular site. 

Vimukta et at  (1978) suggested that for a fairly large wave power 
program which is not combined with storage "there is little point in 
having a mechanical power cut-off greater than about 25 kW/m".  For 
this project the larger converter described in section 3 was based on 
a 22 kW/m cut-off, the smaller on 13 kW/m. 

3. ENERGY CONVERTER 

3.1 Design philosophy. 

In figure 1 the component interactions of the program are described 
and reference has subsequently been made to the concept of a design 
philosophy. In developing a new system in which a great number of 
variables interact it becomes essential to establish a well defined 
philosophy which will reduce the number of variables and qualify the 
project's stated objectives. 

The following statements constituted this project's design philosophy: 

- cost efficiency to be of prime importance (hydraulic conversion 
efficiency of secondary importance per se\    total resource utilisa- 
tion was not a specific objective if this should be in conflict with 
the cost objective). 

- the system should not be dependent on energy storage (i.e. device 
to be optimised at a low power cut-off level). 

- over design required for extreme storm events to be avoided. 

- environmental impact and possible hazard to navigation to be mini- 
mised. 

- design and construction of the device should fall within existing 
local technological capability. 

- the apparent high levels of power occurring inshore along the south 
western coast of Southern Africa should be utilised if this could 
improve cost efficiency. 

The decision to work independently of power storage was made mainly to 
reduce the number of variables and to produce a system which was more 
universal and versatile.  (Where mountains occur close to the sea, 
wave power generators can naturally be employed to pump water to 
storage reservoirs.  If sea-water is used and the reservoir is sited 
at least 600 m above sea-level the system can be used both as a pumped 
storage power scheme for the winter and a reversed osmosis fresh water 
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supply scheme for the summer.)  The greater majority of previously pro- 
posed wave energy converters have been aimed at high hydraulic efficien- 
cy, requiring storage of the extreme levels of power generated during 
storms, contrary to the proposal by Vimukta et al  (1978) that "the 
emphasis of research should be switched away from efficient extraction 
of the large amounts of power available in strong seas and towards 
cheapness and reliability of supply under ordinary and calm conditions". 

3.2 Proposed converter. 

The considerations listed under 3.1 led to the following preliminary 
conclusions: 

- the converter should be a fixed structure thus producing an effi- 
cient reference frame, simple technology (no mooring or flexible 
transmission problems) and limited maintenance. 

- the device should be submerged to minimise environmental impact 
and reduce storm loading. 

- installation should be close inshore to reduce transmission distance 
and provide a limited wave direction spectrum and depth limited 
design wave height. 

- the device should be non-tuned and relatively insensitive with 
robust and simple control requirements. 

The simple, yet elegant oscillating water column concept, first 
developed in Japan and later researched by a number of wave energy 
groups, was judged as most suitable to meet the above requirements. 
However, instead of directly extracting power from the oscillating air 
flow, a manifold system similar to that proposed by French (1979) for 
the Lancaster Flexible Bag Device was used to provide a rectified air 
flow.  To enhance capture efficiency and improve structural stability 
the converter is angled to the wave orthogonal.  To improve generating 
cost efficiency a pair of collectors is coupled in a V-formation to a 
single air turbine and power generator mounted above water level in a 
tower at the apex of the V.  Figure 8 illustrates the principles in- 
volved.  Figure 9 shows an artist's proposal of a V-converter con- 
structed on ring foot pillars along a sandy shore line in 15 m to 20 m 
water depth. 

3.3 Model studies. 

Model studies used in the development of the Stellenbosch Wave Energy 
Converter (SWEC) covered a variety of cross-sectional shapes and inter- 
nal proportions for variable collector length, orientation angle and 
submergence depth.  Two dimensional flume tests were carried out at a 
scale of 1:50 (figure 10), while three dimensional wide tank tests were 
performed at 1:100 (figure 11) in the hydraulics laboratory of the 
University of Stellenbosch. 
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GENERATOR- 

HIGH   PRESSURE 

FIG 8 PRINCIPLES    OF   OPERATION   OF THE SWEC 

FIG 9 ARTISTS   RENDERING   OF   THE  SWEC 
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FIG 10 TWO   DIMENSIONAL   MODEL    TESTS. 

FIG II    THREE   DIMENSIONAL   MODEL  TESTS   OF ONE COLLECTOR ARM. 
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The three dimensional models were built with the high and low pressure 
manifold ducts supported outside the model, above water level (see 
figure 11) so that Reynolds scale effects in the ducts could be mini- 
mised and observation and control facilitated.  The compressibility of 
the air contained within the device cannot be scaled.  To establish 
what effect this might have on the model studies a series of tests were 
carried out with compression chambers attached to the manifold ducts 
proportioned so that they would simulate the compressibility of air 
in the prototype.  It was found that the compressibility of the con- 
tained air did not influence the device's power conversion capability 
but merely provided a damping effect on the higher frequency pressure 
fluctuations in the ducts. 

Generated power in the model was measured by a sensitive volumetric gas 
flow gauge (fitted with a throttle control to simulate power loading) 
and pressure sensors monitoring the pressure gradient across the flow 
gauge.  High frequency pressure fluctuations in the ducts (caused by 
valve slapping) were electronically filtered out to approximately 
simulate the prototype turbine response.  Water level fluctuations 
inside the collector compartments were monitored by means of resistence 
probes.  The two dimensional model was fitted with a constant head, 
variable volume air chamber to simulate the manifold system.  Structu- 
ral stability tests were carried out on a 20 m length of collector arm 
at a scale of 1:100 in a special test rig which measured horizontal 
shear and overturning forces simultaneously. 

3.4 Converter characteristics. 

Although the collector arms will normally be installed at an angle of 
about 30° to the coast-line it can be seen from figure 12 that precise 
orientation is not critical in terms of conversion efficiency and can 
vary by up to +  15° of optimum. 

Frequency response of the device (figure 13) displays a satisfactory 
band-width and allows a certain amount of freedom in fixing the length 
of the collector arm according to site conditions. 

An important attribute of this device is that as long as the collector 
arm is maintained at some constant minimum length (sufficient to provide 
a smooth air flow through the turbine and dependent on the component of 
arm length normal to the wave crest) the cross-section of the collector 
arm can be scaled up or down and the cost efficiency of the system is 
maintained approximately constant.  This implies that depending on the 
power cut-off level that is considered suitable for a specific site the 
device can be designed accordingly with no loss in cost efficiency. 

The power cut-off is attained by throttling the air flow upstream of 
the turbine and the resulting conversion characteristics are shown in 
figure 14 for devices with cross-sectional height dimensions of 5,5 m 
and 9,0 m.  Throttling of the air flow also limits vertical motion of 
the water surfaces within the collector arm and prevents slamming 
against the collector roof-slab. 
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Applying the curves shown in figure 14 to an actual site, the available 
and generated annual power exceedence curves for Saldanha Bay for the 
9 m and 5,5 m units are shown in figure 15.  The suppressed conversion 
characteristics of such a device can also be clearly seen in a time 
domain plot of available and generated power, as in figure 16 where the 
generation history of a 9 m unit installed at Slangkop is depicted for 
a period of one month in midsummer. 

3.5 Prototype design. 

For costing purposes engineering designs of a 9 m and a 5,5 m unit 
based on the format shown in figure 9 were drawn up.  The design was 
based on a precast, 15 m long reinforced concrete module which is 
floated to site and cast into preplaced and ballasted ring foundations. 
Where installation is to take place on a rocky sea-bed the units will 
be laid on a prepared bed and fixed by means of rock anchors.  The 
modules are intrinsicly very stable.  In the flooded mode, used for 
placement, and before the units are anchored, they remain stable in 
waves of up to 3,5 m.  This provides a useful weather window for 
fixing the units in place and coupling the air ducts (by means of 
flexible "subway" joints).  The valves are durable, light-weight mate- 
rial offering low inertia and protected by buoyant "splash flaps".  An 
airpump, housed in the access tower, will maintain the desired air 
volume in the system.  The low pressure air turbine (Francis or axial 
flow) and coupled power generator will be housed above water level in 
the access tower so that flooding of the collector arms will not dis- 
turb the control and generating gear.  Both A/C and D/C generating op- 
tions have been considered and the rated output varies from 2,5 HU 
(mean annual) for a 5,5 m "V" collector to 4,4 HW for a 9 m unit.  The 
final cost of A/C power delivered at the coast and based on a 100 MW 
grouping of "V" collectors along 9 km of coast, has been found to range 
from 4,5C to 5c per kWhr (RSA currency) which is considered competitive 
with existing power costs along large sections of the coast-line. 

4. CONCLUSION 

The Stellenbosch Wave Energy Converter has generally met all the origi- 
nal requirements described in section 3.1.  The power produced appears 
to be cost competitive with existing power and the system relies solely 
on existing construction technology.  Although further quantitative 
work is required on the potential disruption of littoral processes 
through the extraction of wave energy a preliminary assessment indicates 
that this should not be excessive.  The device is robust and simple and 
will be virtually unaffected by marine growth with maintenance opera- 
tions being largely limited to the access tower.  At the end of its eco- 
nomic life the device can be flooded to become an artificial reef. 

The primary aim of the above converter is to produce electricity at a 
viable present day cost.  Consequently high hydraulic conversion effi- 
ciency was not a fundamental requirement.  For an inshore device such 
as this, environmental considerations will in any case impose a limit 
on the extraction efficiency.  The system is therefore not aimed at 
total resource utilisation but should offer a useful source of supple- 
mentary power for the future.  Because of the ease with which the 
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device can be scaled, the step required to move from laboratory to pilot 
installation will not require the same level of risk capital as is the 
case in many previously proposed devices. 
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SOME PROPERTIES OF SWELL IN THE SOUTHERN OCEAN 

by 

Jon B. Hinwood1 il. 

Geoffrey T. Lleonart3 
Deane R. Blackman , and 

^3 

SUMMARY 

Records of pressure from a bottom-resident instrument deployed 
near the western margin of Bass Strait have been analysed. Discrete 
wind-sea and swell spectra have been identified and have been related 
to meteorological events. The spectra fit a finite-depth form of the 
Wallops spectrum. 

1.   INTRODUCTION 

Research in coastal and ocean engineering at Monash University 
has been planned to address topics of specific relevance to Australia. 
The Southern Ocean, effectively with an infinite fetch, is a source of 
strong swell to which the whole southern half of the continent is 
exposed. The present project involves the collection of wave data, 
particularly swell, and the numerical modelling of the generation, 
propagation and decay of waves in arbitrary bathymetry. An 
instrument and moorings suitable for a single point or a directional 
array were designed and made for this project. 

The aim of the preliminary field experiment described here was 
both to test the instruments and to attempt some definition of the 
swell field impinging on the Strait to guide future experiments. 

To the south of Tasmania the strong westerly winds of the Roaring 
Forties prevail.   At the latitude of Bass Strait the weather patterns 
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are dominated by the eastward-moving succession of high and low 
pressure regions with its approximately four-day period. The lows 
are usually more strongly developed and give rise to stronger winds. 
The lows are often preceded by or merged with one or more cold fronts 
which are accompanied by strong winds but of short duration. The 
pattern of highs and lows moves north in winter making the northerly 
winds dominant from April to September, while southerlies are dominant 
from November to March. There is no "weather window" in Bass Strait 
and strong winds may be experienced in any month. 

Owing to the dominant strong winds around latitude 40°S, the wave 
climate is particularly severe on the south-western coast of Tasmania, 
moderating with distance north   towards the site of the present 
measurements. Strong wave and swell events reported here were 
generated by each of the wind systems: very large atmospheric systems 
south latitude 40°S, strong lows passing just south of or over Bass 
Strait and cold fronts passing over Bass Strait. 

2.   SOURCES OF DATA 

Hourly wind speed and direction were obtained from the nearby 
Baseline Air Pollution Monitoring Station at Cape Grim with the 
cooperation of CSIRO. This observatory is 45 km south-east of the 
site of the experiment and stands on a cliff 90 m above the sea. 
Presently no corrections have been applied to the wind data. 

The instrument used to measure the waves is a bottom-resident 
pressure-sensing recorder. The recorder is a micro-computer 
controlled digital cassette drive designed for minimum power 
consumption and capable of conditional sampling of the input. The 
instrument wakes every four hours and senses the sea state for a 
period determined by the firmware. If it decides there is sufficient 
surface activity it logs conditions as described and then enters an 
extended recording mode. In the present experiment this involved 
samples at 4 second intervals for a period of 30 minutes each. 

The tape has a capacity of approximately 100 30-minute wave 
records. In the trial, the results of which are reported here, the 
instrument ran for 39 days. In this time six events reached the 
threshold value and resulted in wave records. 

For this deployment the instrument was placed on the sea bed, though 
later deployments may use a taut-wire mooring system. Since the 
maximum depth for the instrument is 60 m, a station at the edge of the 
shelf was not attainable. The site selected, shown in Fig. 1, was 
144° 20'E, 40° 28'S, 2.5 km north-west of Black Pyramid, a site which 
satisfied the above criteria although the sea bed was not as smooth as 
desired being a low rocky ridge rising 15 m above the general 
surroundings to a depth of 57 m below MWL. 
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Pig. 1   Location map 

3.   SPECTRA 

To reduce the records of bottom pressure to power spectra of the 
surface elevation the average of seven hanned periodograms was taken, 
and the correction for attenuation due to depth corresponding to each 
frequency component was applied to its spectral value to give the 
corrected spectrum at the surface. The magnitude of the depth 
correction factor reaches large values (~ 300) at the highest 
frequencies considered. For the spectra shown a filter has been 
applied attenuating components with periods less than 9 s. 

The time history of the surface elevation was reconstructed by 
transforming the whole pressure record, making the depth correction in 
frequency space, and transforming inversely. The power spectrum of 
the surface elevation can also be obtained from this history; as 
expected the results are similar to those obtained from the pressure 
signal directly, as described above. 

4. RESULTS AND DISCUSSION 

Records of the hourly wind data from Cape Grim and the four- 
hourly wave data from Black Pyramid were combined as shown in Fig. 2 
to represent a time history of wind and wave parameters during the 
39-day period of the experiment. The wave height parameter used in 
the time history was based on the maximum crest-to-trough pressure 
difference observed during a 5-minute period. The units are metres 
of water. Because the wave recorder senses bottom pressure at a 
depth of 57 m, the description of the sea state obtained from it 
corresponds principally to swell conditions. 
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Fig.   2       Time   series  of measured sea state with 
wind speed and direction at Cape  Grim 

Some   features   of   the   time   history   are   worthy   of   note. During 
the   period   of   the   experiment   the   wind   blew  mainly   from  the   south-west 
and    only    on   one    occasion   exceeded    20 m/s. The    significant   wave 
height   varied   between   about   10 cm   and   2 m  and   the  periods  of  high  and 
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low swell activity are clearly shown in Fig. 2. The first 
significant swell started to build up after day 6 (14 November 1982) 
and reached a peak between days 7 and 8, then gradually decayed until 
day 15 at which time it grew considerably. On day 16 (24 November 
1982) of the experiment, between 06002 and 1200Z wind from the SSW 
reached speeds of 34 m/s. This storm produced a wind sea, which in 
conjunction with the significant existing swell, was sufficient to 
trigger the instrument into the extended recording mode. 

The first 30-minute wave record was taken during this intense but 
short-lived frontal storm. Analysis of the wave record obtained 
indicated a 14.2 s period swell peak in the surface elevation spectrum 
with an estimated significant wave height Hs of 2.1 m. The spectrum 
is shown in Fig. 3; clearly evident is a separate peak due to the 
wind sea. 

. 
-i-t t T t-rrj i. i rin • r 

Record   4 

I 

: / A* 
 ,.Jf, 

 ___. R*oord   6 

0.05        0.1 

Frequency Chertz) 

H,OS       0.1       B.IS 

Frequency (hertz) 

Fig. 3  Surface elevation 
spectrum showing 
separate swell and 
wind-sea peaks 

Fig, 4  Bottom pressure spectra 
showing evolution with 
time 

A further 13 days passed before the second 30 minute record was 
taken. The swell level decreased from day 16 (24 November) until 
about day 20 (28 November); it increased slightly before falling to 
its lowest level on day 25 (2 December). Under the influence of 
strong west winds the wave activity then built up steadily; record 2, 
taken on day 30 (7 December), coincided with the passage of a storm of 
extended duration with winds up to 18 m/s from the west. The surface 
elevation spectrum corresponding to this record contained a single 
peak at a f requency of 0.1 Hz.   Al though the f requency range of the 
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data obtained from the pressure transducer is limited, an estimate of 
the Hs was found by fitting the experimental data to a Wallops 
spectrum modified to account for finite depth. This procedure 
yielded a Hg of 6.3 m. A Jonswap spectrum with a peak enhancement 
factor of 4.2 yielded essentially the same result. 

Wave activity subsided after day 30 (7 December) to a new low 
level on day 33 (10 December), it then rose sharply and the swell 
reached a high level. Records 3, 4, 5 and 6 were taken during this 
period after which the swell again fell to a low level. The last 
three wave records obtained were taken successively at 4-hour 
intervals, commencing on day 35 {12 December) at 1600Z. An increase 
with time of the frequency associated with the peak in the swell 
spectrum is clearly evident in Fig. 4, where the bottom pressure 
spectra of records 4, 5 and 6 are presented. A distance of about 
950 km to the source of the swell in these records was inferred from 
the frequency shift. Although limited in detail, the synoptic 
weather charts issued by the Australian Bureau of Meteorology indicate 
a likely storm source located some 1000 km SSW of the site of the 
experiment. 

No swell peak was observed in the spectrum of the storm sea of 
record 2, but all the other spectra from the records obtained 
displayed prominent swell peaks, which, with the exception of 
record 6, were accompanied by locally generated wind-sea peaks. 
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The period of the swell peaks ranged from 14.2 to 15.3 s, and 
estimated values of H ranged from 2.1 to 3,1 m. Wave record 5 is 
typical and Pigs. 5 and 6 represent respectively bottom pressure and 
surface elevation spectra for this record; in both representations 
swell and wind-sea peaks may be identified. 

Record 6 was taken soon after the local wind sea had subsided and 
represents swell resulting from the events of 12 December. In an 
effort to describe theoretically swell we have modified the recently 
proposed Wallops spectrum to account for finite depth effects. The 
Wallops equation for the spectrum of surface elevation given by Huang 
et al (1981 ) is: 

*(f) 
Eg2 

(2H)11 (1) 

where  f  and the frequency of the spectral peak are now measured in 
Hertz. 

As originally given the equation was suitable for deep water 
conditions. We have modified the functions $ and m for inter- 
mediate depth water; the derivation of these forms is given in 
Lleonart, Blackman and Hinwood (1983). 
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n is the mean square surface elevation, 
X is the wave length corresponding to the spectral peak, 
kp is the corresponding wave number, and 
d is the still-water depth. 

These forms differ from those in Huang et al by the inclusion of the 
factors in square brackets. 
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Fig. 7 shows good agreement between the field data and the 
spectrum for surface elevation based on eqns (1) to (3). We have 
also developed a theoretical description of the spectrum of the swell 
in terms of bottom pressure, and a comparison of observations with the 
predictions is presented in Fig. 8. Further comparisons have been 
made with data from other sources as well as more recent data of our 
own. We have found agreement to be consis tently good. Huang et al 
suggested it may be possible to apply the Wallops spectrum to cases 
where the spectrum contains multiple peaks and we have indeed found, 
for reasonably separated peaks, that two independent Wallops spectra 
may be combined to describe the full spectrum. 

The derived time series of surface elevation were analysed to 
establish probability distributions and the extent of wave group 
formation among larger waves. Unlike the Pierson-Moskowitz spectrum/ 
the Wallops spectrum has a variable bandwidth parameter and it should 
therefore be a valuable tool in characterising the statistics of wave 
groups. 
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Fig. 7  Comparison of measured 
surface elevation 
spectrum with modified 
Wallops spectrum 

Fig. 8  Comparison of measured 
bottom pressure 
spectrum with modified 
Wallops type spectrum 

CONCLUSIONS 

The  data  obtained  confirm  that  there  is  significant  swell 
generated by identifiable meteorological events within the Southern 
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Ocean. The surface elevation spectra obtained fit a Wallops spectrum 
modified for the effects of shallow depth. Using the variable band- 
width property of the Wallops spectrum an analytical expression for 
the length of runs of high waves has been obtained and compared with 
field data. 
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UNUSUAL WAVES ON EUROPEAN COASTS, FEBRUARY 1979 

by 

Laurence Draper' ' 

and 

Lt. Cdr. T.M. Bownass RN^2' Ret'd 

ABSTRACT 

A depression in mid North Atlantic moved at a speed such that it 
generated high waves of unusually long period and large wavelength. 
These waves travelled in precisely the right direction to carry them 
into the English Channel, where they arrived during a time of spring 
tides and when low barometric pressure contributed to long waves 
impinging high, on the foreshore,  causing appreciable damage to sea 
defences and property. 

OBSERVED EFFECTS 

Unusually high wave activity, which caused considerable damage, 
occurred along the central and western coasts of The English Channel 
at about the time of high tide during the morning of Tuesday, 
13 February 1979. Locations mentioned are shown on the map. Damage 
was particularly severe at Chiswell on the Isle of Portland, where 
waves over-topped Chesil Beach, the crest of which is about 12 metres 
above high tide level, causing extensive flooding and necessitating 
virtual rebuilding of parts of the Beach and settlement (Fig. 1). 
Eye witnesses described a considerable amount of water flooding 
through the beach, adding to the flooding due to overtopping. Chesil 
Beach is a narrow spit and is unusual in that the pebbles are graded 
in size over its ten-mile length, being smallest at the west and 
largest at the east. 

The damage, on a south-westerly facing beach, took place at a 
time when the local wind was easterly of about 10 knots. This is in 
contrast to several times Chiswell has been flooded in the past, when 

(1) Institute of Oceanographic Sciences, Wormley, Godalming, UK 
(2) Foxbush School, Tonbridge, UK. The work was undertaken whilst 

this author was a postgraduate student at the University of 
Southampton. 
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Figure 1 Chesil Beach at Chiswell two days after the flooding. 
Much material had already been bull-dozed back up to 
the top of the bank. The sea is to the left. 

PHOTOGRAPHIC SECTION HMS OSPREY CROWN COPYRIGHT PHOTOGRAPH 
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the damage was directly attributable to strong winds in the local 
area which resulted in overtopping of and percolation through the 
beach. (The most recent previous occasion of this was a strong 
southerly gale on 13 December 1978.) 

In February 1979 there was damage all along the southern English 
coasts. In harbour in The Isles of Scilly the ship Scillonian tore 
her mooring bollard off the deck and ripped up her shore moorings. In 
Plymouth harbour the long waves arrived around 0500hr, high water was 
at 0700 and the peak activity occurred around 0800. When the dock 
gates were opened, craft broke moorings until the gates jammed shut. 
Spray from the waves broke over the breakwater light at the seaward 
side of Plymouth Sound at 19m. An RAF craft reported that sailing 
parallel to the crests was like having enormously long walls of sea 
either side, but that with such a great wavelength no difficulty was 
experienced. 

At Seaton, further up-Channel, coastal structures were badly 
damaged, and even at Hayling Island, to the east and in the 
lee of the Isle of Wight, very long length swell waves caused flooding. 

Elsewhere, in South Wales these waves caused damage, for example 
by breaking over the fore-shore at Tenby, and at Sines in Portugal the 
massive breakwater under construction, and already damaged by previous 
wave attack, again suffered considerably. Nearby, Leixoes also 
suffered damage. 

An interesting observation of the contrast between effects of the 
storms of 13 December 1978 and 13 February 1979 was made by 
Lt. Cdr. J. Roberts, Meteorological Officer of HMS Osprey, Portland. 
In the former storm the seaward side of the remaining shingle was much 
too steep to climb up, the pebbles looking as though they had been 
shovelled out by the sea, leaving a cliff, whilst in the latter case 
the bank looked like a huge rounded whale-back. In the first case the 
damage was consistent with attack from short, steep waves, 
characteristic of locally-generated storm waves, or "sea", which 
destroy beaches and rip out sand and pebbles from a beach. In the 
second case, damage was consistent with attack from waves which are 
very long compared with their height, and are termed "swell", which 
carry sea-bed material towards the shore and build beaches. 

0CEAN0GRAPHIC ASPECTS 

As the local wind could not have been responsible for generating 
any waves approaching from a westerly direction, the source of the 
wave energy must have lain in the Atlantic. Portland subtends only a 
small angle to the Atlantic, with an arc from perhaps 230 degrees to 
260 degrees, so that any wind source must therefore lie within this 
"window". However, the "window" is not a simple "optical" one, 
because refraction, which itself will depend on wavelength and 
therefore ultimately on wind strength, and also on the direction 
of the original wind, will allow a displacement of the generating 
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zone into areas adjacent to those in the "optical window". There is, 
therefore, a range of conditions which could result in a wave 
orthogonal leading to Portland. 

Probably the most important single parameter is the wave period; 
the periods of the waves at the time of the disaster lay outside the 
range of periods associated with substantial wave energy ever recorded 
in 'many years of wave recording in waters around the British Isles or 
of the North Atlantic. 

WAVE DATA SOURCES 

The Taunton laboratory of the Institute of Oceanographic Sciences 
maintains several wave recorders off the west coasts of the UK for 
climatological purposes. It has been possible to obtain and analyse 
data for the relevant times from a recorder on the Sevenstones Light 
Vessel off Land's End, one near Eddystone Lighthouse and another on 
the St. Gowan Light Vessel in the Bristol Channel south of Pembroke. 
The UK Data Buoy DB1 located 120 miles south west of The Isles of 
Scilly at 48°42'N, 8°58'W, was operated by the Departments of Energy 
and Industry and the United Kingdom Offshore Operators' Association, 
and measured meteorological and oceanographic parameters, including 
wave conditions, and transmitted the data by radio to EMI (Woking). 
A Waverider was maintained by the Hydraulics Research Station, 
Wallingford, off Perranporth, on the western Cornish coast south of 
Newquay; it was exposed to waves approaching from the west. Another 
was operating well up the Bristol Channel. Elsewhere, a Waverider 
was operating off the port of Sines in Portugal. 

A SEARCH FOR THE GENERATING AREA 

In order to find a possible generating area which could be the 
source of this wave energy and which lies within the "window", it is 
necessary to study the previous few days' North Atlantic synoptic 
weather charts. The chart for 1200 on 10 February 1979 shows a new 
depression (Low 992) south of Newfoundland. This depression deepened 
rapidly as it moved eastwards and by OOOOhr GMT on 11 February it can 
be seen (Fig. 2) as low H, having deepened to 952 mb. The westerly 
winds on its southern flank were estimated to be of 50-60 knots. 
Such wind speeds are by no means uncommon in an Atlantic storm. 

By 12 February the depression was incorporated as the southern 
part of a low pressure system having filled to 968 mb. Finally, by 
0600 on 13 February the depression was centred approximately 120 nm 
south west of Land's End at 970 mb. In general, the longer-period 
waves generated by an Atlantic depression usually travel faster than 
the storm and so move out of the storm area, and the storms tend to 
move on a curved path. In this case the depression moved with roughly 
the same speed (30 knots) and in the same direction as that of the 
wave components of about 18-20 seconds which it had generated, and so 
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Figure 2     Meteorological Chart for OOOOhr GMT 11 February 1979, 
showing the storm which generated the unusual wave 
conditions. 
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continued to input energy preferentially into this longer-period part 
of the wave spectrum for a considerable time, creating high and 
unusually long period sea waves. This is the primary cause of the 
problems at Portland. 

A similar event occurred in the South Atlantic in July 1980, but 
the energy approaching the South African coast on that occasion, when 
the significant wave height was 3 metres, was only about a fifth of 
the energy present in the waves described in this paper. That event 
was described in a careful spectral study and interpretation by 
Shillington (1981). 

THE WAVES ON EUROPEAN COASTS 

The depression in mid-Atlantic filled rapidly, but the packet of 
wave energy it had produced continued eastwards as a swell at about 
30 knots, and was detected at about 2400hr on 12 February by DB1 in 
the western Approaches to The Channel. During 12 February DB1 had 
consistently recorded waves with a zero-crossing period (Tz) of around 
12 seconds and a significant height (Hs) of about 4 metres, but by 
midnight the wave period had increased rapidly to nearly 17 seconds and 
by 0100 13 February to over 18 seconds with a significant height of 
7 metres. It continued to record these high values until about noon 
on 13 February. In Figure 3, parameters from DB1 for this storm are 
superimposed on a scatter diagram for Ocean Weather Station INDIA 
(59°N, 19°W), the most exposed IOS wave climatology station in one of 
the roughest oceans. This wave climatology is representative of 
conditions in the eastern Atlantic from about 45°N to 60°N. The 
13 February 1979 conditions are outside the envelope of all data from 
over 40 previous instrument-years of measurements in all parts of UK 
waters; about 10 of these have been in locations well exposed to 
Atlantic conditions. According to the UK Meteorological Office ship 
routeing wave prediction model, these unusual wave conditions did not 
extend as far north as station LIMA (57°N 20°W), and this is confirmed 
by its measurements. (LIMA replaced INDIA in 1976.) (The wave period 
referred to in this report is the zero-up-crossing wave period, 
symbolized by Tz. It is the average interval between successive 
crossings in the upward direction through the still-water level. 
The significant wave height, Hs, is the average value of the height 
of the highest one third of all the waves.) Captain Warren, Master 
of the oil rig Atlantic I working close to DB1, reported visual 
estimates of swells of up to 9 metres with periods of over 15 seconds, 
at times reported to be as high as 20-25 seconds. 

Although there was no wave recorder operating at that time off 
The Isles of Scilly, the tide recorder at St. Mary's showed consider- 
able disturbances starting at about 2200hr on 12 February and 
continuing until the early afternoon of 13 February. The period is 
difficult to determine due to heavy filtering by the tide recorder, 
but a period of about 10 minutes is detectable on the recorder. It 
seems probable that a local oscillation was induced by the storm waves. 
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WAVES  AT   OCEAN   WEATHER   STATION INDIA 

CO 

52r 

48 

40 

^_, liS <a 
<o 

g 32 

to 
X 28 

£ 24 
D) 

<B 
X 20 

© > 
CO lc*> 

£ 

c 12 
co 
o 

M- fl 
c 
O) 

1     V 

i     A 
i i ,/ i i 

^74   /li   9    10 J0'B| 4 
//2     8^8^,19_14,^lS' 

,'* A   i'XSAl > 
\    / lAl/lV,2b 39^24/12/8   /3    l/ 
/ 3 A/15 ,39 23 42^CT\lJ ¥1/ 

'3   4    3V.12~Tfj6--12   5- ^ — " 
1 2 12 

DB1 
13 FEB 1979 

: 24'22\16   8    5   3   / 
0^24)12/8   ,3    1/ 1 

18 , 7-0     8-0     90    10-0    11-0    120    130    14-0    150 

Zero  Crossing   Period   Tz in  seconds —>- 

Figure 3     Wave Climatology for the eastern Atlantic as measured at 
Ocean Weather Station INDIA (59°N 19°W).    These data are 
representative of the eastern Atlantic between about 
45°N to 60°N.    The most severe of the parameters 
measured at DB1 on 13 February 1979 are plotted to 
show their unusual characteristics.    (The wave climate 
at DB1  is still  under confidentiality imposed by the UK 
Offshore Operators'  Association and therefore not avail- 
able for publication.)    The 13 February 1979 conditions 
are outside the envelope of data from over 40 previous 
instrument-years of measurements in all parts of UK 
waters.    According to the UK Meteorological Office 
ship-routeing wave prediction model, these unusual wave 
conditions did not extend as far north as station LIMA 
(57°N 20°W), and this is confirmed by its measurements 
(LIMA replaced INDIA in 1976). 
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A Shipborne Wave Recorder on the Sevenstones Light Vessel, 
between Land's End and The Isles of Scilly, measured-waves with a 
significant height of around 3 metres and a zero-crossing period around 
10 seconds during the evening of 12 February, but by 0600hr on 
13 February the waves increased to over 5 metres in height and over 
13 seconds in period. This Light Vessel is partially sheltered from 
such waves by The Isles of Scilly. 

Off Perranporth, the significant height had been about 1 metre 
on 12 February, gradually increasing to about 1.5m by 2100hr, and 
then more than doubled by 0300hr on 13 February, staying around 
3 metres until 0900 and then decreasing to somewhat over 2 metres by 

-midnight. The direction of approach of these waves was such that they 
travelled almost parallel to the Perranporth coast, so that their 
height at the recorder would have been less than that further out 
at sea. The zero-crossing periods were around 8 or 9 seconds on 
the 12th until the arrival of the swell late in the day, and in the 
morning of the 13th reached 13.5 seconds, falling back by noon to 
8 or 9 seconds again. Chart records show swell groups of 20 seconds 
period at Perranporth, and at the Severn Estuary site near Weston- 
super-Mare, also recorded by HRS. 

At Eddystone, which is somewhat sheltered by The Lizard, the wave 
period had increased considerably by 0300hr on 13 February, and more 
so by 0600hr with an increase in wave height. The wave heights are 
lower than at DB1 because of the sheltering. The timing is consistent 
with the passage of the wave energy past the DB1 location. At 
St. Gowan in the Bristol Channel, a site well exposed to the source 
of this wave energy, records show that the wave period (Tz) there 
increased to 15-16 seconds by 0300hr on 13 February (a value in 
excess of anything recorded previously in over a year's measurements) 
and stayed high for at least six hours afterwards. Visual inspection 
of records from both these sites reveals considerable energy content 
at around 15 to 20 seconds period. At the NMI research tower in a 
relatively sheltered position in Christchurch Bay just northwest of 
the Isle of Wight,off the map to the east, these waves achieved a 
significant height of over 2 metres. At Hayling Island, to the 
north east of the Isle of Wight, the attenuated and refracted waves 
were still 1.5 metres in height at the coast. 

The Waverider off Sines, south of Lisbon, experienced unusual 
conditions and recorded one wave with a height of 17.2 metres and a 
zero-crossing period of 20 seconds at 0340hr on 13 February. The 
significant height was 9.4 metres; these waves must have 
been generated by this same storm. 

The ship-routeing wave prediction model run in real time by the 
UK Meteorological Office had forecast the heavy swell correctly for 
the morning of the 13th and again forecast heavy swell for mid- 
Channel for the evening, but apparently at the evening high tide 
the waves did not have a damaging effect at Chesil Beach. The 
correctness of the forecast is borne out by the measurements at 
DB1. However, the most likely explanation of the failure of the 
swell to arrive at Chesil on the evening tide of the 13th is that 
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the angle of approach had changed sufficiently (perhaps by only 
10 degrees) to place Chesil in the shadow of the south western 
headlands. 

THE APPROACH UP THE ENGLISH CHANNEL 

A series of refraction diagrams has been constructed based on the 
approach of a broad front of waves travelling in directions appropriate 
to those generated in this storm, approximately towards the east north 
east. These show that waves of 20 seconds period can come to a focus 
in the middle of Lyme Bay, those of 18 seconds period focus almost 
directly onto the Isle of Portland and somewhat shorter period waves 
come to a real focus further east in The Channel or to a virtual focus 
inland. Clearly, Portland is particularly vulnerable to the approach 
of such long period swell coming up-Channel, and in the early hours 
of 13 February conditions were just right for the waves to make their 
land-fall in force. 

SEA LEVELS 

Although the incident occurred at the top of a spring tide 
predicted for 0740hr at Portland, it was not an unusually high 
astronomical tide; in fact in the first three months of that year 
at Portland over forty tides of the value expected for the morning 
of 13 February, or higher, were predicted, the highest being 0.6 metre 
higher. However, there was a surge in The Channel that morning, 
possibly connected with the low pressure centre over the western 
Channel at that time. At Newlyn, sea level was 0.85 metre above 
prediction, at Devonport (Plymouth) 0.6 metre and inside Portland 
harbour 0.52 metre. 

The Bidston Laboratory of the Institute of Oceanographic Sciences 
has analysed surge levels at various ports in the UK and the highest 
value of surge recorded at Newlyn over an 18-year period was 
0.88 metre. Such a surge as occurred on 13 February is unlikely to 
recur there, on average, more often than once in three years. 

In addition to mean water level changes caused by tides and 
surges, on coasts exposed to wave action the ocean level can be lifted 
by wave set-up, a mechanism by which the momentum of subsequent waves 
holds the water carried up the beach by breaking waves and results in 
an even higher water level at the beach. This effect is not likely 
to have contributed to the surge levels measured in Newlyn or 
Portland harbours, but it has been estimated that with these 
extremely long waves it could perhaps have added about 1 metre to 
the near-beach water depth at places such as Chesil Beach. 
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RARITY OF THE EVENT 

It seems possible that the situation on 13 February was near to 
the optimum for severity of effect at Portland. If the speed of the 
depression had been lower, waves of shorter period would have been 
enhanced, and focussing, if it occurred at all, would have given 
enhanced waves but probably further east and in mid-Channel. If the 
speed of the depression had been higher the enhancement would have 
taken place for waves of longer period with focussing further west, 
but the actual total energy at such periods, being even further down 
the tail of the energy distribution, would have been smaller than 
actually occurred on 13 February so that the effect at Chesil, and 
anywhere else in The Channel, would probably have been less. 

Without a prolonged historical study of meteorological conditions 
over the whole Atlantic, it is virtually impossible to ascribe a 
number to the average return period of such an event. The occasional 
floodings of Chesil seem to be due to two causes: one, the most 
likely, occurs when there is a severe local southerly storm 
coincident with a high tide, and this seems to be the most common. 
The second, and the cause behind the 13 February 1979 flooding, appears 
to be a most unusual combination of events; its impact is very much 
greater because its real-time prediction is orders of magnitude more 
difficult and expensive,and so far its occurrence has come completely 
by surprise to the local population, almost literally "out of the 
blue". 

CONCLUSIONS 

It is obvious that the coastal damage came about as a result of 
the compounding of a number of improbable events. Although waves of 
these heights are likely to occur in the Western Approaches several 
times each year, it is the coupling with the long wave period which 
is the most destructive element in this phenomenon. This coupling, 
which would be directly responsible for wave set-up at an exposed 
coast, occurring together with a surge and a moderately high tide, 
is the basic cause of the destruction. At this time it is not 
possible, or possibly not even sensible, to attempt to quantify the 
probability of occurrence of such an event, but bearing in mind that 
the most likely cause of flooding is a local southerly storm, which 
is predictable, an unheralded flood caused by the factors which 
caused this one seems purely, on a hunch, to be of the order of 
a century or longer. This does not, however, mean that it cannot 
occur again next week; similar but not so severe events may well 
occur in most years. 

The observations made by Lt. Cdr. J. Roberts, Meteorological 
Officer of HMS Osprey, Portland, of the shapes of the beach in the 
two floodings of December 1978 and February 1979 are consistent with 
the known wave conditions and their effects on beaches, and illustrate 
the completely different nature of the waves on the two occasions. 
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Needless to say, the effects on the local community were disastrously 
similar. 

The most important engineering implication seems to be that, when 
an installation is being planned on or near an exposed eastern 
Atlantic coast, and probably other oceanic coasts as well, the 
susceptibility to heavy swells with wave periods of around 20 seconds 
and possibly longer must be considered, because the mechanism for their 
generation does seem to exist and, by rare chance, occur outside the 
envelope of all wave measurements covering over 40 instrument years 
in this part of the North East Atlantic. If inundation from such 
waves would be disastrous, then the possibility of their occurrence 
within the typical lifetime of many engineering structures must be 
considered. 
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INTRODUCTION 

When a wave propagates over a rippled bed, organized vortices are 
generated over the leeside slope of crest. They are shedded, collapse 
and finally supply energy to turbulence in the vicinity of bed. This 
process plays an important role in the sediment transportation and 
suspension due to waves. However, quantative measurements of this 
phenomena have been limited because of some difficulties. 

Horikawa and Watanabe(1970) developed the electrolytic transducer 
and measured the turbulence over a rippled bed. Nakato, Locher, Glover 
and Kennedy(1977) used a hot-film anemometer controlled by a 
minicomputer and conducted a phase averaging sampling. One of the 
authors(1980) tried a phase averaging sampling of velocity field over an 
artificial ripple by a hot-film anemometer. Du Toit and Sleath(198l) 
used a He-Ne laser-Doppler anemometer to measure the velocity over 
artificial and selfformed ripples. Those are the principal contributions 
in this problem. 

One of the difficulties depends on a velocity meter. A hot-film 
anemometer which is widely used to measure turbulence in an 
unidirectional flow has some weakness under the circumstances of 
sediment suspension. Another difficulty lies on a data processing. 
Because the oscillatory flow turbulence is unsteady process, we can not 
utilize an analogue data processing technique which is very useful for a 
steady flow and are forced to handle a large number of digital data. 

In the experiments reported here, a laser-Doppler anemometer was 
introduced in order to overcome a first difficulty. The second one was 
solved by the combination of a wave-form-recorder-analyser and the 
desktop computer. The results show the good correlation of the 
turbulence variation and the movement of shedded vortices. Theoretical 
considerations on the time averaged turbulence are also presented. 

EXPERIMENTAL EQUIPMENT AND CONDITIONS 

The wave tank utilized is shown schematically in Fig.l; the test 
section was 0.4m wide, 0.6m high and 20m long. A 1.8 meter long sand pit 
was set at the central part of the tank. The same quartz sand, which has 
a diameter d=0.2mm and density *s-2640 Kg/m3, was used in all cases.  An 

282 
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CASE     WAVE   PERID     WAVE   HEIGHT     DEPTH       RIPPLE   LENGTH       RIPPLE   HEIGHT 
T H h Ls Hs 

1 2.25 s 6.90 cm 30 cm 8.55 cm 1.57 
2 1.25 6.76 30 4.23 0.88 
3 1.75 8.96 30 7.03 1.27 
4 1.75 8.52 30 7.18 1.28 
5 1.75 6.66 30 6.50 1.12 
6 2.25 8.32 30 8.53 1.47 
7 1.80 5.15 30 5.75 1.07 
8 2.00 6.47 30 7.10 1.46 
9 2.00 8.71 30 7.67 1.47 

10 2.00 5.15 30 5.43 1.14 
11 1.80 8.45 30 6.64 1.22 
12 2.60 9.37 30 7.72 1.49 
13 2.60 7.63 30 6.74 1.24 
14 1.50 7.02 30 5.00 0.97 
15 1.40 6.83 30 4.41 0.79 

Table       Experimental  Conditions 

Fig.   1     Sketch of  the wave  tank. 
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artificial scratch on the flattened bed made easy to develop a two- 
dimensional ripple. 

The experimental wave conditions and the developed ripples are 
summerized in Table. No asymmetrical ripple was observed in the 
experimental range listed here. Fig.2 shows the relation of ripple 
length Ls and the horizontal excursion length d0 of water particle. 
Cases 12 and 13 locate in the breakoff range and the others in the 
equilibrium one where the strong linear relationship are found. 

It was confirmed that the length of the equilibrium ripples has a 
good agreement with the empirical equation reported by Homma and 
Horikawa (1977). The ripple height, however, was about 20% larger than 
Homma's results. Yalin and Karahan(l980) also reported the empirical 
relation of ripple geometry. Their relation gave a good agreement only 
when the propotional constant C, which they reported 1-1.37, was 
modified into 1.6. 

The He-Ne laser-Doppler anemometer(LDA; Nihon Kagaku Kogyo Ltd.) 
was used to measure the horizontal velocity under the circumstances of 
sediment suspension. No seeding was need to pick up the frequency- 
shifted laser beam. Under the condition of the sediment concentration 
less than one thousand p.p.m., suspended sediment scarcely disturbed the 
velocity measurement. The disturbed signals could be easily detected and 
discarded. 

Sampling of the output signal from LDA were synchronized with a 
wave-meter. Some phase averaged values were statistically online 
analysed and recorded by the wave-form-record-analyser(WFRA;Kikusui 
Electronics Co.). Recorded data were also stored on a magnetic casset 
tape and used for further analysis by the desktop computer(HP9835). The 
output signal of LDA were filtered by a electrical band-pass-filter in 
some cases as mensioned later. 

DATA PROCESSING METHODS 

Four methods were examined in advance. 

i) Direct Phase Averaging Method 

In an oscillatory turbulent flow, the mean velocity and turbulence 
should be defined by an ensemble average at a certain phase of wave as 
follows 

1 n 
U = ~ I    u(wt+2ru) 

ni=l 

, 2 _ M [ u(ut+2Td) - U(u)t) ]2 
ni=l 

}   (1) 

where u: instantaneous velocity, U: phase averaged velocity and u': 
turbulence. We refer this averaging PHASE AVERAGING. The phase averaging 
can be done by WFRA. This technique may give a good results in case'of a 
purely oscillatory flow. In a wave field, however, turbulence evaluated 
by this method involves two kinds of error. One is due to wave 
randomness. In a random wave field this is not applicable at all. 
Furthermore, whatever good wave maker may be used in the experiment, a 
small amount of fluctuation of a wave period and height exist.  The 
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Fig. 2 Relation between the ripple length and the excursion length of 
water particle. 
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Fig.   3    Data processing methods. 
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other is due to the imperfect synchronization of sampling. Although the 
synchronizing signal must be free from any noise or fluctuation, such a 
situation can not be realized in the experiment. Since turbulence 
intensity is order of persents of main flow velocity, any fluctuation 
must be less than one hundredth percent if we want to get an accurate 
turbulence intensity. Finally, we used this method not to obtain a phase 
averaged turbulence but only phase averaged main flow velocity. 

ii) Electrical Filtering Method 

Since phase averaging method is useless in a random wave field, 
alternative definition of turbulence should be proposed. Turbulence has 
higher frequency fluctuation than a wave induced periodical velocty 
variation. So if output signal from LDA was processed by a high pass 
filter, turbulence velocity fluctuation may be separated. Reading it by 
a root mean square meter, we obtain long time averaged turbulence 
intensity as shown in Fig.3. The LDA has inherent noise at higher 
frequency range than hundreds Hertz, a low pass filter of one hundred 
Hertz was also used. Cutoff frequency of HPF was determined ten Hertz by 
trial and error method. 

This method seems to be so simple and useful to obtain a set of 
data at many points. However, it contains a certain amount of error when 
a turbulence intensity level is low. Because no electrical filter has a 
sharp cutoff frequency, the high pass filtered signal still has a small 
fraction of low frequency main flow component which is almost same as or 
larger than the turbulence. This method was examined at a first stage 
but finally discarded. 

iii) Fourier Expansion Method 

The main flow velocity U, which variates in period T, can be 
expressed by some low frequency terms of the Fourier expansion. 
Subtracting it from the original variation u, we can obtain an 
instantaneous turbulent component u1 as follows. 

N 
u' = u - I  ( a.-cos(2iwt) + b.*sin(2iajt) ) 

i=i  x x 

where  „, 

a, = ?p   u-cos(2io)t) dt 
1    JO 

and  b 
i  T 

(2) 

u«sin(2iwt) dt 

If expansion was carried out in each cycle, this method is applicable to 
the random wave field. The number of expansion was selected by trial and 
error. Fig.4 shows the time averaged turbulence intensity calculated by 
this method. The abscissa is the number of expansion. It shows that the 
number of expansion should be larger than ten or more which coresponds 
the cutoff frequency higher than five Hertz. 

Although this method make available further complicated analysis, 
it also forces us to process a large number of digitalized data. So it 
was used only when a detailed consideration was necessary. 

iv) Combined Method of Band Pass Filtering and Phase Averaging 
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In order to avoid the defects of methods i) and ii), the combined 
method of them was developed. The signal processed by the band-pass- 
filter was sampled by phase averaging technique. The low frequency 
component in the band-pass-filtered signal can be taken away in a 
sufficient degree by this method. Almost all turbulence data reported 
here were obtained by this method. The comparison of Method iii) and iv) 
is shown in Fig.5. The coordinate is the turbulence intensity evaluated 
by Method iii) and the abscissa is by Method iv) in which the expansion 
number is selected as 17 ( cutoff frequency: 10 Hertz ). 

RESULTS AND CONSIDERATIONS 

1) Turbulence Variation and Distribution 

Fig.6-1 shows an example of the phase averaged velocity over a 
crest. In the figure, Z is a vertical distance from the crest. The 
variation at Z=6 cm , where the bed configuration has no effect on the 
velocity variation, is overrapped as a reference variation by broken 
lines. Fig.6-2 shows the variations of turbulence intensity and Fig.6-3 
does velocity and turbulence distributions. 

As~ shown in the figure, turbulence intensity becomes minimum at the 
phase ojt - (4/15 )TF • At this phase, an organized vortex is growing over 
the leeside slope, any influence of which is detected at the measuring 
section. After a flow reversion{wt = (10/15)70, the vortex moves over 
the crest, so the offshoreward velocity is intensified in the vicinity 
of bed. This phenomenon is noticed by a systematic deviation from the 
reference velocity variation in Fig.6-1. It is also remarked that the 
turbulence concentrates in the vicinity of bed. At ojt = (18/15)T 
another small systematic deviation from the reference velocity is 
observed. It associates the fact that another vortex developed at the 
neighbouring ripple passes the measuring section as shown in Fig.6-4 
schematically. Because the vortex passes at higher position, the 
turbulence distributes more widely. Although the vortex passes across 
the measuring section again at w^ = (25/15)

7T as snown in Fig.6-4, any 
sign is not noticed on velocity or turbulence variation and distribution 
because its organized motion has collapsed by this phase. In another 
half cycle, almost same phenomenon repeats in the reverse direction. 

2) Theoretical Considerations 

A turbulence energy budget relation was examined. The turbulence 
budget equation is written as 

D a2" 
~ ?      =  [production] + [diffusion] - [dissipation]     (3) 

Since the time variation is so complicated, only the time averaged 
turbulence intensity is considered. The experimental results including 
the visual observation show that the turbulence energy is supplied by 
the collapse of vortices in the vicinity of bed and diffused upward by 
its diffusivity and that the flow field is almost horizontally uniform 
except in the vicinity of bed. Those facts imply the possibility of two 
simplified models. 

Because the production term does not play any important role except 
in the vicinity of bed,   the diffusion term may balance with the 
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CASE 14 (crest) 

Fig.   6-1    Examples of the phase averaged velocity cycle. 
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6-2 Examples of the phase averaged turbulence variation. 
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Fig. 6-3 Examples of the phase averaged velocity and turbulence 
distribution. 
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phase 

Fig. 6-4 Schematic view of the vortex movement. 
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dissipation term in the upper region shown in Fig.7. If we assume that 
Prandtl's mixing length hypothesis is also available in this case, we 
have 

8Z bz 3 Z    L k q ; 

diffusion dissipation 

B ( q2 

m 

(5) 

where L is the mixing length, q2 = u,2+v'2+w'2 » £z is turbulence 
diffusion coefficient. The value of universal constants A and B are 
selected as 0.124 and 0.369 by the direct analogy of the unidirectional 
shear flow. Assuming the mixing length is constant, we obtain 

qo' 

uj' 

• exp( j- 

, 1 
•exp( j- 

3 B 

3 B 

(Zo - Z) ) 

(Zo - Z) ) 

(6) 

where qo is the reference turbulence intensity at the reference level 
Zo. Fig.8 shows the distribution of time averaged turbulence u'2 which 
must be proposional to q2 . The data fall on the curve predicted by 
eq.(6). In the theory, the mixing length was selected so that it give 
the best agreement with experiments, because we have no information 
about it. The values of mixing length L calculated by this criterion are 
plotted on Fig.9. It shows a good correlation between the mixing length 
and the geometrical length scale of ripple in the equilibrium range. 

In order to determine the reference turbulence, let's consider the 
control volume shown in Fig.7. The energy production in a cycle must 
balance with the energy dissipation in it and the upward diffusion from 
it. The production may relate with the vortex strength T • Dimensional 
consideration concludes that the production during a cycle is 
proportional to the square of vortex strength; i.e. 

[production] ~  constant*?2 

The dissipation term is 

[dissipation] = £ ( qi )i-5-Ls-T-Z0 

The upward diffusion across Zo is 

[diffusion]  = - Bfq2.)1-5 

Assuming    Zo    propotional 

constant* ( q2 )1,5 

LS'T 

ripple length   Lo, 

(7) LsT 

is concluded.   Fig.10 shows the relation of reference turbulence 
intensity and  the vortex  strength,  which was calculated from an 
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Fig. 7 Schematic relation of turbulence energy budget. 

Z 
(cm) 

10 

CASE 14 
(crest) 

(AJ^L = 1.595 exp(-0.587-2) 

0.5 15 (m,„ 
(cm/s) 

Fig. 8 Example of the time averaged turbulence distribution. 
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Fig. 10 Relation between the vortex strength and the turbulence 
intencity. 
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accumulation of vorticity flux across the section over the crest by the 
method proposed by the authors(1980). It shows a good correlation 
between them. 

CONCLUSIONS 

Turbulence over rippled beds was measured and the followings were 
concluded. 
1. The variation and distribution of turbulence during a cycle closely 
relate to the movement of organized vortex shedded from the ripple. 
2. The turbulence  intensity averaged over a period can be explained 
through a simplified Prandtl's mixing length model 
3. The linear relationship of mixing length and ripple's geometrical 
length is confirmed. 
4. The maximum turbulence intencity which occurs near the bottom 
relates to the vortex strength. 
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INVESTIGATIONS ON ORBITAL VELOCITIES AND PRESSURES 

IN IRREGULAR WAVES 

by 
1) 2) 3) 

K.-F. Daemrich,  W.-D. Eggert,  H. Cordes 

ABSTRACT 
This paper deals with the results of hydraulic model investi- 
gations of orbital velocities and pressures in irregular 
waves. Different simulation methods in the time and frequen- 
cy domain were checked or developed, and the theoretical re- 
sults compared with measurements. Using simulation methods 
based on linear wave theory, results with good correlation 
are obtained, at locations near the water surface, however, 
a tendency towards over- or unterestimation exists. 

1. INTRODUCTION 
Orbital velocities and pressures are important input values 
for many dimensioning methods in coastal engineering. For 
regular waves, these values can be calculated using the vari- 
ous wave theories for given wave parameters. Although earlier 
test results confirm the theories only in a few cases, more 
recent results provide better agreement, due most probably 
to better equipment and an advanced control signal generation 
for the wave machines. 

The aim of the investigations described in the following was 
to develop or check simulation methods which enable orbital 
velocities and pressures in irregular waves to be calculated 
theoretically from the wave time-series. The simulation meth- 
ods were developed in accordance with analysis methods, and 
are so far based upon linear wave theory. 

2. INSTRUMENTATION AND HYDRAULIC BOUNDARY CONDITIONS 
The investigations were performed in the FRANZIUS-INSTITUT 
wave channel. The channel, which is equipped with a servo- 
controlled, hydraulically driven wave generator, is about 

i) Dr.-Ing., Research Engineer, Franzius-Institut, 
University of Hannover, FRG 

2) Dr.-Ing., Strom- und Hafenbau, Hamburg, FRG 
3) Dipl.-Ing., Strabag Bau AC, ZN Wilhelmshaven, FRG 
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120 m long and 2.2m wide. The water depth was 1.0 m in all 
tests. The control signals for the paddle movement of the 
wave machine are generated by a Wave Synthesizer (Walling- 
ford type). 

The wave spectra were JONSWAP spectra with significant wave 
heights in the range of 8 to 25 cm and with mean periods of 
1.5 to 1.9 sec. The sequenth lengths of the wave time-series 
were typically about 4 to 5 minutes, depending upon the mean 
periods. 

The velocity components and pressures were measured at 0.25m, 
0.50 m and 0.85 m below the mean water level (submerged 
depth). For the orbital velocity measurements, a C0LNBRO0K 
inductive-type probe for two components (horizontal and verti- 
cal) was used; for the measurement of the wave trains, re- 
sistance wave probes (Delft GHM) were installed. The waves 
and the corresponding velocities and pressures were measured 
simultaneously in the same cross-section. 

3. SIMULATION METHODS 

Initial results of the velocity measurements have already 
been presented at the recent ICCE in Sydney (DAEMRICH,EGGERT, 
KOHLHASE (1980)), together with a discussion of three simu- 
lation methods. To avoide repetition only a brief description 
is given here. It should be pointed out that the major ob- 
jective was to calculate and compare the maximum positive and 
negative velocity components or pressures in every individual 
wave of the wave train. 

The first method, relating to the superposition method with 
theoretical TRANSFER FUNCTIONS, is based on frequency domain 
analysis. The FOURIER components of the wave train are cal- 
culated and each frequency component is multiplied by the • 
pertinent value of the theoretical transfer function accord- 
ing to linear wave theory. Finally, using an inverse FOURIER- 
transformation, the theoretical time-series is recalculated 
or superposed. From this theoretical time-series, positive 
and negative amplitudes of the individual waves are deter- 
mined and compared to the measured values. 

The next simulation method is based upon time-series calcu- 
lations. In this method, regular wave parameters must be de- 
fined for each individual irregular wave. Following the most 
common method, the ZERO-poWNCROSSING parameters for wave 
height and period (according to IAHR definition) were used 
to calculate positive and negative maximum velocities and 
pressures by means of linear wave theory. 

Owing to the fact that a comparison between the measured re- 
sults and those obtained theoretically from the zero-down- 
crossing method showed very low correlations compared to the 
transfer function method, the COMPLEMENTARY method was de- 
veloped. This method is very similar to the zero-downcross- 
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ing method, but makes use of other definitions for the wave 
parameters - typically half-waves and pertinent periods. 
Generally speaking the complementary method involves taking 
a more effective geometrical part of the wave in the physi- 
cal sense and completing it, for the theoretical calculation, 
to a sine wave (or a higher order regular wave). 

A definition sketch of the complementary parameters for ve- 
locity and pressure simulation is given in Fig. 1. 

DEFINITION  FOR HORIZONTAL POSITIVE VELOCITIES 

AND POSITIVE PRESSURES 

DEFINITION  FOR VERTICAL  POSITIVE  VELOCITIES 

DEFINITION  FOR HORIZONTAL  NEGATIVE  VELOCITIES 
AND  NEGATIVE  PRESSURES 

DEFINITION   FOR  VERTICAL NEGATIVE VELOCITIES 

Fig. 1: Definiton sketch for determining wave parameters 
according to the complementary method 

4. RESULTS OF THE ORBITAL VELOCITY INVESTIGATIONS 
In Fig. 2, measured and theoretical horizontal velocity am- 
plitudes (submerged depth of the velocity probe: 0.25 m) are 
compared using the three simulation methods. The results are 
devided into positive (upper part) and negative amplitudes 
(lower part of the figure). 

The transfer function method and the complementary method 
both show a reasonable correlation, whilst the scatter in the 
results obtained from the zero-downcrossing method is marked- 
ly higher, and in most cases excludes the application for the 
calculation of single velocity events. 

In the results from the transfer function method and the 
complementary method there is a general tendency that the 
measured horizontal velocities are lower than the theoreti- 
cal ones under a wave crest, and higher than the theoretical 
ones under a wave trough. From Figs. 3 and 4, which show simi- 
lar results from measurements for submerged depths of 0.50 
and 0.85 m, it may be seen that this tendency decreases with 
increasing submergence and is no longer present near the 
bottom for this spectrum. 

By comparing the results of calculations based upon higher 
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order wave theories and from the assumption of small ampli- 
tudes for the validity of the linear wave theory, it becomes 
evident that the latter tendency can be attributed to non- 
linear effects. 

For further details relating to the results of vertical ve- 
locity measurements, the reader is referred to the Proceed- 
ings of the ICCE, Sydney (DAEMRICH, EGGERT, KOHLHASE (1980)). 

5. RESULTS OF THE PRESSURE INVESTIGATIONS 
Corresponding results obtained from the simulation of pres- 
sure amplitudes in irregular waves are shown in Fig. 5, 6 
and 7 . 

As before, the scatter in the results calculated by the trans- 
fer function method and the complementary method is distinct- 
ly smaller than that arising from the zero-downcrossing meth- 
od. Compared to the velocity measurements, the scatter in 
pressure amplitudes obtained from the transfer function meth- 
od is notably smaller. 

The tendency to overpredict pressures under the wave crest 
and to underpredict pressures under the wave trough is simi- 
lar to that obtained in the horizontal velocity measurements. 

Considering the results obtained from the complementary meth- 
od in more detail, it can be seen that the majority of the 
data points exhibit a very low scatter and a well-defined 
trend. A small number of points, however, are clearly over- 
estimated. A visual inspection of the time-series at the 
relevant positions provides a seasonable explanation. This 
may be seen for example in Fig. 8, which shows a wave to- 
gether with its pertinent pressure time-series (submerged 
depth O.50 m). 

The amplitude marked by an arrow is typical of an overesti- 
mated event. Clearly, the influence of the higher frequency 
component of about twice the basic frequency in this case 
cannot be neglected when estimating the maximum pressure am- 
plitude. In other words, the actual half-wave form in this 
case is not properly represented by the complementary para- 
meters, and a modification of the original parameters should 
be considered. 

6. SIMULATION OF WAVE AMPLITUDES FROM PRESSURE MEASUREMENTS 
For the recalculation of wave data from pressure measure- 
ments, the same simulation methods can be applied. Since, 
however, the value of the theoretical transfer function at 
the high frequency end of the spectrum can be exceedingly 
large, caution is necessary to avoid an upscaling of system 
noise. 

In Fig. 9, a measured wave spectrum is compared with the 
wave spectrum calculated from the pressure spectrum using 
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WAVE  SPECTRUM 

[MEASUREDI 

WAVE SPECTRUM 

(CALCULATED  FROM 
PRESSURE SPECTRUM) 

OPTIMUM 
CUT-OFF FREQUENCY 

0 

0.O02 

THEORETICAL TRANSFER FUNCTION 

(SUBMERGED  DEPTH    0.5 m) 

PRESSURE  SPECTRUM 

(MEASURED) 

ig. 9: Calculation of wave spectrum from pressure spectrum 
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WAVE 

PRESSURE 

Fig. 8: Wave and pressure time-series 
(location of pressure overestimation given by 
complementary method is marked by an arrow) 

the theoretical transfer function. The increasing energy at 
the high frequency end of the calculated wave spectrum clear- 
ly indicates the point at which system noise starts to be 
dominant and from which point the frequency components should 
be suppressed (the location is marked by an arrow). 

Figs, 10 and 11 show results based upon measurements with 
submerged depths of the pressure cell of 0.25 m and 0.50 m. 
Although best results are obtained when the pressure meter 
is situated near the mean water level, the results are also 
acceptable in a medium water depth for the spectrum considered. 
With the pressure meter located near the bottom, however,the 
scatter in the data was found to be relatively high (Fig. 12) . 

In deciding whether or not pressure meters may be used as 
wave gauges and at what depth they should be located, it is 
necessary to consider both the quality of the measuring and 
data aquisition systems and the desired accuracy of wave 
measurements. 
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WAVE INDUCED VELOCITIES CLOSE TO A RIPPLED BED 

by 

C.G. du Toit* 

The results are reported of velocity measurements in oscillatory 
flow over rippled beds. Velocities were measured with a laser- 
doppler anemometer in both an oscillating tray rig and an oscil- 
latory flow U-tube. Both self-formed and artificial ripples were 
examined. 

The results obtained in the two test rigs were compared and it was 
concluded that the flow fields obtained in the two cases were dyna- 
mically similar. 

Measurements of the flow field clearly showed the formation, growth 
and ejection of vortices, as well as a strong surge of fluid over 
the ripples during and after flow reversal. 

1  INTRODUCTION 

A proper knowledge of the flow field in the boundary layer above 
the ripples on the sea bed is of considerable importance to the 
coastal engineer. It is essential to be able to fully under- 
stand the phenomena of sediment transport and energy dissipation. 

A great deal of theoretical work has already been done on the 
subject and three different approaches can be distinguished. 
Firstly, it is assumed that the concepts used for turbulent 
boundary layers in steady flow over rough beds may be extended 
to oscillatory flow and that the vertical velocities may be 
neglected. Secondly, it is assumed that the mean velocity 
distribution may be well represented by a laminar solution if 
the exchange of momentum from one fluid layer to another is do- 
minated by the mixing produced by the vortices rather than by 
the much smaller-scale turbulent eddies. Thirdly, a solution 
has been put forward, based on the "discrete vortex" method. 

A number of experimental studies have also been made of the 
velocity distribution close to beds in oscillatory flow. How- 
ever, in most cases the beds were essentially flat or the bed 
profiles did not closely resemble those of naturally occuring 
ripples. Horikawa & Watanabe (1970) and Nakato et al (1977) 
did measure velocities above natural sand ripples in oscillatory 
flow. They were, however, primarily interested in the turbulence 

*Senior Lecturer, Department of Civil Engineering, University of 
Stellenbosch, Stellenbosch 7600, South Africa. 
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and suspended sediment distribution. A more detailed study of the 
flow field was made by Sawamoto et al (1980). They measured the 
velocities above a fixed ripple in an oscillatory flow wind tunnel. 

The objective of this paper is to give a short account of measure- 
ments that were made of the flow fields above both artificial and 
natural sand ripples. A comparison of the various available theo- 
ries with the data has already been made elsewhere by Du Toit 
& Sleath (1981). 

EXPERIMENTAL EQUIPMENT 

Experiments were carried out both in an oscillating tray rig and 
an oscillatory flow U-tube. 

The oscillating tray rig is shown in Figure 1. 
It consisted essentially of a flat tray 0.305 m wide which was os- 
cillated in its own plane in a tank of still water. Simple har- 
monic motion was created by means of a variable speed motor with 
feed-back control driving a Scotch Yoke. Baffles, extending down 
to close to the bed, divided the tank into three sections. These 
baffles were to prevent vortices shed by the end of the tray from 
propagating into the central test section. Flow under these baf- 
fles were inhibited by compensating cylinders which had the same 
cross-sectional area as the tray. 

Figure 2 shows a sketch of the oscillatory flow U-tube. 
It consisted of a U-tube in which the water was caused to oscil- 
late by a paddle driven, via a crank arm, by a variable speed 
motor with feed-back control. The central test section was 0.305m 
wide and 0.45 m high. The arm containing the paddle was circular 
in section with an area 3.3 times that of the rest of the tube. 

The oscillating tray rig could be operated over a wide range of 
strokes and periods of oscillation, whereas the oscillatory flow 
U-tube was restricted to periods close to its resonant period of 
4.6 s. 

The velocities were measured with a laser-doppler anemometer 
system. With the equipment available it was only possible to 
measure one component of velocity. The results given below are 
all for the horizontal component of velocity. 

Phases were measured with the aid of a beam of light falling on 
a photo-electric cell for the oscillating tray rig. A flat plate, 
rigidly attached to the Scotch Yoke, interrupted the beam of light 
as the tray passed through the top dead-centre position. For the 
oscillatory flow U-tube the output from a resistance gauge in the 
open arm of the tube was used as a phase marker. 

The outputs from the laser-doppler system and the phase marker 
were recorded on magnetic tape and subsequently fed through an 
analog-to-digital converter into a computor for analysis. 
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FIG. 1 Sketch of oscillating tray tank 

Analog-to-digital conversion was carried out at a rate of between 
600 and 720 samples per cycle. 

All the tests with natural sand ripples were carried out with a sand of 
median diameter 0.41 mm, standard deviation 0.10 mm and specific 
gravity 2.65. 

The artificial ripple bed was made out of wood and was machined on 
a numerically-controlled milling machine to the following profile. 

Crank arm 

1.75m 

2.13m 

"Supports' 
5.08 m 

FIG. 2 Sketch of oscillatory flow U-tube 
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(i) Arti ficial ripples 

Test a T a h U„L 
(m) (s) L L 3/k V 

32 0.06 3.29 0.6 0.17 15.02 10690.3 
33 0.O8 3.25 0 8 0.17 15.22 14637.0 
34 0.10 3.36 1 0 0.17 15.05 17872.9 
35 0.12 3.32 1 2 0.17 15.25 22039.2 
36 0.04 3.47 0 4 0.17 14.94 7049.8 
37 0.02 3.47 0 2 0.17 14.95 3528.1 
38 0.02 1.86 0 2 0.17 19.92 6268.3 
39 0.04 1.87 0 4 0.17 19.98 12603.5 
40 0.06 1.90 0 6 0.17 19.98 18738.0 
41 0.08 1.90 0 8 0.17 19.91 25036.1 
42 0.10 1.89 1 0 0.17 20.03 31668.2 
43 0.12 1.96 1 2 0.17 19.74 36937.0 
44 0.02 5.45 0 2 0.17 12.05 2291.7 
45 0.04 5.46 0 4 0.17 12.06 4593.0 
46 0.06 5.47 0 6 0.17 11.99 6810.8 
47 0.08 5.61 0 8 0.17 11.86 8888.8 
48 0.10 5.66 1 0 0.17 11.86 11097.9 
49 0.12 5.56 1 2 0.17 12.00 13644.6 

(ii) Self -formed ripples 

11 0.060 3.97 0.79 0.13 10.04 6280.7 
84 0.065 3.91 0.72 0 18 12.08 8273.9 
87 0.085 4.73 0.71 0 18 14.99 12570.8 
90 0.11O 4.98 0.67 0 17 19.89 20957.5 
96 0.122 5.37 0.71 0 17 19.67 21617.5 
97 0.096 4.22 0.83 0 19 15.05 14898.2 
98 0.101 3.21 0.74 0 20 20.26 23884.0 
99 0.195 4.87 0.77 0 17 30.27 55812.8 

100 0.141 3.18 0.67 0 16 31.05 50935.9 
101 0.081 5.75 0.75 0 19 12.10 8611.9 
102 0.085 4.62 0.86 0 19 12.18 10001.4 
103 0.166 4.65 0.68 0 18 30.54 49852.9 
104 0.108 3.80 0.72 0 20 19.97 22676.9 

TABLE 1. Test conditions 

y lh (cos k£ - 1), x = 5 - in sin k5 (1) 
where the crest-to-trough height h of the ripple was 0.017 m 
and the wavelength 2lT/k was 0.10 m. This profile was very 
similar to that of the ripples which form with the 0.41 mm sand. 

Further details of the experimental equipment are given by 
Du Toit (1980). 
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3. TEST PROCEDURE AND RESULTS 

At least one day prior to a test the tank was filled with tap 
water and left to de-aerate. Natural sand ripples were ob- 
tained by selecting the appropriate frequency and amplitude of 
oscillation and letting the rig run until the ripples reached 
their equilibrium profile. The rig was then stopped and the 
ripple geometry measured. On the day of the test the equipment 
was left on for at least an hour to warm up. 

At least two vertical traverses were made during each test. 
For each traverse records of at least thirty cycles were made 
at various fixed heights above the bed. In all the tests 
traverses were made above a ripple crest and a ripple trough 
when the tray was in its central position. In some tests in 
the oscillatory flow U-tube two additional traverses were made 
a sixth and athird of a ripple length from the crest. 

The water temperature and output from the various instruments 
were checked regularly during and the ripple geometry at the 
end of a test to ensure that no significant changes had taken 
place. 

The conditions under which the various tests were carried out 
are summarized in Table 1. All the tests were in the fully- 
developed rough turbulent regime according to the criteria of 
Kajiura (1968), Sleath (1974a), Kamphuis (1975) and Jonsson 
(1980), except for a few tests with artificial ripples at the 
shorter amplitudes of oscillation. 

3.1 Ripple and velocity similarity 

It has been claimed, e.g. Brebner & Collins (1961), that flow 
fields simulated in the oscillating tray rig and the oscilla- 
tory flow U-tube are not dynamically similar. However, if 
the ripples are similar, Sleath (1974b) showed theoretically 
that the flow fields are dynamically similar. 

A plot of ripple lengths against the corresponding amplitudes 
of oscillation for which the ripples had been obtained, is shown 
in Figure 3. 

Added to the present data, are the experimental results of a 
large number of undergraduates, cf. Sleath & Ellis (1979), at 
the University of Cambridge in the same oscillating tray rig 
with the same 0.41 mm sand as the present study. 

These are compared with the empirical predictions of Mogridge 
& Kamphuis (1972) and Sleath (1975), obtained from experiments 
conducted in wave flumes and oscillatory flow U-tubes. 

The minimum and maximum Reynolds numbers °/fev obtained in the 
present experiments were respectively 42 and 207. The predic- 
tions of Sleath for these two values are shown in the figure. 
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FIG. 4 Variation of 
U„ 

with gy above ripple crest 

The agreement between the various experiments and the predictions 
is quite close and there doesn't seem to be any consistent dif- 
ference between the results obtained in the two different rigs. 
The ripple lengths obtained in the two cases are, therefore, 
similar. 

In the case of the oscillating tray rig, the ripple is oscilla- 
ting forwards and backwards past the measuring volume. The only 
instants, therefore, during the cycle when the velocities can be 
compared with those measured in the oscillatory flow U-tube for 

•p < 1.0 and a vertical traverse above the crest, are when the 

measuring volume is directly above a crest. This occurs at 
ut = o and tot = TT and corresponds to maximum tray velocity for the 
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oscillating tray rig and maximum free stream velocity for the 
oscillatory flow U-tube. 

U 
Figure 4 shows how the non-dimensional  velocities    ^/Uo 
change with distance gy above the ripple crest, where 

u,r 1 
~    =    2jj-    {U  (tot = o)     - U  (tot = TT)} (2) 

and 6    =    / 2v  .    The oscillating flow U-tube velocities were 
converted to oscillating tray velocities by 

U    (tray) U  (U-tube) 

Uo " U„ (3) 

gh    a 
considering the variation in ¥, L and L for the various 
tests, the agreement is good and there seems to be not appa- 
rent difference between the velocity profiles obtained in 
the oscillating tray rig and the oscillatory flow U-tube. 
The velocities can, therefore, be taken as similar. 

Due to the similarity in ripple lengths and velocity profiles 
it can, therefore, be concluded that the flow fields simulated 
in the two rigs are dynamically similar. 

3.2 Velocities above an oscillating fixed ripple 
U 

The way in which U7 changes with tot for various positions 
above an oscillating fixed ripple is shown in Figure 5. 
Figures 5 (a) and (b) are for a crest traverse and Figures 
5 (c) and (d) for a trough traverse. The instants when the 
measuring volume was directly above a crest are indicated 
in the figure with crosses. It should also be noted that 
the tray was travelling with the velocity -U0cos ut. 

When a rippled bed is oscillated, the fluid in the viscous 
part of the boundary layer has to travel along with the ripple 
surface. However, in the outer layer the fluid moves over the 
crest in a direction opposite to that of the ripple surface, 
continuity then requires that the fluid over the trough should 
move in the same direction as the ripple surface. These 
features are clearly illustrated in Figure 5. 

In Figure 5 (a) it can be  seen that there is a sharp in- 
crease in the velocity in the direction opposite to that in 
which the ripple is travelling as the crest approaches the 
measuring volume. This corresponds to the fluid in the 
outer layer spilling over the ripple crest. As the viscous 
layer moves past the measuring volume there is a sudden switch in 
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-      A o—4t *  -.-'J x i 

0 IT     (lit       2TT      0 7T      U)t       2lT 

(a) Crest traverse $y = 0.47     (c) Trough traverse gy = 0.47 

os**^3\-—* ^ s^x/—if  

ut 2TT 

(b) Crest traverse gy = 5.67 (d) Trough traverse gy = 5.67 

FIG. 5 TEST 32: Average velocity cycles for gy = 0.47 and 5.67 
for crest and trough traverses 

the velocity direction due to the viscous layer travelling with the 
ripple. This can be observed in Figure 5 (c) as well, though very 
much weaker. This viscous effect diminishes quickly and in Figure 
5 (b) & 5 (d) it can not be observed any more. There the measuring 
volume is in the outer layer all the time. 

An additional phenomenon can be observed in Figures 5 (c) &  5 (d). 
Very prominent peaks occur in the velocity cycles at wt = 0.65TT 
and 1.65TT. These peaks occur just after flow reversal and corres- 
pond to the fluid surging over the ripple in the direction opposite 
to that in which the ripple is travelling. It is also associated 
with the ejection of the vortex which has been on the downstream 
side of ripple prior to flow reversal. This effect can be seen in 
the photographs published by Bagnold (1946). 

3.3 Velocities above a stationary sand ripple 

In contrast with the previous Figure, Figure 6 (a) shows the average 
velocity for gy = 1.44 above a ripple crest and Figure 6 (b) shows 
the average.velocity cycle for gy = 1.18 above a ripple trough for 
stationary sand ripple in the 
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oscillatory flow U-tube. Also shown on the Figures are the 
"mirror" plots of the measured average velocity cycles. These 
were obtained by shifting the average velocity cycles by 
TT radians and inverting them. Thus the difference between 
the two curves provides an indication of the magnitude of 
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experimental errors such as mean drift in the tank. 

A prominent feature in both figures is the occurence of a 
peak in the velocity cycle at tot = 0.9TT and 1.9TT for the 
trough plot. During the course of the experiments it was 
observed that the crest swayed from side to side, forming 
a small cusp of sand first on one side and then, as the 
flow reversed, on the other side. It was originally thought 
that the presence of the peak in the velocity cycles was due 
the swaying of the crest. However, comparison with results 
obtained for the fixed wooden bed in the oscillatory tray 
rig showed the same peak. This is illustrated in Figure 7, 
where the oscillatory tray velocities were converted to 
oscillating free stream results. 

This peak corresponds to the strong surge of fluid going 
over the ripple crest and sweeping through the ripple 
trough, as illustrated in the photographs by Bagnold (1946). 
The surge occurs just after flow reversal and is associated 
with the ejection of the vortex which had been on the down- 
stream side of the ripple prior to flow reversal. 
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Thus although the change in position of the crest cusp is 
not the cause of the velocity peak, the velocity peak may 
be the cause of change in position. 

The variation in the horizontal velocities in the flow field 
above a rippled bed during a half cycle is illustrated in 
Figure 8. 

Only the instants tot = o, */(,, */3, '"/2,  2lT/3 and 5lI/6 are 
shown. 

In Figure 8 (a) the freestream is moving with maximum velocity 
from right to left and a well defined vortex fills almost half 
the ripple trough on the downstream side of the ripple. As the 
freestream decelerates, the vortex increases in size, Figure 8 
(b), until it fills almost the whole trough, Figure 8 (c). 
Although the freestream has not reversed yet at this instant, 
ut = 21T/3j the flow near the ripple crest is on the brink of re- 
versing. In Figure 8 (d) the freestream reverses. The vortex 
is being ejected over the crest and a strong surge of fluid 
sweeping through the ripple trough and spilling over the crest 

is building up. At tot =  /3, Figure 8 (e), the flow has al- 
ready started separating at the crest and a new vortex starts to 
form. A jet, associated with the separation, shoots out over 

5-TT the trough and at tot =  /6 it has almost reached the trough. 

The general flow features show good agreement with those 
photographed by Bagnold (1946), despite the differences in 
flow conditions and ripple geometry. Sawamoto et al (1980) 
used a ripple profile with a smaller steepness and a much 
more rounded crest and, therefore, the vortex was not as 
pronounced as in the present study. 

CONCLUSIONS 

The range of flow conditions covered during the present series 
of tests covers a wide spectrum of conditions encountered in 
practice. It is believed that the present results could help 
to improve our understanding of the boundary layer in oscillatory 
flow over rippled beds and lead to a better understanding of the 
associated phenomena. 

The author would like to thank Dr. J F A Sleath of the University 
of Cambridge for his encouragement, as well as the South African 
CSIR, the British NERC and the Sir Henry Strakosch Memorial Trust 
for their financial support. 
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6. SYMBOLS 

a   = Amplitude of oscillation 

h   = ripple height 

k   = ripple frequency 

= 2V 

L        = ripple length 

T        = period of oscillation 

t        = time 

U0  = maximum oscillating tray velocity 

Uro  = maximum freestream velocity 

U   = velocity at cut = IT 

8   = measure of laminar boundary layer thickness 

oscillation frequency 

2I
7T 

kinematic viscosity of fluid 



MASS TRANSPORT IN VOCOIDAL THEORY 

by 

J W Gonsalves and D H Swart* 

ABSTRACT 

The concept of mass transport is theoretically discussed 
within the framework provided by Vocoidal theory.  The 
Lagrangian mass transport is divided into two parts; 
firstly treating the fluid as being inviscid and secondly, 
incorporating viscosity by means of the free surface and 
bottom boundaries.  Eulerian mass transport is defined and 
is shown to correspond, in deep water, to the net flow 
predicted by Stokes and others. 

INTRODUCTION 

The Lagrangian mass transport is defined as the mean 
velocity of a marked particle and results from the fact 
that the trajectories of the fluid particles under finite 
amplitude waves are not closed.  Since the original dis- 
cussion by Stokes (1847), this concept remained theore- 
tically untouched until 1953 when Longuet-Higgins treated 
it from the point of view of a viscous fluid.  Since then 
many authors, of which Huang (1970) is the most notable, 
have written on this subject.  Eulerian mass transport has 
only relatively recently been defined in papers by 
Dalrymple (1976) and Tsuchiya and Yasuda (1981). 

Experimentally the effect was observed as early as 1878 by 
Caliqny, the US Beach Erosion Board (1941) and Bagnold 
(1947).  The most comprehensive observations were carried 
out by Russell and Osorio (1957), whose results confirmed 
the Longuet-Higgins model.  In 1980 Tsuchiya, Yasuda and 
Yamashita observed drift profiles in a flume incorporating 
a natural water recirculation process.  Results from these 
tests agreed with both their and the Stokes drift profiles, 
the net drift being forward throughout the fluid. 

VOCOIDAL THEORY 

Vocoidal theory was developed to predict the behaviour of 
non-breaking waves on a horizontal bed (Swart, 1978) and 

National Research Institute for Oceanology, CSIR, 
Stellenbcsch, Republic of South Africa 
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applies to water of all depths.  The theory is two-dimen- 
sional and is based on the equations of motion and conti- 
nuity and adheres to the bed and free surface boundary 
conditions.  The assumptions on which this theory is based 
can be summarised by the following three definitions. 

Wave profile:   n/H = {(cos 2( itX) )P - n*t} (1) 

Wave celerity:  c2/gd = tanh (Nkd)/kd (2) 

Horizontal orbital velocity: 

u/c = TiM(X)kcosh(M(X)kz )/sinh[M(X)k(d+ii) ] (3) 

where x = (x-ct)/X; z = vertical coordinate (defined from 
the bed upwards); H = wave height; A = wave length; k = 
wave number (2n/X); n*t is the dimensionless trough ele- 
vation and where P, N and M(X) are parameters depending on 
the wave conditions (H/d, V<3) . 

In deep water, when H/d and V<3 are small, Vocoidal 
theory reverts to Airy wave theory while in shallow water 
it becomes solitary wave-like.  Curve-fitting techniques 
were used to allow the use of these numerically determined 
parameters in a predictive manner for an extensive range of 
"/d and V<3 values. 

Because of an approximation to M(X) during the curve- 
fitting process, a vorticity was introduced, that is, the 
theory is rotational whereas in principle it should have 
been irrotational.  The vocoidal vorticity is defined by 
the equation u = V2<K where 4> = -ot) sinh (M(X)kz)/ 
sinh [M(X)k(d+ri) ] is the vocoidal stream function. 

In order to determine to what extent the theory is rota- 
tional the induced vorticity was compared with the vor- 
ticity generated by the straining in the irrotational 
motion (Phillips, 1966) and by the laminar bed boundary 
layer.  The argument on which this comparison is based is 
that the dissipation of energy in a wave is accompanied by 
a decrease in wave momentum which, as Longuet-Higgins 
(1969) showed, is distributed throughout the fluid.  This 
decrease in mean momentum must be accompanied by a mean 
stress across horizontal planes below the surface.  A mean 
second order viscous stress is set up to balance this loss 
of momentum.  Thus a mean second-order vorticity 10 is 
generated below the free surface. 

Comparisons of the average vorticity for various wave 
conditions are given in Table I, which shows that the 
average vorticity generated by Vocoidal theory is generally 
much less than that generated by the viscous and bed shear 
forces.  Since the latter effects are regarded as 



330 COASTAL ENGINEERING—1982 

negligible in most wave theories Vocoidal theory can be 
regarded as essentially irrotational to second order. 

MASS TRANSPORT 

The treatment of mass transport by Vocoidal theory will be 
divided into three parts: the first dealing with the 
Lagrangian mass transport in an inviscid fluid, the second 
with the Lagrangian mass transport incorporating viscous 
and boundary layer effects, while the third part will deal 
with Eulerian mass transport. 

(i)  Lagrangian Mass Transport in an Inviscid Fluid 

The mass transport in an inviscid fluid will be treated in 
a general manner. 

The horizontal orbital excursion or displacement £x is 
d£x(t) 

defined by —T:— = Ue(x,y,z,t), where Ue(x,y,z,t) is 

the horizontal velocity following the particle's path. 
Based on this definition the mass transport can be defined 
as: 

1 T 

"m = jp / Ue(x,y,z,t)dt (4) 
o 

For progressive waves of a permanent type the streamlines 
and particle paths coincide.  Thus once the elevation of a 
specific streamline <|>° is known, the particle Lagrangian 
velocity along this streamline can be obtained from 
UE(x,t) = U(x,zgT>, the Eulerian velocity at position 
(X,ZST)» where zgTr the streamline elevation, is 
obtained by iteration of the expression: 

ZST ~   a     +  S(ZST)   and where the 

function S depends on the particular wave theory involved. 

The mass transport is thus numerically obtained from the 
expression: 

n n 
"m(ZST) =  I U(Xi,zST)Ati/ I   Ati, (5) 

i=1 i=1 

where the time interval Ati is defined as Ati = 
Axi(ui-c) and where n is such than n.AX^ = x. 
Results obtained by this method are similar to those of 

Stokes, namely, forward at the free surface and backward 
near the bed. 
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TABLE I:  THE RATIO OF THE VOCOIDAL VORTICITY TO VORTICITY 
GENERATED BY THE LAMINAR BED BOUNDARY LAYER AND 
FROM THE STRAINING IRROTATIONAL MOTION 

H/d 

1 .0 

2.0 

5.0 

10.0 

20.0 

40.0 

60.0 

0.01 0.02 

0.0066 

0.0482 

0.0035 

0.0003 

0.0032 

0.0032 

0.0032 

0.05 

0.0443 

0.0029 

0.0003 

0.0027 

0.0029 

0.0030 

0.1 

0.0027 

0.0016 

0.0027 

0.0030 

0.0030 

0.2 

0.0025 

0.0012 

0.0028 

0.0033 

0.0034 

0.5 

0.0015 

0.0003 

0.0019 

0.0020 

0.0025 

1 .0 

0.0004 

0.0006 

0.0006 

TABLE   II:      VALUES   FOR  THE   NON-DIMENSIONALISED   EULERIAN   MASS 
FLOW   qra/(H

2g/8c) 

^X       H/d 

Tc        \. 
0.01 0.02 0.05 0.1 0.2 0.5 1.0 

1.0 1.000 1 .000 

2.0 1 .000 1.000 0.999 

5.0 0.993 0.993 0.996 1.000 1 .009 1 .026 

10.0 1 .031 1 .033 1 .040 1 .074 1 .093 1 .039 

20.0 0.988 1 .038 1 .008 0.881 0.708 0.487 0.616 

40.0 1.039 0.905 0.654 0.492 0.363 0.253 0.328 

60.0 0.870 0.671 0.458 0.336 0.247 0.179 0.166 

* Comment: = T /g/d 
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(ii)  Lagrangian Mass Transport in a Viscous Fluid 

To incorporate the effects of viscosity within the 
framework of Vocoidal theory an approach similar to that 
given by Johns (1970) and Isaacson (1976) was used.  The 
bottom boundary layer will be dealt with in some detail. 

The horizontal flow velocity outside the bottom boundary is 
expanded in a Fourier series: 

-     ik"X 
U = I       Ane (6) 

0; A_n = An; kn = 2im/X and X = x-ct. 
Applying the usual boundary layer approximations we have 
that the motion within the bottom boundary layer is 
described by: 

ut + uux + wuz = Ut + UUX + v[K(z) uz]z (7) 

where u is the boundary layer velocity, u is the velocity 
above the boundary layer and K(z), the eddy coefficient. 

Expanding the boundary layer velocity u by the method of 
successive approximations (Schlichting, 1968) the equation 
above reduces to the following two equations: 

First-order:  uit = Ut + V[K(Z)UI2]Z (8) 

Second-order:  U2t + uiuix + wjuiz = UUX + v[K(z)U2z]z  (9) 

Introduce a non-dimensional vertical coordinate r\,   where ti 
= •( a/2 v) z with cr = 2n/T; T = wave period; v = kinematic 
viscosity coefficient and assume laminar flow, K(z) = 1. 
Further, assuming the first-order boundary layer velocity 
to be given by: 

"1 =  I  An[l-F(nn) ]e
iknX, (10) 

n=-«> 

it is found after substitution that the function F(ti) must 
satisfy the equation: 

d F1T') + 2iF(T)) =0 (11 ) 
dn 

with boundary conditions F(0) = 1 and F(») = 0. 

Substitution into the second approximation, where the 
vertical velocity component wx is obtained from the 
continuity equation, and extracting only the real time - 
independent second-order term, results in an expression for 
U2, given by: 
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H2 = l    tR  Ira(G(T)n) ) (12) 
n = 1 

Im(G(Ti)) is the imaginary part of G(ri), with G( TI) 
satisfying the equation: 

1^> . |F(tl)|2 - 2Re(F(r,)) + ^> / (1-F(r,))d, 

subject to the boundary condition G(0) = 0 and G(TI) finite 
as t) * » (* implies the complex conjugate). 

Substituting Uj and u2 into second-order mass transport 
velocity, defined by Longuet-Higgins (1953), namely, 

(13) 

gives an equation for the transport above the bottom 
boundary layer as: 

oo    2 

»i=  I T Im(H(»)) (14) 
n=1 c 

with 

H(n) = G(TI) + -|[|^* / (1-F(n) )dn-1 + 2Re(F(n) )-|F(n)|2] 
o 

Generalising the results of Huang (1970) to include both 
the free surface and interior regions, the mass transport 
throughout the fluid can be calculated.  These results, 
however, depend on an important approximation, namely that 
the series solution be arbitrary but finite.  If a zero net 
mass transport is assumed then the mass transport in the 
interior can be calculated from the expression: 

m   2 
1  r An "n^n  r 3 r       2i sinh 2knd Um = * J, iTnTT^d f2 cosh 2 k"d^ - 7 [1-d-^)2] ~^a— 

+ | (1-n)2 - |} (15) 

with p.  = z/d and the bed defined at n = 0 (that is, z = 0). 

Calculations have shown that m need not exceed 50, even for 
the most highly non-linear case.  Figures 1 to 4 show 
typical mass transport profiles for various values of Tc 
(= T /(g/d)) and H/d.  For low values of Tc and 

H/d 
(Figure 1) we see that, with the exception of Longuet- 
Higgins, all profiles correspond to that given by Stokes. 
It should be noted that in order to distinguish between the 
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0.00 0.04 0.08 

Urn /SORT   (GD) 

Figure 1   Comparison of the theoretical non-dimensional 
drift profiles for various wave theories 
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TC    = 4.38 
H/D = 0.23 
THEORY SYMBOL 

VOCOIDAL X 

HUANG * 
L-H X 

STOKES o 
V WAVES X 

0-02 0.04 0.06 

Um / SORT  (GO) 

Figure   2 Comparison of the theoretical non-dimensional 
drift profiles for various wave theories 
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fc   = 7.98 
/H/D  = 0.29 

THEORY SYMBOL 

VOCOIDAL X 

HUANG * 
L-H X 

STOKES © 

V WAVES * 

o.oo o.oe o.i6 

Um/SORT (GD) *I0' 

Figure  3 Comparison  of  the  theoretical  non-dimensional 
drift  profiles, for  various  wave  theories 
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TC     = 12.69 
H/D   = 0-26 
THEORY SYMBOL 

VOCOIDAL X 

HUANG * 
L- H X 

STOKES o 
V  WAVES X 

0.00 0.05 0.10 

Um/SORT (GD) *I0' 

Figure   4 Comparison of the theoretical non-dimensional 
drift profiles for various wave theories 
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Stokes mass transport and the Vocoidal inviscid Lagrangian 
transport (V wave) the Stokes solution was not corrected 
for zero net mass transport.  In order to do this a 
quantity -Ho coth kd/8d must be added to the Stokes 
results, thus shifting the profile to the left. 

In the deep water region (Figures 1, 2 and 3) the mass 
transport velocity above the bottom boundary layer, as 
predicted by Vocoidal theory, is greater or equal to the 
values predicted by Longuet-Higgins and Huang.  As the 
water becomes shallower the opposite is true (Figures 4 and 
5).  This latter result corresponds to the observations 
made by Brebner and Collins (1961).  Figure 5 gives a 
comparison of the theoretical profiles with a data set 
observed by Russell and Osorio (1957). 

(iii)  Eulerian Mass Transport 

The Eulerian mass transport will be determined using 
Dalrymple's (1976) approach and be defined as the net or 
average flow past any fixed point in the fluid: 

T d+r) 
M = | /  / u(z,t)dzdt (16) 

o o 

Dalrymple obtained, for Airy theory, the well-known solu- 
tion M = pgH /8c, while for Dean's stream theory he found 
that M = -p<|»(x,Ti), the value of the stream function on the 
free surface. 

Integrating the continuity equation over depth and applying 
the bed and free surface boundary conditions the net flux 
in Vocoidal theory is determined to within an integration 
constant: 

d+T) 
/  udz - en = qra (17) 
o 

The choice qm = 0 corresponds to a reference frame in 
which the net mass flux is zero (Tsuchiya and Yasuda, 
1981). Assume qm / 0, then in the light of Vocoidal 
theory's second order irrotationality the expression 
relating kinetic energy density to the momentum flux, 
namely, 

X.   n+d      o X   ri+d 
p   /     /   (u2+w2)dzdx   =   cp   /     /  udzdx (1£ 

o 

(Starr, 1947; Longuet-Higgins, 1976) can be used to 
determine qra.  Since qm /     0 the expressions for the 
orbital velocities change so as to include qm.  The 
resulting quadratic expression in qra can be numerically 
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TC    = 13.18 
H/D = 0.23 
THEORY SYMBOL 

VOCOIDAL X 

HUANG A 

L- H X 

STOKES o 
V WAVES X 

DATA + 

0-00      2.00 

Um /a
2 o- k 

Figure 5  Comparison of the theoretical non-dimensional 
drift profiles and data observed by Russell 
and Osorio (1957, Figure 7) 
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solved,   and  values   for  various  wave  conditions  can  be  seen 
in  Table   II.      In   the  deep-water   limit   the   expressions 
involving   qm  reduces   to: 

qra "   qm/cd   =  H2g/8c. 

CONCLUSIONS 

(i)  If viscosity is neglected the Lagrangian mass 
transport corresponds in profile to that given by 
Stokes. 

(ii)  Vocoidal mass transport including viscous effects is 
such that in deep water the velocities above the bed 
are generally greater than those predicted by 
Longuet-Higgins (1953) and Huang (1970) while for 
shallow water the reverse is true. 

(iii)  In deep water both the viscous and inviscid 
solutions coincide and reduce to the Stokes profile. 

(iv)  An Eulerian mass transport can be defined which 
approaches the Stokesian results in deep water but 
diverge as H/d and tyd increase. 
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PROBABILITY DENSITY FUNCTION OF WAVE HEIGHTS 

OFF THE WESTERN COAST OF  TAIWAN 

by 
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and 

Jea -Tzyy Juang* * 

ABSTRACT 

A new probability density function of wave heights off the 

western coast of Taiwan is submitted in this paper. According to 

the bathymetry of this area, waves from the central part of 

Taiwan Strait refract to the point of measurement and minor 

waves generated by local wind add the energy on the major ones; 

So an analytical solution is  to be worked out by assuming that 

the wave energies are the linear sum of these two sources and 

convolution integral   is adopted. The new  model approaches reality 

better than Ray'leigh's. 

1.     INTRODUCTION 

Since  1952, The probability density function of wave heights 

is supposed to be Rayleigh's distribution. It will be physically 

sound if the water depth is infinitive, namely in the case of 

deep water wave. Another requirement  is  that  the frequency band 

of wave spectrum  should be as narrow  as possible. In deep water 

waves,   if the wave heights are defined to be  the vertical distance 

* Dr.   Eng   Professor,  Graduate School  of Ocean Engineering, 

Researcher, Tainan Hydraulics Laboratory. 

M.   Eng.    Senior Graduate Student, Graduate School  of Ocean 

Engineering, National Cheng Kung UniversityrTainan 

City 700 Taiwan.R.O.C. 
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between the tip of wave crest above mean sea water level and the 

bottom  of wave trough below  it. Such a restriction is fulfilled 

if we use zero-crossing method to read out  the wave records. 

However,   the probability density functions  of wave heights in 

deep water are scarcely to be Rayleigh distribution exactly. 

The authors measured and analyzed wave data off the western 

coast of Taiwan,  and studied the wave height distributions. The 

curves can not said to be Rayleigh distributions. These curves 

have following characteristics: 

(\)The peak is higher than Rayleigh's curve and lower in two 

sides,  namely the distribution is more concentrated. 

(2)Two points of inflection can be found but  there  is only one 

in Rayleigh's  curve- 

To  explain   such  phenomena, we performed following two 

approaches. 

(I)Analyze  the wave record directly to work out an empirical 

formula which can be    adopted generally. 

(2)According to the bathymetry off the western coast of Taiwan. 

The waves advanced to the point of measurement are refracted 

from the central part of Taiwan Strait and combined with 

local wind waves. Anew statistical model can be worked out 

based on this situation. The analytical consideration of the 

wave height distribution caused by two wave spectra  combi- 

nation is described as follows. 

2.     STATISTICAL DISTRIBUTION OF WAVE HEIGHTS AFTER 

SPECTRA COMBINATION 

As  mentioned above,  the statistical features of waves  in 

Taiwan Strait  are not  coincident with the  theory. The reasons of 

such phenomenon are supposed to be as follows: 

{\)All wave records being analyzed are measured at shallow water 

area of western coast of Taiwan,  where the waves are composed 



344 COASTAL ENGINEERING—1982 

of two patterns. The larger one is  transmitted from the 

central part of the strait by refraction, and the smaller one 

is directly generated by the prevailing NE-NNE  wind along 

the coast as shown in Fig.   1. 

(2)Theoretieal distribution of wave features are assuming that 

the water depth is  infinite,   i.e.,   the situation of deep water 

wave. Waves  in Taiwan strait are shallow water waves  in 

essence. According to the wave statistics  in Taiwan strait as 

shown in Fig.  2, the Rayleigh distribution shows a lower 

estimated distribution. A new  statistical model sounds 

necessary. 

Theoretical and practical approaches for explicating this 

problem are described as below. 

Assuming that: 

{\)Wave energy E on a complicated random sea surface is the 

linear sum of the energies Et  transmitted from different 

sources with spectral functions Si(f), i.e. 

E = —pgB2 =LE, =— pg£ m (1) 
8 ' 8 * 

(2)Wave height probability density function in each spectrum is 

Rayleigh distribution. 

M• H 2 

<pB  (Hi ) = ——2 exp( — )  ,  o <H, < oo (2) 
* 4<J/ so2 -       ^ 

where = J"~S* (f)df 

(3)Wave energies from different spectra are mutually independent 

random numbers. 

Probability density function of the wave height H of a random 

sea surface which is composed of two different wave spectra is 

to be derived as below: 
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Let 
8£V 

Pg 
:Hi (« = 1,2) (3) 

Density function of y can be found as follows 

dy 2 -/7 

1 y, 
lPv CjO =~  exp (  ) 

2a, 2a, 

1 y 2 
</>> (.V* ) =  exp ( -  ) 

2«2 2a2 

(4) 

where a( = ia.2 

While  two series of waves are mixing,   their energies add 

together. 

Let Z- y, + y2 = H,2 + H?2 = H2 

<p. (Z) = J Z (J>y (y, ) (j>,   ( Z - y,   ) dy, 

1 Z Z 
<l>, (Z) = —  I exp ( }-exp( ) •)  , 

2{eti -a*) 2a, 2a 2     
J 

0 <Z<oo (5) 

<f>x(H) 
TT IT2 IT2 

••  (.exp •( -— ) - exp(- — ) 3  , 
a, —a2 2a, 2a2 

0 <i/<oo 

Such a function has two points of inflexion at both sides of 

the peak whereas there is only one point  locating to the right of 

maximum  probability density in Rayleigh distribution. 

Wave height distribution functions for  the waves  transmitted 

from 3 spectra are able to be calculated by similar way and the 
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result  is as follows. 

a,H H2 ,     H2     „ 
</>(m =~ — : iexp (-— )-«/>(--—)] 

( at — a2 ) ( a, —a3 ) 2a., 2a3 

a2H H2 H2 

- 7 T7  C exp ( --— )-exp( —— ) ) (7) 
( cti — a2 ) ( a2 -a3 ) 2a2 2a3 

While the waves have multiple sources  the wave height 

distribution function can be worked out by repeated convolution 

integration. A special  case Hi2 = H2
2 —••• = Hn

2 

n 
let W=Z H' 

W"-1 W 
</> (W) = f n    ^     •••-  exp ( --— ) (8) 

( 2a ) »T ( n ) 2a 

2H2n~* H2 

and 4>(H) = f  exp ( -— ) (9) 
C 2a ) * r(w ) 2a 

3.     CHARACTERISTICS  OF THE NEW DISTRIBUTION 

From   eq- (6), /or  convenience,  put ai=a ,a2 = b  ,  the 

equation becomes 

H H2 H2 

(p(H)~ -iexpi ) - exp ( - ) ] (10) 
a — b 2a 2b 

a = 4 mo, i = 4 a2 

b = 4mo,2 = 4 w * 

77ie moments could be found as follows 

} (ID 

Too f•    H H2 H2 x 

J0 J o   a-6 2a 26 J 

(12) 
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H</) (#) dH =  (   /— /-—  ) 
a — b 

-. f°°H2<f>(H) dH=2 ( a+ b ) 

3 fit a" 
m3=\     H3<pCmdH = -( 

a — b 

nt = f°° H4<f>(mdH= 8 ( a2 + ab + b* 

mean'- 

fi = mt = — (a     — b      ) 

(13) 

(17) 

variance- 

o2 =M2 ~m2 -mi 

= 2 (a + b ) - 
(a-b )- 

(   — ab V ab ) 

skewness : 

Ms M3 

Ma =:m3 — Zmim2 + 2mi2 

3 flea Ptb ,     6(a + *)r   /t«3 

~~2~ 

2        ,   /^      M3 ,3 
+ (a-6 y     J   2        V    2 
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kurtosi s: 

M4 

7=P-3=M?-3 

M4 =mt — 4mim3 + 6; 

= 8 ( a2 +ab + b2 ) 

12 ( a + b )       Irn3 

+   (a-b Y     J~2 

extreme value occurs at 

2m2 — 3ri 

12 

(a-b)" 2      V     2 

3 

(a-b)4 

}{ 
xb5 

2 

2 

ff={ 2afr 

a — b 
In ( 

a& - cfl* 
ab - bH2 ) } 

point of inflexion occurs at 

.  2 ab    ,        a2 (H3 - 3b ) 

a-b b2 ( H2 - 3a ) :} 

According to the above mentioned equations, we can found 

all the characteristic values are influenced by a and b, i.e., 

influenced by wave energies of refracted and local wave. 

that 

4.     PROCEDURE OF DELINEATE PROBABILITY DENSITY 

CURVES FOR EXISTING RECORDS 

From   eq-.(n), we  have 

—       hz     a u — b "• 
H=  /-( — ) 

V 2 a-b 

let 

a — x' 
% 3 a      — x 

J~b = y 
b = y2 
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Eq. (23)  becomes 

H x3 

/n x   — y 
2 

The  local wave energy b can not be equal  to  that  of waves 

from the central part of Taiwan Strait. 

a =^= b      ,       i.e. x ^ y 

then x2 + xy + y2 — Px — Py = 0 (25) 

This   is   the   equation of an ellipse as shown in Fig. 3. 

The total  energy is the sum of local and refracted wave 

energies 

a + b = 4  (  a,* + "/   ) - 4 a2 (26) 

Following relationship exists 

H=k" (27) 

Eq. (26)   becomes 

2H 
x2 + y2 - (   }2 =R2 (28) 

k 

This  is the equation of a circle ivith radius R. 

From equs.^j andpfy,   the energies x , y, i.e. , a , b   can be 

worked out. 

For standardization 

X—  X H y Y = —  x-\ y 
2 2 2 2 
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x+xy + y-px-py»0 

Fig.3   Graphical  solution of simultaneous 

equations 
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„   2 ,       ./T -T2 VT 
<Ae« *=-—AT--—K ;>> = -—X+-—Y 

2 2 2 2 

Eg. (25) becomes 

ZX2 + Y2 - 2 J~2 PX = 0 

(X-— i3 )* K* 
 1 = 1 (30) 

2 2 

9 3 

TAe xte^g o/ this ellipse was shown as Fig. 3.  Its Center at 

, V~2" , , .        2VT , .        2 vT 
(  P , 0 ) ,     /owi? «x«s = —i=^P ,    short axis = P. 

3 A/T 3 

2 /I 
W#e»   Y— 0  ,   X= 0    ««rf   i3 ,     /Ae ellipse curve passed at 

3 

/Ae original point. Besides, when y — 0 ,   x — P. 

From Fig.  3, we found  that   if we want  to have solution of 

equs.<$) and($,  the condition is   R<P.   But from  equs.fpi) and(2fy 

we have 

2H H 
• = R<P = k   ~   R 

for       H^O ,      so k >V  271- (31) 

According to the field data measured at TaichungHarbor 

( (T) in Fig. 1 )    in Taiwan Strait {On,   1977) ,  the value of 

k — 2.723 >V  2 it . The new model can be used. But at Linko 

{north coast of Taiwan, as shown in Fig.   1),    k— 2.461 <V 2^, 

the new model is not adequate. 

For convenient computation,  submit e#.(28)  into eq.t$ and 
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change  it  into  the polar coordinate 

R2 +R2 ( sine •  cosd ) - P-R( cos 6 + sine ) = 0 I 

1 r> r> D 

— ( — )* • si»*   2 0 + C ( —)" - !]«'« 20+C( — )*-l) = 0 
4     .P P P 

,          sin 20 — Z 

4 C Z2 + — 
A2 - O         4 C 4* - 1 3   z + —  

A2                 42 

again,   let 
4 C A* - 1 } — - = s 

,4* 

Z2 + BZ+ B=- 0 

The solution is 

^     -5±V 5(5-4  ) 

Use computer for computation,  if we have k value {from the 

field data) ,    thenR,P,A,B can solved. Consequently,  the values 

of Z ,0 ,x ,y ,a ,b   can fiud out. Therefore,  the new distribution 

for combined wave  spectrum is to be worked out. 

5. COMPARISON WITH TRADITIONAL DISTRIBUTION 

AND DISCUSSION 

Based on the wave statistical result of 21 sets of field data 

in Taiwan Strait,  the values of k are to be enumerated. They 

range from 2.50 to 2.95. After choicing k = 2.600,  2.660 and 

2.723. The new distribution curves can be dipicted in figure 4. 

Also Rayleigh's  curves of the same case are delineated. 

From  these figures,   it  can be realized that  the new distri- 

bution approaches reality much better  than traditional Rayleigh's 



354 COASTAL ENGINEERING—1982 

°        a 

«\ 

bo 



WAVE HEIGHTS 355 

density function. 

However,   in the case of Linko,   the winter monsoon attacks 

the seashore near vertically,   the local wind waves are not able 

to be generated. The assumption of spectral combination is not 

suitable and the curve of new distribution can not be work out 

because the values of k is less than V  2 it . 

In the summer of 1982,   the senior author was  invited by 

Franzius Institute of The University of Hannover to be guest 

professor. He had the opportunity to analyze the wave records  of 

Sylt. The  k value  is found to be  2.46 for the wind wave is moving 

depressions are almost approaching frontally to the coast. 

However,   the waves  in German Bight are similar  to western coast 

of Taiwan. The wave height distributions  over  there are to be 

supposed to fit our new distribution. 

6.     CONCLUSIONS AND  SUGGESTION 

1 The new probability density function of the wave heights fits 

the reality better than Rayleigh's distribution. 

2. The new model derived from the  idea of the energies of local 

and refracted waves being combined together,  especially 

conform to  situation that  the wind direction is parallel to 

the shoreline. 

3. At the areas  like Linko,   local wave can't  occur easily,  the 

new model can not be used. 

4. The forecasting of wave height distribution will be available, 

provided that  the winds  can be accurately predicted off the 

western coast of Taiwan and areas  of similar condition. 

5. Although the new density function approaches reality better 

than Rayleigh distribution. But  the assumption of only two 

spectra combination will not  too sound. Waves  in the point of 

interest are come from every available direction and not able 

to be divided. However, from  the clue used in this paper,   it 
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can be assumed to be that  the wave energy is  the linear sum of 

S(/)A/(, and Aft   is so selected that every &Et = S(/)A/< are 

equal, and eq.(9) will be a reasonable function to represent the 

distribution of wave heights if n is suitablely selected. 
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STUDY OF HURRICANE WAVES AROUND THE TAIWAN COAST 

By 

Hou, Ho-Shong* 

S.C. Kuo** 

R.S. Tseng*** 

ABSTRACT 

The objective of this research is to study the prediction method 
of hurricane waves around this island, especially in the Taiwan Strait. 
The paper describes the prediction of hurricane waves used by Bretch- 
neider's (1976) Method and finds out the predicted waves are different 
from measured waves, therefore the Bretchneider predicted model is 
modified by the authors and then the modified model is applied to pre- 
dict waves again.  It is found out that predicted waves match well with 
the measured waves. The results of the modified Bretchneider model are 
compared with those of the Ijima tracing method and find out the former 
is better than the latter. 

The second part is to apply the modified model to predict the ex- 
treme value of wave heights and compute the worse hurricane wave condi- 
tion of the surrounding sea area around island, within recent score 
year (1959-1978).  The calculated sites are Chu-Wei, Nan-Liaw, Ta-Shih, 
Cheng-Kung, Pu-Tai, Tung-Kang, Nan-Wan as shown in Fig.1 and Shiau Liu- 
Chieu totally 8 stations.  Then use the Gumbel Distribution TYPE 1 to 
predict the extreme wave height of each returned period. 
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Planning and Design Section, Institute of Harbor and Marine 
Technology, Wuchi, Taichung, Taiwan, Republic of China. 
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Chu-Wei 
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Ta-Shih 
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Pu-Tai 

Tung-Kang 
Nan-Wan 

Fig.1 Location of Wave 
Calculation Sites 
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NINA(64.8) 
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Fig.2a The pathes of six typhoons  Fig.2b Statistics of Typhoon 

Track attacked tills area 
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1.  INTRODUCTION 

"Typhoon" is the most severest atmosphere condition to natural 
damage when it is threatening the island of Taiwna, Republic of China. 
Because of the violent wind of typhoon, the induced wave height is 
stronger than that of the monsoon. Therefore, typhoon waves have to 
be considered as the design criteria of ocean and coastal engineering. 

Usually there are several methods of typhoon wave prediction: (1) 
Tracing Method of Ijima (2) Graphic Method of Wilson (3) Numerical 
Calculation Method of Tang (4) Empirical Method of Bretschneider.  The 
first three methods have good accuracy, but the calculation procedures 
are complicated. As for the Bretschneider empirical method, its cal- 
culation procedure and accuracy showed satisfactory results.  In this 
paper, the authors calculated six typhoon waves in Kaohsiung, Taichung 
and other harbors of Taiwan by use of the empirical method.  From the 
comparison of measured and calculated result, the empirical method have 
been added some modifications to fit for suitable use of the Taiwan 
areas. 

The modified Bretschneider method is also applied to estimate the 
highest typhoon waves of Taiwan during the past 20 years.  The statis- 
tical theory is used to get the possibly extreme waves of the recur- 
rence interval of 100 years, 50 years,..., etc.  This conclusion may 
provide a reference for the design of ocean structures. 

2.  BASIC THEORY 

Typhoon Waves Calculation 

The Bretschneider empirical method is modified from the practical 
application around Taiwan coastal areas.  The procedures are as follow: 

,.,., Ur 1   fRr     JT.     fRs   R     (1- -)     ,1   fR  r^2 
(1) rr = " ? TT R +    (1+ u~> 7 e        r + (? yr B' UR 2  UR  R UR    r 2 UR  R 

(2) UR =  «</&? - 0.5fR (Knots) 

(3) URS  =  0.865UR 

(4) AU  = 1 VFcos(B+^) 

(5) U*S  =  URS+AU 

(7)     H*R =  HR(1 + /VU/URS)
2 
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,                4QH     40H n . n , 
(8) f-Vu = 0.4tanh[ln(1+ —^ / 1 -i)"-^-6 

<VT -1        U       U (a)     T - Jit f ' 

where U , UR: wind speeds at distance r and R from the typhoon center 

f : the Coriolis parameter 

AP:PN-PQ 

P.., P_: normal pressure and central pressure, inches of H 

R : radius of maximum wind, for UR 
K : 67, when latitudes = 20°N - 25DN 

UR„: average wind speeds at radius R for the 10m reference 
plane above mean sea level (Knots) 

Vpi actual forward speed of typhoon (Knots) 

9 : angle between wind direction and forward direction of 
typhoon 

/S=  25°, incurvature angle of wind to tangent of isobars 

HR: wave height at radius R (ft) 

K1: a coefficient which can be obtained from the following 
polynomial (Liang 1978) 

K' = 7.59-41.21 (yp)+160.51 (yp)2-219.32(/p)3 UR       UR R 

HR: wave height at radius R for a hurricane moving at a 
constant forward speed 

Ts: wave period (sec) 

3.  EXTREME WAVES ESTIMATION 

There are a number of methods used in various engineering prac- 
tices which can be applied to the problem for obtaining design wave 
height.  This paper used a method called "Gumbel Distribution Method". 
The theory is briefly described as follows: 

P = ( £  ) 100    (S) 

where S : total number of occurrences on record 
S': summation of occurrences, beginning with the highest value 

to any successive lower values until S'=S 
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the following equations are used 

P = exp(-exp(-y)) 

y = -ln(-lnp) 

Gumbel's theory of extreme values shows that the plot (on extreme- 
value paper) of a series of observed extreme values of wave heights X 
should approximate to a straight line. 

X = Xn + my 

where Xn: the modal value of the distribution 
m : slope of dx/dy 

Gumbel has provided a method of calculating XR and m. 

m = u/yg/* 

XQ = X - 0.5772/m 

where  ffv : standard deviation of X. 

X : average value of X. 

the recurrence interval can be found from 

1=100 IF 

Y: number of years of record 

4.  PRACTICAL CALCULATION AND MODIFICATION 

Six typhoons are chosen for the case study of wave calculation. 
Comparisons of the theoretical calculated and the measured waves are 
made,because of the information of winds and waves are very complete. 
These typhoons are (1) Judy (May 1966) (2) Agnes (Sep. 1971) (3) Bess 
(Sep. 1971) (4) Nina (Aug. 1975) (5) Betty (Sep. 1975) (6) Vera (July 
1977).  The pathes of these typhoons are shown in Fig.2. 

There are a few parameters should be determined more carefully 
because of their significant influence on calculated result. They are 
discussed individually as follows: 

(1) R 

R can be determined from the empirical formula of Graham and Nunn 
(1959) 
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R=28.52tanh[0.0873(|tAT|-28°)]+12.22exp(-AP/33.86)+0.2VF+37.22 

where   R: radius of maximum wind (Km) 
LAT: latitude of typhoon center 
AP: 1013.2-PQ (mb) 

(2) A P 

AP can be determined from the formula of Wang (1978) 

AP = PN - PQ = 1000 
(1000-PQ) 

10 

(3) U, R 
Bretschneider applies the equation UR=K'

/AP-0.5fR in his method to 
calculate the maximum wind speed IL. The result of calculation is not 
always coincident with typhoon record of the Central Weather Bureau. So 
we use the typhoon record instead of the equation of Bretschneider. 

From the above procedures, the waves can be calculated and compared 
with measured data as shown in Table 1. 

Table 1  Comparison of predicted and measured waves 
of six typhoons 

day/hour(LMT) 
Hfe,(m) 

prediction measurement 
\ (sec) 

prediction measurement 

Typhc >on: Betty      Sep. 1975 Site Depth: 28m 

22    8 4.8      5.1 8.5      12.5 

10 5.3      5.5 9.0      12.0 

12 6.2      6.2 9.6      11.8 

14 6.7      6.0 10.1     11.9 

16 7.2      6.3 10.5     10.9 

18 6.6      7.0 10.0     11.6 

20 5.8      6.4 9.4     11.0 

22 5.0      5.0 8.8     10.1 
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day/hour(LMT) 
h>3(m) 

prediction measurement 
T^(sec) 

prediction measurement 

Typho on: Agnes Sep. 1971 Site Depth: 19m 

18 16 3.4 4.4 7.1     8.3 

18 3.8 4.8 7.6     8.4 

20 4.3 4.6 8.1    10.1 

22 4.7 3.9 8.5     8.6 

19 00 5.0 5.0 8.5     9.8 

02 3.8 4.0 7.5     9.2 

04 4.4 3.6 8.0    10.1 

06 4.5 2.8 8.2     8.6 

Typho on: Judy May 1966 Site Depth: 12m 

30 08 3.8 2.8 7.7     9.6 

10 4.0 5.0 7.8    11.3 

12 4.1 5.4 7.9    10.8 

14 4.1 5.5 7.8    10.9 

16 5.1 5.9 8.5     9.7 

18 6.8 5.7 10.1    10.6 

20 6.4 4.9 9.8     9.5 

22 4.9 2.5 8.5     8.0 

Typhc on: Nina Aug. 1975 Site Depth: 28m 

3 06 5.3 5.3 8.8    12.3 

08 6.7 5.4 9.9    11.7 

10 7.8 6.1 10.7    11.8 

12 7.4 7.8 10.5    11.7 

14 5.0 5.8 8.6     9.3 

16 4.1 4.0 8.0     8.2 

18 3.4 3.2 7.7     9.2 
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day/hour(LMT) H^(m) 
prediction measurement predicti 

T^(sec) 
on measurement 

Typhoon: Vera    July 1977 Site Depth: 38m 

31 06 12.9(ft)  11.4(ft) 7.4 9.3 

08 15.6      12.2 8.2 8.3 

10 19.9      12.6 9.4 8.0 

12 23.8      14.7 10.2 9.2 

14 28.1      22.1 11.1 10.4 

16 33.4      29.6 12.0 12.1 

17 36.0      40.9 12.3 14.0 
18 34.5      26.9 12.0 10.7 

Typho on: Bess    Sep. 1971 Bite Depth: 19m 

22 16 3.8      3.0 7.5 6.4 

18 4.5      3.6 8.1 7.6 

20 5.1       3.8 8.7 8.1 

22 5.4      3.9 8.9 8.5 

23 00 5.7      4.2 9.2 8.9 

02 5.8      4.6 9.3 9.1 

04 5.6      4.2 9.1 8.3 

06 5.3      3.7 9.0 7.8 

The predicted wave height has good accuracy as shown in Table 1, 
but the predicted wave period is always greater than the measured data 
So we use the wave period modification coefficient G 

„ ,   „ measured wave period   .   _ 
G = averaqe value of  ,. , ,— c ;—, = 1.2 3        predicted wave period 

Comparisons between two Wave Model with measured values are shown 
in Fig. 3. 

ESTIMATION OF EXTREME WAVES 
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Bess 
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Fig.3 Comparison between Two Hurricane Wave Model 
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We select eight sites for the estimation of extreme waves. The 
sites are shown in Fig.1. 

The calculation procedures are shown in the following: 

(1) Select all typhoons from 1959 to 1978 (20 years) that influenced 
the coastal areas of Taiwan. Decide their best tracks and other 
information. 

(2) Apply the modified Bretschneider method to calculate H^ and Hmax 
caused by these typhoons at the eight sites. 

(3) If H^ >4m, Hmax> 8m, and typhoon passing within 3 degress of 
the estimation site, then it can be used to estimate the extreme 
waves. 

(4) Apply the Gumbel distribution method to calculate the extreme 
waves. 

From the above procedures, the extreme waves of eight sites can 
be obtained and enlisted in Table 2. 

Table 2  Extreme Waves of Eight Sites 

Site 1: Chu-Wei 25.1°N      121.2C E     30m depth 

">4 = 

"max^ 

1.600y + 5.928 
2.768y + 10.86 

I(year) 100 50 30 20 10 

Hy3  (m) 

Hmax(m) 

14.3 

25.1 

13.2 

23.1 

12.3 

21.7 

11.7 

20.6 

10.5 

18.6 

Site 2: Nan-Lia^ 24.8°N     120.7 E     65m depth 

Hmax~ 

1.458y + 5.927 

2.548y + 10.713 

I(year) 100 50 30 20 10 

H^ ^ 
Hmax(m) 

13.5 

23.8 

12.4 

22.0 

11.7 

20.7 

11.1 

19.7 

10.1 

17.9 
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Sit 3 3: Ta-Shih      24.95°N     121. 9°E    30m depth 

H^ = 1.794y + 6.446 
Hmax= 3-•y -H-674 

I (year) 100 50 30 20 10 

Hij (rn) 

Hmax(m) 

15.8 

27.7 

14.5 

25.5 

13.6 

23.9 

12.9 

22.7 

11.6 

20.5 

Sit 3 4: Cheng-Kung   23.1°N      121. 4°E    30m depth 

H^ = 1.412y + 5.423 

Hmax= 2.381y + 10.369 

I(year) 100 50 30 20 10 

% (m) 
Hmax(m) 

12.9 

22.5 
11.9 

20.9 
11.2 
19.6 

10.6 

18.7 

9.6 

17.0 

Site 5 5: Pu-Tai       23.4°N     120.1 °E     30m depth 

H^ = 1.329y + 5.126 

Hmax= 2.209y + 10.013 

I(year) 100 50 30 20 10 

H£ (m) 
Hmax(m) 

11.7 
20.4 

10.8 
18.8 

10.1 
17.7 

9.5 
16.8 

8.6 
15.2 

Site 6: Tung-Kang    22.5°N     120.4 °E     30m depth 

Hy3-  1.252y + 5.345 

Hmax= 2.174y + 9.878 

I(year) 100 50 30 20 10 

%  (m) 
Hmax(m) 

11.5 

20.6 

10.7 

18.9 

10.0 

17.7 

9.5 

16.8 
8.6 

15.3 
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Site 7:  Shiau Liu-Chieu      22.4°N        120.4°E        30m depth 

H^=  1.269y + 5.30 
Hmax= 2.2y + 9.696 

Kyear) 100 50 30 20 10 

H^(iri) 
Hmax(m) 

11.7 
20.6 

10.8 
19.0 

10.1 
17.9 

9.6 
17.0 

8.7 
15.4 

Site 8:  Nan-Wan              21.9°N            120 8°E           30m depth 

H^ =  1.172y + 5.386 
Hmax=  2.001Y + 9.939 

I(year) 100 50 30 20 10 

H^(m) 11.3 
19.9 

10.5 
18.5 

9.9 
17.5 

9.4 
16.6 

8.6 
15.2 

6.  CONCLUSION 

(1) The modified empirical method has pretty good accuracy in maximum 
hurricane wave height prediction. Therefore, it is very suitable 
for coastal areas of Taiwan. 

(2) The extreme wave heights H^ of 100 years recurrence interval at 
the eight sites are ranked by order: 15.8m, 14.3m, 13.5m, 12.9m, 
11.7m, 11.7m, 11.5m, 11.3m.  This result may be considered as 
design criterias of the ocean and coastal engineering at these 
sites. 

(3) Bretschneider (1973) had used the ship observed data and typhoon 
information of past 10 years (1961-1970) to estimate the waves 
of Taiwan offshore areas. The result of his estimation was 16m 
(H^ of 100 years recurrence interval), a little greater than the 
result of this paper. The reason of this small deviation may be 
the site depth - Bretschneider's estimation was in the deep sea, 
this paper's estimation was in the coastal sea. 
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WIND TURBULENCE OVER SEAS IN TROPICAL CYCLONES 

ABSTRACT 

A study of wind data collected from the Waglan Island anemometer (Hong 
Kong) during 39 tropical cyclones indicates that turbulence intensity 
values in excess of 20% at a reference height of 50 m are likely dur- 
ing extreme wind conditions in a tropical cyclone. The implied sur- 
face drag coefficient of approximately 0.01 in these extreme wind 
conditions is consistent with wind flow over a land surface roughness 
of trees and suburban housing, but is much higher (by a factor of 
five) than that predicted by the currently accepted formulae from the 
reviews of Garratt and Wu for wind flow over a fully developed sea in 
neutral atmospheric conditions. For wind loading design calculations 
in extreme wind in tropical cyclone conditions it is recommended that 
mean wind and turbulence intensity profiles should be calculated with 
a roughness length zQ =  0.20 m in the Deaves and Harris wind model. 

1   INTRODUCTION 

Major structures planned and being built in ocean environments are 
becoming increasingly wind sensitive as the frequency of their first 
mode becomes lower. The response of such structures to wind action is 
not only a function of wind speed but is significantly dependent on 
the turbulence structure of the wind flow, more explicitly on the tur- 
bulence intensity and spectral distribution. Similarly, wind loading 
on harbour and onshore structures are dependent on these same charac- 
teristics. It is important therefore to have estimates of the tur- 
bulence characteristics of wind flow over the sea surface in extreme 
wind conditions, such as might occur for return periods of 20 to 2000 
years to cover limit state serviceability and collapse conditions. 

Wind data collected in Hong Kong at several anemometer sites for 123 
tropical cyclones causing persistent gales since 1884 have been cor- 
rected recently for anemometer position error and used to estimate 
design wind speeds for this area. In particular, model tests to cor- 
rect wind data collected at a height of 75 m above sea level on Waglan 
Island, in a full ocean exposure, have given some access to wind tur- 
bulence data over the sea in tropical cyclone, extreme wind condi- 
tions. These results will be presented to provide some full scale 
information about wind structure over the sea in extreme wind 
conditions. 

370 
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2   WIND MODELS OVER SEA AND LAND 

2.1 Over Land 

The most recent review of data compiled to derive a wind model over 
land is that by Deaves and Harris (1978). The Deaves and Harris model 
of the structure of strong winds is a most thoroughly researched model 
and is in wide use in the wind engineering field. It is based on 
classic logarithmic law mean wind speed profiles and defines surface 
roughness in terms of the roughness length, zQ> 

^ = 1U^1 (D 

where u* is the friction velocity [  =/ 7T J 

V is the mean wind speed at height z 

z is height above ground level 

z is a roughness length 

K is the von Karman constant (=0.4) 

p is air density 

T is surface wind shear stress 

For the purposes of this study the central parameter is turbulence 
intensity, Iz, defined as, 

I   = 0     /  V (2) 

where a  is the standard deviation of wind speed at height z 
z 

A summary of the equations used in the Deaves and Haris wind model are 
given in Appendix 1. A study has been carried out (Melbourne 1980) 
using the Deaves and Harris wind model with a 50 ms mean gradient 
wind speed (appropriate to strong wind, design conditions) and varying 
z , until a best fit with profiles for four defined surface roughness 
categories was obtained. A summary of the relevant turbulence 
intensity characteristics and roughness length values, with a little 
rounding, for four surface terrain roughness conditions is given in 
Table 1. 
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TABLE 1 

TURBULENCE INTENSITY CHARACTERISTICS FOR THE 
DEAVES AND HARRIS MODEL OVER POUR SURFACE TERRAIN 

ROUGHNESS CONDITIONS 

Terrain Roughness Height  (m) Turbulence 
Intensity Iz 

;1.   Flat desert,   snow, 5 0.165 
|        (zQ =  0.002 m) 10 0.157 
I         (Cn          =     0.0022) 
{             D10 

50 0.128 
100 0.108 

I 200 0.085 

|2.   Level grass plains, 5 0.196 
isolated trees. 10 0.183 
airfields 50 0.151 
(zQ =  0.02 m) 100 0.1 31 
(Cn          =     0.0041) D10 

200 0.107 

3.   Trees,   suburban 5 _ 
housing 10 0.239 
(zQ =  0.2 m) 50 0.188 
<Cn         =    0.0104) u10 

100 0.166 
200 0.139 

4.     Forests,  hilly 5 - 
terrain, 10 0.448 
city centres 50 0.270 
(zQ =  2.0 m) 100 0.233 

(Cn         =     0.061) D10 
200 0.196 

2.2 Over Sea 

In spite of a bounteous literature, until very recently it has been a 
matter of contention whether the drag coefficient of the wind over the 
sea assumes a constant value for strong winds. The experimental dif- 
ficulties probably account in large measure for this imprecision, but 
it will come as no surprise to find that measurements of strong wind 
parameters over the sea are very sparse, still less that adequate 
mathematical representations are wanting. 

Garratt (1977) in his review of drag coefficients over oceans and 
continents concluded, that "observations are consistent with 
Charnock's (1955) relation. 

(3) 

where  a is a constant" (later to be given a value of 0.0185) 
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and   that   "for   4   <   V1Q  <   21   ms       a  neutral drag  ooeffficient   (referred 
to  10 m)   could be  given by 

CDN10  x   10 

(4) 
0.75   +  0.067  V, 

which is similar to that proposed by Deacon and Webb (1962) and Wu 
(1969) for wind speeds less than 15 ms , and that observations did 
not support a constant CDN above 15 ms-1 as deduced by Wu (1969)" 
(p926). 

Wu (1980) revisited the field and with more data further confirmed the 
relevance of Charnock's relation and suggested that the most appro- 
priate value for the constant, a , was 0,0185 with K = 0.40 , and 
that 

= (0.S 0.065 Vin) x 10" (5) 

which he also showed (Wu, 1983) is in close agreement for a reference 
height of 10 m to the generalised expression obtained from (1) and 
(3), i.e. 

PV^ 

(6) 

where F  is  a  form of  Froude  number 

(F     =     Vz//g~T) 

Wu (1983) also suggested on the basis of some new data that Charnock's 
relation and equation (5) appear to be applicable to much higher wind 
speeds than previously thought, even in hurricanes. 

The conclusions of this recent work, in respect of values of drag 
coefficient and roughness length for wind flow over the sea surface as 
function of wind speed are summarised in Table 2. Values of the 
roughness length of the order 0.010 m, commensurate with a mean wind 
speed of 40 ms"1 at 10 m over the sea from Table 2f bear no relation 
to the physical scales apparent in a fully aroused sea. Of course, a 
reference height of 10 m is an obvious nonsense at such wind speeds 
when wave heights in excess of 20 m are likely to be present. It is 
not surprising that the applicability of current formulae for wind 
flow over land and sea is being challenged in respect of extreme 
(design) wind storm events over the sea. 
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EVALUATION OF SURFACE DRAG COEFFICIENT, ROUGHNESS LENGTH AND 
FRICTION VELOCITY FROM EQUATIONS 5, 3 AND 6 RESPECTIVELY. 

V1Q ms   1 Cn        X   103 
D10 

zo  m u*   ms 

10 
20 
30 
40 
50 

1.45 
2.10 
2.75 
3.40 
4.05 

0.0003 
0.0016 
0.0047 
0.0103 
0.0191 

0.15 
0.84 
2.48 
5.44 

10.13 

3   FULL SCALE MEASUREMENTS FROM WAGLAN ISLAND 

The initial analysis of the Waglan Island data was based on the high- 
est mean and three-second maximum gust wind speeds recorded by Dines 
anemometers for each tropical cyclone causing persistent gales in the 
Hong Kong region. These data were corrected for anemometer position 
error from wind tunnel topographical model studies of the anemometer 
sites. During the analysis of this data it was realised that the 
anemometer on Waglan Island, which is a small rock outcrop SE of Hong 
Kong Island, was ideally sited for the purpose of obtaining wind data 
over the sea in extreme wind conditions, because it is completely 
exposed to the open ocean for wind directions NE to SW and for the 
remainder the ocean fetch is mostly 5 km or more. The anemometer at 
Waglan Island is on a mast, approximately 20 m above ground level and 
75 m above mean sea level. The anemometer position errors were initi- 
ally measured to give freestream conditions at a reference height of 
10 m. For extreme wind conditions and attendant wave heights this is 
obviously quite an artificial reference. Subsequent wind tunnel 
measurements have been made to correct these anemometer readings to 
the height of the freestream streamline passing through the anemometer. 

3.1 Anemometer Position Error Corrections 

A 1/600 scale model of Waglan Island, shown in Figure 1, was tested in 
two turbulent boundary layer wind models. The wind models were gene- 
rated ina2x2x15m working section using triangular vorticity 
generators at the front followed by surface roughness blocks. The two 
wind models had the scaled characteristics of wind flow over open ter- 
rain and suburban/treed terrain, i.e. zQ «• 0.02 and 0.2 respectively 
or in terms of power law profiles, for exponents a = 0.15 and 0.24, 

where ( V  = V (z/V )  1 . The ratios of the parameters, mean and 
z    g   g 

gust wind speed at the anemometer position and at a scaled height of 
50 m in the freestream flow, was measured using hot wire anemometry. 
In fact, there have been four anemometer positions on Waglan Island 
since 1952. Between 1952 and 1963 the anemometer was placed on the 
Observatory Building with good exposure. From 1964 to July 1966 the 
anemometer was located 3 m above the Signal Tower roof, and being in 
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1/600 scale wind tunnel model of Waglan Island used to 
determine anemometer position error corrections. 

the wake of the building, these wind records are useless. In July 1966 
the anemometer was raised to 19.5 m above ground level and was then 
shifted slightly again in December 1971 to its current position. An 
example of the position error corrections for mean wind speed, V, and 
maximum gust wind speed, V, are given in Figure 2 for the current 
anemometer position. Since these measurements were made, a set of 
mean velocity anemometer corrections was measured at the University of 
Western Ontario, Surry et al. 1981, for all anemometer positions and 
which compare well with the corrections shown in Figure 2. 
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50 

E S W N 

90 180 
Wind direction 

270 360 

Mean and gust wind speeds at the WagIan Island anemometer 
position (1971-) relative to freestream at 50 m above MSL 
as a function of wind direction for two surface roughness 
conditions (i.e. two boundary layer profiles) 

Apart from the fact that a 10 m freestream reference height is physic- 
ally meaningless there was another very important reason for correct- 
ing anemometer records to a greater height in the freestream flow: the 
sensitivity of the position error corrections to variations in the 
approach profile increases with reduction of the freestream reference 
height. It was therefore decided to use a reference height approxi- 
mately the same as the freestream height of the streamline which pass- 
es through the anemometer on top of the buildings on the island (75 
m). Accordingly a freestream reference height of 50 m above MSL was 
chosen. As can be seen in Figure 2 the correction ratios for the two 
approach profiles are almost the same for mean and gust wind speeds. 
The maximum mean and gust wind speeds from the Wag Ian Island anemo- 
meter for each tropical cyclone causing persistent gales in Hong Kong 
since 1982 (excluding records from January 1964 to June 1966), cor- 
rected to refer to a height of 50m above MSL in freestream flow, are 
given in Table 3. 

3.2 Turbulence Intensity Measurements 

In Table 3 values of the peak gust over mean wind speed ratio have 
been calculated. There have been a number of formulae offered in the 
literature which relate turbulence intensity to the ratio of the 
maximum gust over mean wind speed, most of which effectively state the 
number of standard deviations above the mean one might expect the 
maximum value to occur on average for a given short averaging period. 
This relationship depends on the response time of the anemometer as 
well as  the averaging period.   Deaves  and  Harris  in reviewing 
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MAXIMUM MEAN AND GUST WIND SPEEDS MEASURED AT WAGLAN ISLAND DURING 
TROPICAL CYCLONES CAUSING PERSISTENT GALES AT HONG KONG, CORRECTED 

TO REFER TO FREESTREAM CONDITIONS 50 m ABOVE MEAN SEA LEVEL 

Uncorrected anemometer data Corrected to reference 
to 50 m above MSL  in 

Max mean hourly Max. gust freestream approach flow 
wine speed wind speed 

Direct. V-1 Direct, V    -1 ms Vr1 V     -1 ms V/V a /V 
V 

1953 Sept 18 NNE 30.9 ENE 47.9 28.6 41.7 1.46 0.12 
1954 Aug 29 ENE 25.7 ENE 48.4 24.0 42.1 1.75 0.20 

Nov 6 E 31,4 E 48.4 27.3 45.7 1.67 0.18 
1957 July 16 S 22.6 S 36.5 19.7 32.0 1.62 0.17 

Sept 22 E 31.4 ENE 51.5 27.3 44.8 1.64 0.17 
1960 June 9 SSW 30.9 SSW 54.1 26.9 49.2 1.83 0.22 
1961 May 19 ESE 25.2 SW 35.5 22.9 33.8 1.48 0.13 

Sept 10 W 22.1 W 33.5 19.1 30.7 1.61 0.16 
1962 Sept 1 NW 41.2 NNW 60.2 37.1 57.3 1.54 0.15 

1966 July 13 ENE 25.7 E 36.5 22.4 34.4 1.54 0.14 
1967 Aug 21 ENE 22.6 ENE 31.9 19.7 27.7 1.41 0.11 

Oot 18 E 24.2 E 32.4 21.6 30.6 1.42 0.11 
Nov 7 E 20.6 E 26.8 18.7 25.3 1.35 0.10 

1968 Aug 21 NNE 34.5 NE 58.2 31 .5 54.4 1.73 0.20 
Sept 3 ENE 20.1 ENE 25.7 17.5 22.4 1.20 0.08 

1969 July 28 SW 27.8 SW 38.1 25.3 36.3 1.43 0.12 
1970 July 16 S 31.9 SW 42.7 25.7 40.7 1.58 0.16 

Aug 2 SW 20.6 SW 30.4 19.6 29.0 1.48 0.13 
Sept 14 NW 20.6 NW 28.3 19.3 27.5 1.42 0.11 

1971 June 18 SSE 26.8 E 35.5 22.9 33.5 1.46 0.13 
July 22 SW 28.3 WSW 41.2 25.7 39.2 1.53 0.14 
Aug 16 ESE 39.1 ESE 52.5 35.6 52.0 1.46 0.12 

1973 July 17 E 30.4 E 44.3 26.4 41.8 1.58 0.16 
1974 Oct 12 E 23.2 E 29.9 20.7 28.2 1.36 0.10 

Oct 19 E 25.2 E 36.5 22.5 34.4 1.53 0.14 
Oct 30 ENE 22.6 ENE 28.3 19.7 24.6 1.25 0.07 

1975 Oct 14 NNE 32.9 ENE 48.9 30.2 45.7 1.51 0.14 
Oct 23 ENE 21.6 ENE 35.5 18.9 30.9 1 .63 0.17 

1976 Aug 24 SE 20.6 S 32.4 18.7 29.2 1.56 0.15 
Sept 19 ENE 27.3 ENE 36.0 22.8 31.3 1.37 0.10 

1977 Sept 24 ENE 23.7 ENE 33.5 20.6 29.1 1.41 0.11 
1978 July 26 E 31.9 E 39.1 27.2 36.9 1.36 0.10 

Aug 27 ENE 27.3 ENE 35.5 22.8 30.9 1.36 0.10 
Oct 1 E 20.6 E 25.7 18.7 24.3 1 .30 0.08 
Oct 16 E 23.7 E 28.8 21.4 27.2 1.27 0.07 

1979 Aug 2 SW 40.2 SW 55.1 35.3 52,5 1.49 0.13 
Sept 23 E 34.0 E 41.2 28.3 38.9 1.37 0.10 

1980 July 22 ENE 22.6 E 35.0 20.2 31 .8 1.57 0.15 
July 27 SW 22.6 SW 29.3 20.6 27.9 1.35 0.10 
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available data recommended the use of the following expression for a 
Dines anemometer, from which the maximum gust wind speed is estimated 
to be the maximum for a 3 second averaging period in an hour. 

1    =  (1 + 3.7^] 
V V 

given turbulence intensity as 

^ -  £- 0/3.7 (7) 
V V 

Turbulence intensity for each storm has been evaluated in Table 3 and 
is given in Figure 3 as a function of wind speed. 

4   TROPICAL CYCLONE DATA COMPARED WITH WIND DATA OVER THE SEA 

The turbulence intensity of the wind in tropical cyclones as measured 
at Waglan Island imply a range of wind structure characteristics when 
fitted to, or compared with, the Deaves and Harris strong wind model. 
It is not suggested that the Deaves and Harris strong wind model is 
necessarily appropriate for wind flow over the sea surface in a tropi- 
cal cyclone, but it is a wind model based on classical log profiles 
and in which there are well defined relationships between roughness 
length, friction velocity, drag coefficient, mean and gust wind speed 
and turbulence intensity profiles, all of which can be related to a 
surface roughness condition as characterised in Table 1. On Figure 3 
three terrain roughness conditions from Table 1 are shown as a func- 
tion of the turbulence intensity at a height of 50 m. 

Inspection of the parameters implied by the Deaves and Harris strong 
wind model in Figure 3 indicates that as the wind speed increases the 
characteristics in the wind flow over the sea in a tropical cyclone 
take on progressively the characteristics of flow over (a) a flat 
desert at the lower wind speeds, (b) the flow over grass plains, and 
(c) the flow over trees and suburban housing at the higher wind 
speeds. In terms of the physical heights of the surface roughness 
(waves) this progression is not altogether unexpected. 

These characteristics can now be compared with currently accepted 
characteristics of wind flow over the sea as described in §2.2. Pos- 
sibly the most convenient parameter for comparison is the surface drag 
coefficient and this comparison is given in Figure 4. At the lower 
wind speeds the wind flow over the sea in a tropical cyclone is as 
predicted by Equation 4 from the reviews of Garratt and Wu. However 
that is where the similarity ends, because at progressively higher 
wind speeds the wind flow over the sea in a tropical cyclone shows a 
progressively higher surface drag coefficient, and hence implied high- 
er surface roughness, than is predicted for wind flow over the sea by 
Equation 4. 
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FIG. 3   Turbulence intensity at a height of 50 m above MSL from 
Waglan Island tropical cyclone data. 
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z (m) 

from measurements in tropical 
cyclones at Waglan Island as 
inferred from turbulence intensity 
characteristics given in Fig. 3 

0.002 

10 20 30 
mean wind speed at 50 m, 

Surface drag coefficients from Waglan Island tropical cyclone 
data and the reviews of Garratt (1977) and Wu (1980, 1983). 

Further support for this observation is given by Choi (1978) who re- 
ported on the mean wind and turbulence characteristics of tropical 
cyclones in the lower 70 metres of the atmosphere. His work was based 
on anemometer measurements taken on a tower at Gape D'Aguilar, on a 
low lying headland stretching out from the southern tip of Hong Kong 
Island/ close to Waglan Island, and with a similar exposure to the 
Pacific Ocean from where the typhoons approach. Choi fitted log law 
profiles to data from several tropical cyclones and the values of u* 
and z are given in Table 4, along with typical values from a monsoon. 
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PARAMETERS OP LOG-LINEAR PROFILE OP MEAN WIND SPEEDS IN 
TROPICAL CYCLONES, AFTER CHOI (1978) 

Typhoon V10 u* zo 

(ms_1) (ms_1) (m) 

Freda 15.0 2.69 0.91 
Freda 11.9 3.68 2.30 
Rose 13.3 3.71 2.00 
Rose 17.7 3.85 1.43 
Rose 20.6 4.90 1.64 
Dot 15.6 1.90 0.34 
Dot 18.6 1.79 0.15 
Dina 11.5 2.44 1.25 
Monsoon 7.0 0.3 0.05 

It can be seen, in comparison with monsoon winds, that u* is an order 
of magnitude higher during tropical cyclones, even though wind speeds 
are only doubled. In the full scale situations the values of zQ re- 
ported cannot be taken too seriously because of the difficulty of 
establishing a zero plane for the site, however the values of u* can 
be accurately estimated. 

Obviously there are some aspects of the representation of the boundary 
layer over land and the boundary layer over the sea which do not apply 
in tropical cyclone or possibly other extreme wind conditions. 
Whether this is due to the convective conditions found in tropical 
cyclones, to the shorter wave length in the short fetch wave develop- 
ment, to a model which is simply not applicable to fully aroused sea 
states, or some other cause must await future investigation. 

5   CONCLUSIONS 

A study of wind data collected from the Waglan Island anemometer (Hong 
Kong) during 39 tropical cyclones indicates that turbulence intensity 
values in excess of 20% at a reference height of 50 m are likely dur- 
ing extreme wind conditions in a tropical cyclone. The implied sur- 
face drag coefficient of approximately 0.01 in these extreme wind 
conditions is consistent with flow over a land surface roughness of 
trees and suburban housing, but is much higher (by a factor of five) 
than that predicted by the currently accepted formulae from the 
reviews of Garratt and Wu for wind flow over a fully developed sea in 
neutral atmospheric conditions. 
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Whether these conditions of apparently greater effective surface 
roughness in tropical cyclones are due to convective conditions, the 
shorter wave length in the short fetch wave development or some def- 
ficiency in the wind model (when applied to wind flows in a tropical 
cyclone) is yet to be discovered. in the meantime it is concluded, 
for wind loading design calculations in extreme wind in tropical 
cyclone conditions, that the mean wind speed and turbulence intensity 
profiles should be taken as for a surface drag coefficient of 0.01, 
i.e. for a value of roughness length z = 0.20 m in the Deaves and 
Harris wind model. 
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APPENDIX 1 

Main equations from the Deaves and Harris (1978) Mathematical Model of 
the Structure of Strong Winds. 

(1)   Mean wind speed profile. 

V  =^L {*n(i-}+5.75^_)- 1.88(^)
2-1.33(^-)3+0.25(^-)

l,l   A1-1 
z       0.4 l  vz ;     ^z J ^z   J yz   ' Kz   J   J 

o      g       g       g       g 

where z   is height above ground level 

z  is the roughness length 

uA  is the friction velocity, obtained from 

V uA 

u,     0.4  L     , -4    i 

Vz  is the mean wind speed at height z (nominally hourly 
mean) 

(2)   Turbulence intensity profile, 

V     uA 16 
=_5. = ___  2.63n(0.538 + 0.09Jln(—)}n 

where  n  =  1-(—1 A1-5 
g 

a  is the standard deviation of wind speed at height z 
z 

(3)   Gust wind speed, 

The 3 second maximum gust wind speed (which is defined as the 
maximum wind speed average over 3 seconds occurring in one hour) 
can, for a Dines anemometer, be expressed as 

"'-)} A1-6 
V 



A COMPUTER MODEL FOR THE REFRACTION OF NON-LINEAR WAVES 

by 

J B Crowley1), C A Fleming2) and C K Cooper2) 

ABSTRACT 

A non-linear wave refraction model was developed which 
allows for the combined refraction and shoaling of Vocoidal 
waves over an arbitrary sea bed.  The effects of bed 
friction and percolation are also catered for.  The method 
is based on the cirular arc technique which is widely used 
for linear wave refraction.  The method was extensively 
tested against Vocoidal wave refraction results obtained 
previously for a plane beach.  A comparison of Vocoidal and 
linear wave refraction over an arbitrary sea bed indicated 
that Vocoidal waves refract less than linear theory, 
thereby yielding higher wave heights and angles of 
incidence at the breaker line.  This result is in line with 
results of non-linear refraction over parallel bed contours 
quoted for other non-linear wave theories in literature. 
Further work is required before caustics can be adequately 
treated.  Future research should include wave spectrum 
transfer and the re-evaluation of empirical relationships 
in use in the shallow water region and which will use this 
new higher-order refraction technique. 

1.   INTRODUCTION 

The transformation of waves in shoaling water involves a 
change in wave height, length and velocity with depth. 
Wave refraction theory has been developed from solutions 
for light wave optics and its application is usually 
confined to the use of linear wave theory. 

Wave ray methods are well suited to modelling of short 
waves.  They solve the initial value problem so that there 
are few difficulties that can be encountered with boundary 
conditions as occurs with other methods.  However, a number 

1) National Research Institute for Oceanology, CSIR, 
Stellenbosch, RSA 

2) Sir William Halcrow and Partners, Swindon, UK 

384 
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of deficiencies have been identified.  These are associated 
with the representation of topography, methods of compu- 
tation and interprestation of wave refraction coefficients 
and the validity of using linear wave theory right up to 
the breaker line. 

A number of theoretical Investigations into wave refraction 
results with non-linear wave theories have been carried 
out.  These have mostly been confined to the simplest cases 
of parallel contoured slopes, the only exception being a 
model developed in France for the refraction of third order 
Stokes waves over arbitrary contours (Gaillard, personal 
communication, 1982).  Nevertheless, they have shown that 
the results obtained from non-linear theories can be sig- 
nificantly different to the linear counterparts. 

One of the reasons in the past that non-linear wave refrac- 
tion has not been rigorously persued for the case of arbi- 
trary topography would seem to be the lack of non-linear 
wave theory that would allow wave speeds to be calculated 
with reasonable ease and economy.  The Vocoidal wave theory 
combined with a circular arc solution provides an excellent 
basis for a fast and accurate numerical model. 

2.   MOTIVATION FOR USING VOCOIDAL THEORY 

Depth refraction using first order cnoidal wave theory has 
been investigated for the simple case of straight parallel 
bottom contours (Skovgaard and Petersen, 1977).  It was 
shown that the cnoidal wave would theoretically break at a 
greater water depth than linear waves due to greater ampli- 
fication.  Also the cnoidal wave orthogonal was found 
theoretically to refract less than the linear wave. 

In fact it was concluded in all previous shoaling and 
refraction studies that linear wave theory progressively 
underpredicts both wave height and angle of incidence to a 
greater extent as the wave shoals towards the breaker line 
(see for example Sakai and Battjes (1980); Chaplin (1980); 
Skovgaard and Petersen (1977); Skovgaard et al. (1976); 
Dean (1973)).  This is of fundamental importance to coastal 
engineers involved in nearshore modelling particularly in 
the surf zone where theory dictates a strong sensitivity to 
breaking wave conditions, particularly the angle of attack. 

Figure 1 gives an example comparison between refraction for 
Vocoidal and linear wave theories over a plane beach with 
parallel contours.  The same tendency as for the other 
well-known higher-order theories, such as Dean's stream 
function, cnoidal and Cokelet's theories is observed, with 
this exception that the wave height does not increase as 
sharply close to the breaker line as predicted by, for 
example, Cokelet. 
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Although the non-linear refraction results referred to 
above differ from those for linear wave refraction, it 
still remains to ascertain whether this difference is sig- 
nificant or not.  Swart and Loubser (1979) made a compre- 
hensive comparison of measured wave properties with predic- 
tions from 13 different theories.  The results indicate 
that although linear theory provides an adequate descrip- 
tion of wave profile, wave celerity and orbital motions in 
deep water, the comparison deteriorates as the relative 
water depth becomes less (see for example Figure 2).  This 
is also apparent in the mean error in the prediction of 
wave length: 

Mean error in V<3 
Fc range 

Airy theory Vocoidal theory 

0 -     50 0,012 0,021 
50 -    100 0,030 0,041 

100 -    200 0,006 0,028 
200 -    500 -0,041 0,010 
500 -  1 000 -0,069 -0,018 

1 000 - 60 000 -0,093 -0,017 

Since refraction depends heavily on the wave celerity (or 
wave length) this result is significant for the application 
of linear theory in wave refraction where results are 
required near or at the breaker line. 

Swart and Loubser (1979) finally concluded that Vocoidal 
theory is the only readily-applicable analytical wave 
theory with a good correspondence to measured data and a 
good adherence to the original wave boundary value problem 
in the whole range of non-breaking waves.  This theory 
therefore not only provides a good correspondence to data 
but also a sound framework for the derivation of 
expressions for the prediction of secondary wave-induced 
phenomena, and as such also of refraction. 

3. LINEAR WAVE REFRACTION 

WAVE   REFRACTION   DIAGRAM 
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Wave refraction as a water-wave phenomenon has been 
realised for a long time.  Early solutions used graphical 
techniques assisted with a template (Wiegel, 1963) and this 
still provides a useful means of obtaining a rapid overview 
for cases with simple topography.  With the advent of the 
computer finite difference solutions were developed which 
used predictor-corrector techniques.  A number of different 
schemes for representation of the bottom topography were 
proposed and included linear and quadratic surface fitting 
schemes.  Topographic smoothing may also be recommended 
largely to reduce the number of caustics that may arise 
from small, but severe bottom irregularities.  An 
interesting study was carried out by Poole (1975) who 
investigated a number of different interpolation functions 
for representation of sea bed topography.  He found that 
for the cases tested there were broad similarities in the 
refraction patterns, but significant local variations 
occurred. 

Abernethy and Gilbert (1975) investigated the anomalies 
than can arise when constructing conventional refraction 
diagrams, that is, a selected number of rays refracted from 
the offshore boundary towards the shoreline.  They 
presented examples for which the method can result in large 
variations in refraction coefficients, depending on the 
density of rays used in the calculation.  They concluded 
that there can be an inherent bias towards high wave 
heights, an excessive sensitivity to frequency, offshore 
direction and position which is greatest in region where 
refraction coefficients are large. 

The curvature of a wave ray in still water expressed in 
cartesian coordinates is 

d 9 1    i dc      •    ~        9c A i , . . 
3s     =     "  c   (Sx  Sln9 " T5y  cos6) •••      (1) 

where x and y are the coordinates, s the distance along the 
orthogonal and 9 the angle between the orthogonal and the 
x-axis.  This type of relationship or its equivalent can be 
solved most conveniently and accurately by using the 
'circular arc' technique developed at the Hydraulics 
Research Station, Wallingford.  Briefly the mehtod is based 
on the fact that, given linear variation of wave speed 
across a small triangular element, the ray path is 
described by a circular arc whose centre lies on the line 
of zero celerity and is tangential to corresponding arcs in 
adjacent elements.  This provides a fast numerical solution 
which is not restricted to the.use of linear wave theory. 

The wave refraction coefficient reflects the change in wave 
height of a wave train purely due to convergence or 
divergence of the wave orthogonals.  Over complex topo- 
graphy the ray separation factor may be evaluated from the 
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well-known  expressions  derived   by  Munk   and   Arthur   (1952) 
whence: 

2 
1_|  +  p(s)   M +   q(s)fi  =   0 ...      (2) 
ds ds 

where p(s)  =  - 1 (g£ cos 6 + |£ sin 6) ...  (3) 

q(s)  = - (--£ sin29 - -— sin26 + •£-£ cos29)   (4) c  9x2        3x3y        dy^ 

In the above p is the ray separation factor which is 
related to the wave refraction coefficient Kr by the 
square root of its inverse, that is, 

Kr - r0'5. 
Some of the deficiencies in forward tracking methods dis- 
cussed above may be overcome by back tracking very closely 
spaced rays from a point of interest for a wide range of 
frequencies.  This allows the computation of energy 
transfer from two-dimensional energy direction spectra and 
provides results that are usually consistent and stable. 
The two main disadvantages are that results can only be 
obtained for individual points of interest after quite a 
large computational effort and it is not possible to 
introduce wave decay due to bottom friction as the method 
relies on the independence of wave height in order to 
provide a complete family of results.  The first problem 
may be overcome by applying statistical treatment to 
forward tracking results over discrete areas (Bouws and 
Battjes, 1982).  The second requires the introduction of 
wave height into the calculation and is only really 
sensible for forward tracking methods (Skovgaard et al., 
1976) until such time that bivariate distributions of-wave 
height and frequency can be reasonably well-defined. 

The following sections will show how the circular arc tech- 
nique has been extensively extended to deal with wave 
refraction of non-linear waves using Vocoidal wave theory. 
It is shown that there can indeed be significant differen- 
ces in comparative results, particularly when the sea bed 
topography is complex. 

4.   VOCOIDAL WAVE REFRACTION 

The principle adopted was to use an existing refraction 
model using the circular arc technique and to adapt it in 
such a way as to cater for non-linear vocoidal waves.  The 
specific model used is based on the Wallingford refraction 
program (Abernethy and Gilbert, 1975) and has the 
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capability of containing more than one grid up to a maximum 
of ten with a grid spacing that need not be the same for 
all grids.  Each grid can contain up to 5 000 grid points. 
A more comprehensive review of the techniques used will be 
included in Swart and Crowley (1983b). 

As stated previously, the application of the circular arc 
technique is not restricted to the linear wave theory, 
provided that wave celerities are available at the corner 
points of the grid element under consideration.  This poses 
the first problem in the application of the circular arc 
method to predict refraction for higher-order waves, 
namely, the celerity of higher-order waves is a function of 
the wave height, which is not known until after the wave 
refraction has been done. 

Furthermore, sin 
height, which is 
shoaling, fricti 
separate the eff 
customary for li 
change due to ea 
the resultant of 
have to be found 
in an analogous 
the ray separati 
effect of percol 

ce the celerity is a function of wave 
determined in turn by refraction, 

on and percolation, it is not possible to 
ects of these four processes as is 
near waves.  In fact, the wave height 
ch of these processes in turn depends on 
the others.  A technique will therefore 
to solve for the wave height along the ray 

way as was done for linear theory by using 
on equation (2) and which also includes the 
ation and bed friction. 

This dependence of wave propagation on the wave height will 
make it difficult to deal with wave rays near caustics. 
Ways and means of overcoming this problem for the case of 
very irregular topographies should be investigated. 

These three aspects will be discussed below.  For the 
present only forward tracking is considered. 

Wave celerity at grid points 

Swart (1981) tabulated values of various wave properties in 
terms of H/d and T/g/d1.  From this tabulation one can 
observe the following typical variation in c /(gd): 

Values of c2/(gd) 
T/g/d' 

H/d=0,01 0,1 0,45 0,5 0,55 1,0 

5 0,553 0,554 0,590 0,593 0,596 - 
10 0,872 0,878 1,015 1,040 1 ,065 - 
15 0,94 2 0,950 1,103 1 ,133 1 ,168 1,677 
20 0,968 0,976 1,131 1,162 1 ,211 1 ,789 
30 0,986 0,995 1,148 1 ,179 1,24 5 1 ,884 
40 0,992 1 ,002 1 ,151 1 ,190 1 ,261 1,923 
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It is apparent that the value of c /gd is indeed strongly 
dependent on wave height. 

An indication of the error introduced in c//gd" as a result 
of using a wrong value of H/d, can be obtained by looking 
at the tabulated values for H/d = 0,45; 0,5 and 0,55. 

T/g/d' 5 10 15 20 30 40 

l)  .  „ 
Eio% m * 0,25 1 ,20 1,43 1 ,71 2,04 2,30 

Eio% is the error in c//gd' for a 10 per cent deviation 
from the assumed mean value for H/d of 0,5. 

It can thus be seen that the error in c//gcT increases to 
about 20 per cent of the error in H/d for very high values 
of T/g/d'.     Since there is some correlation between the wave 
period and the wave height in the incident wave spectrum, 
one normally finds that the value of the parameter T/g/d' at 
wave breaking rarely exceeds 30.  It can therefore be 
safely assumed that the error in c//gd' will be restricted 
to 20 per cent of that in H/d. 

On the other hand, if the celerities at H/d = 0,5 and 1,0 
are compared with those at H/d = 0,01, it is found that the 
errors are appreciably more substantial. 

T/g/d' 5 10 15 20 30 40 

E0 , 5 m % 
2>  . 

Hi , o in % 

3,43 8,43 8,88 

25,05 

8,73 

26,44 

8,55 

27,66 

8,70 

28,18 

l)   Ej s is the relative difference in c//gd' for H/d = 
0,01 and 0,5, if the c//gcT at H/d = 0,5 is assumed to 
be the correct value. 

2) E 1 0 is the same as E0,5 but with H/d = 1,0. 

It is therefore quite clear that linear wave celerities, 
which are very close to those in Vocoidal theory for H/d = 
0,01, should not be used for refraction of finite waves in 
shallow water. 

The behaviour of Vocoidal wave celerity outlined above will 
form the basis of the discussion of a method for obtaining 
wave celerities at the corner points of grid elements. 
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Swart (1981) tabulated values of wave height H and angles 
of incidence 6 for combined shoaling and refraction of 
Vocoidal waves on a plane beach with parallel depth con- 
tours, for deep water angles of incidence of 0°, 5°, 10°, 
20°, 30°, 40°, 50° and 60°.  The values of H/d and 6 were 
tabulated for values of the ratio deepwater wave height 
H0 to water depth d between 0,01 and 1,30 and for  values 
of the period parameter Tc (= T/g/d') between 1 and 60. 

Results were obtained by simultaneously solving the energy 
flux equation, Snell's law and the Vocoidal wave length 
relationship. 

The technique adopted for the computation of celerities at 
the corner points of the grid elements was based on these 
tabulated values of combined refraction and shoaling and 
consists of the following steps: 

(i)  It is assumed that the grid element is plane, that 
is, the contours across the element are parallel. 

(ii)  The entry conditions, that is, wave height, angle of 
incidence relative to grid element contours and 
water depth, at the point where the wave ray first 
enters the grid element, are used to refract the ray 
back to deepwater assuming contours parallel to 
those in the grid element.  For this purpose the 
above-mentioned shoaling/refraction tables (Swart, 
1981) were used to obtain curve-fitted equations for 
fictitious deepwater wave conditions, H0 and 90, 
which would have existed if the offshore bed topo- 
graphy had indeed consisted of a plane bed with con- 
tours parallel to those in the grid element under 
consideration. 

(iii)  These deepwater conditions are then used in the same 
curve-fitted equations to in turn obtain wave 
heights at the corner points of the grid element 
under consideration, again by assuming a plane bed 
seawards of the element.  It should be emphasized 
that the wave heights computed in this manner do not 
form part of the output of the refraction computa- 
tion, but are only used to obtain celerities at the 
corner points of the grid element which are in turn 
used as basis for the application of the circular 
arc method. A  systematic comparison was made 
between values of wave height computed in this way 
and those obtained from the tables (Swart, 1981). 
It was concluded that the wave height is predicted 
to within acceptable limits.  The extent of the 
difference between the tabulated (true) values of 
wave height and those computed in the manner 
described above depends on the variation in water 
depth over the grid element.  Tests were done for 
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water depth variations of up to 100 per cent between 
the minimum and maximum depths in the element. 
Nevertheless, the difference in wave height was less 
than 10 per cent with a corresponding difference in 
predicted wave celerity which was always less than 2 
per cent and mostly much less than 1 per cent.  It 
will be shown later that this accuracy is sufficient 
to ensure an accuracy in the predicted wave heights 
and angles of incidence along the wave ray which are 
of the order of 0,1 per cent.  The results also 
showed that the accuracy of predicted wave height 
can be significantly improved by reducing the grid 
size in the shallow water region, which can be 
easily done in the refraction program used. 

(iv)  The wave heights and celerities at the corner points 
of the grid element, computed in this manner, are 
then used to apply the circular arc method in 
exactly the same way as for linear wave theory. 

(v)  the accuracy of this procedure can be tested by com- 
paring the angle of wave incidence along the wave 
ray for refraction over a plane beach against the 
tabulated results (Swart, 1981).  An extensive com- 
parison was made for a wide range of initial condi- 
tions and it was found that the true vocoidal angle 
of incidence at any relative water depth from deep 
water to the breaker line never differed from the 
computed angle by more than 0,01 degree.  The method 
described is therefore considered to yield the 
correct result, even though the wave heights and 
celerities at the corner points of the grid elements 
did contain some inaccuracies. 

Wave height along wave ray 

The output of the circular arc method consists of the ray 
trajectory and thus also the ray orientation at the inter- 
section points of the wave ray with the grid elements.  The 
computations are continued until wave breaking occurs.  The 
specific choice of the wave breaking criterion is left to 
the user of the program.  Apart from the ray trajectory, 
however, wave heights are also required along the ray.  In 
the linear wave theory the wave height along the ray is 
found by calculating the wave shoaling and refraction as 
well as the wave height reductions due to bed friction and 
percolation separately at each intersection point.  The 
wave height H at that point is then simply the product of 
these four effects. 

H  =  Ks Kr Kf Kp H0 ...  (5) 
(for linear theory) 
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where Ks, Kr, Kf and Kp are coefficients of shoaling, 
refraction, friction and percolation relative to the 
starting point and H0 is the wave height at the starting 
point of the calculation. 

This method does not hold for any higher-order theory, for 
the reasons given in the introduction to this section. 
Equation (2) which defines the ray separation factor p in 
linear wave theory, can however be used as the basis for 
the calculation of wave height by using the principle of 
energy flux conservation along the wave ray, namely, 

p Enc  =  (Enc)0 ...  (6) 

where p is again the ray separation factor, E is the total 
wave energy per unit surface areas, c is the wave celerity 
and n is the ratio group velocity/wave celerity.  Subscript 
"o" refers to the starting point of the wave ray.  By 
putting (Enc)o = K0, where K0 is a parameter defined 
by the starting conditions, equation (6) can be rewritten 
as 

P =  K0C ...  (7) 

...  (8) 

Combination of equations (2) and (7) yields 

2 
Ko ^-4  + P(s) K0 ~ +  q(s) K0 C = 0 

ds ds 

|4 + P<s> p-  + <3<s> G = ° ...  (9) ds        ds 

This equation can be solved numerically along the wave ray 
using Vocoidal wave properties in the same way as equation 
(2) was solved for linear wave theory.  Values of wave 
height H along the ray are then found from equation (8) by 
using the Newton-Raphson iteration technique.  This 
approach is necessary since E, n and c are all functions of 
wave height H (see Swart, 1978). 

An extensive comparison was made between wave heights 
obtained in this way for refraction of a plane underwater 
topography and those tabulated by Swart (1981).  In this 
comparison it was assumed that the effect of bed friction 
and percolation can be neglected.  It was found that the 
difference between these two quantities was never more than 
0,1 per cent of the "true" wave height, as interpolated 
from the tables.  However, at least part of this already 
negligible difference can be attributed to rounding off 
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errors in interpolating from the tables.  It is therefore 
considered that the method described herein for the 
computation of a total wave height along the wave ray 
yields reliable results of comparable accuracy to those 
obtained for linear wave refraction by using the ray 
separation technique. 

Effect of dissipative forces 

The effect of bed friction and percolation can be included 
in the technique described above by realising that the 
effect on wave height of these two phenomena can be assumed 
to be 

- ( af + aD) t 
Hfp/H0  =  e     

p ... (10) 

(Swart and Crowley, 1983a) 

where Hfp/H0 is the additional wave height reduction 
due to bed friction and percolation, t is the time 
travelled by the wave and the parameters af and ap are 
coefficients of friction and percolation respectively. 
These latter two parameters can be expressed in terms of 
vocoidal wave parameters.  The effect of these two 
dissipative processes on the refraction is included by 
reducing the wave heights at the corner points of each grid 
element and the wave height along the ray trajectory in 
accordance with equation (10) before equation (8) is used 
with Newton-Raphson to solve for the wave height H.  Since 
no test runs have as yet been done to test this part of the 
program, it will not be discussed further at the present. 

5.   DISCUSSION 

The Vocoidal refraction program VOCREF developed along the 
lines outlined in Section 4 is at present being tested 
extensively for a number of prototype applications in 
parallel with a version of the program which used linear 
wave theory (LINREF).  After completion of this sensitivity 
analysis and production testing it is intended to use this 
method (VOCREF) for routine analysis instead of LINREF.  A 
number of interesting results have been obtained to date. 

Since wave propagation is so strongly dependent on wave 
height in the case of non-linear waves and because of the 
fact that non-linear waves are not really defined for wave 
heights in excess of the cirtical breaker height, problems 
are encountered at or near caustics.  Two ways of dealing 
with this problem have been investigated.  By smoothing the 
bed in a linear manner in both directions along grid lines 
a sea bed topography is obtained which although smoother 
still exhibits the same overall tendencies as before 
smoothing.  This process of two-way linear smoothing can be 
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repeatedly applied.  With each application the contours are 
smoothed even more.  Obviously there should be some optimal 
number of smooths beyond which the effect of the irregular 
topography becomes mushed.  Kluger (CS1R, 1979) concluded 
that about eight smooths would be optimal in the case of 
very irregular topography for linear wave refraction al- 
though this would seem to be very high.  See for example 
Figure 3 for the effect of three degrees of smoothing as 
compared to the unsmoothed case.  Smoothing tends to reduce 
the number of caustics and allows for wave propagation 
across areas of possible caustic action.  Figure 4 shows 
the results of refraction with various degrees of smooth- 
ing.  The refraction diagrams are very similar except for 
the fact that a caustic at the right of the plot for the 
unsmoothed case is eliminated for three and eight smooths 
of the bed.  The reason for the wave ray terminating at a 
caustic is that for higher-order theory it is not possible 
to calculate wave heights at the corner points of the grid 
elements in areas where the wave height would be higher 
than the critical breaker height. 

At present the effect is being investigated of artificially 
putting the wave height equal to the critical breaker 
height in the vicinity of a caustic for as long as the wave 
height as obtained from the method given in Section 4 is 
higher than the critical height.  In this manner the non- 
linear wave rays can be allowed to propagate through the 
region of the caustic. 

It has proven useful to include in the standard output of 
the program a series of four plots containing the breaker 
line values of breaker depth, breaking wave height, angle 
of incidence at the breaker line relative to the local bed 
contours and the longshore energy flux factor 
(0,5et H2nc sin2e, where et is the total energy 
coefficient) (see Figure 5).  Such plots clearly outline 
shore areas where caustic activity play a role.  Overall 
tendencies in breaker line characteristics are also visible 
at a glance.  At present the possibility is investigated of 
using the Monte Carlo technique as described by Bouws and 
Battjes to render the breaker line data even more useful. 
The effect of more smooths on the breaker line charac- 
teristics is to smooth out the variability and to enhance 
the clarity of the tendencies in these characteristics. 

It appears that about three smooths of the contours would 
be optimal in defining all parameters sufficiently. 

At a first glance the refraction diagrams produced by 
LINREF and VOCREF are very similar (see Figure 6).  How- 
ever, a comparison of breaker line characteristics shows up 
the differences remarkably (compare Figures 5 and 7; note 
that the scales in these figures are not all the same).  In 
general the breaking wave height and the angle of incidence 
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relative to the local contours at the breaker line are 
higher for VOCREF than for LINREF.  Correspondingly the 
longshore energy flux factor is also appreciably higher for 
the non-linear case.  This has important consequences for 
sediment transport prediction and in fact for all design 
work in and near the breaker zone.  The area affected by 
caustics is shifted laterally (alongshore) by going from 
linear to non-linear refraction, which is again of 
importance in interpreting refraction diagrams for design 
purposes. 

Although comparisons between results of linear and vocoidal 
refraction over arbitrary contours is still in the early 
stages, it is already abundantly clear that it will be 
essential to preferentially use the non-linear refraction 
program VOCREF.  However, it is quite clear that before the 
use of non-linear refraction programs such as the one 
described here can become standard practice a substantial 
re-evaluation of presently used empirical techniques will 
have to be carried out.  While this is being done the 
present model should be extended to also include wave 
spectrum transfer.  To allow this the problem of defining 
three-dimensional spectra or some relationship between the 
wave height distribution and frequency should be tackled. 

6.   SUMMARY AND CONCLUSIONS 

The main conclusions of this study can be summarised as 
follows: 

(i)  A computer program was developed which allows for 
the computation of the combined shoaling and 
refraction of non-linear Vocoidal waves over an 
arbitrary sea-bed topography and which includes the 
dissipative effect of bed friction and percolation. 
The basis of the derivation is the circular arc 
method which is extensively used in linear wave 
refraction. 

(ii)  The computer program was verified by comparing its 
output for the case of combined refraction and 
shoaling over a plane bed with parallel bed contours 
with known results for this case. 

(iii)  Comparison of results obtained from the Vocoidal 
refraction model and its linear theory counterpart 
for the case of irregular topography indicates, in 
line with previous findings quoted in literature for 
non-linear wave refraction on a plane slope, that 
Vocoidal waves refract less than linear waves. 
Consequently the breaker-zone wave characteristics, 
that is, wave height and angle of incidence, are 
higher for Vocoidal than for linear refraction. 
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(iv)  The influence area of caustics is shifted alongshore 
when Vocoidal refraction is done instead of linear 
refraction. 

(v)  Future reseach should be aimed first, at finding a 
workable solution for the problem of caustics (such 
as, for example, the Mote Carlo approach of Bouws 
and Battjes, 1982) and second, at the extension of 
the technique to include wave spectrum transfer. 

(vi)  In parallel to the research indicated under (v) all 
presently used empirical techniques for processes 
within the shallow-water area, such as longshore 
current prediction, should be re-evaluated to assess 
the effect of non-linearity of the waves on the 
values of the emprirlcal parameters. 
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FIG. I    REFRACTION   OF VOCOIDAL AND LINEAR   WAVES 
FOR PARALLEL  CONTOURS    H„"2m; 6„' IO«; T-14,35 
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NO SMOOTHS 

WAVE DIRECTION:    E 
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c.    B   SMOOTHS 

FIG. 4 RESULT OF VARIOUS DEGREES OF SMOOTHING   ON 
REFRACTION  PATTERN 
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FOR VOCOIDAL REFRACTION 
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FIG. 6: COMPARISON   BETWEEN   REFRACTION DIAGRAMS  WITH 
LINEAR AND VOCOIDAL  THEORIES 



NON-LINEAR WAVES REFRACTION 403 

OO'O 00*2-        OO'fr- 00'9- QO'8-       OO'OI- OO'OZ       00'9I 00*21 OO'S 00"*- OO'O 

(S/£*"W) aO-LOW XITU  A9H3N3   3aOHS9NO"1 (w) iHSl3H M3XV3M9 

O
E

E
P

W
A

TE
R
  

H
E

IG
H

T
   

(M
l 

  
* 
  
4
,0

 

W
A

V
E
  

P
E

R
IO

D
  
 (

S
E

C
) 

  
: 
  

1
3
,3

 

N
O
 

O
F 

  
S

M
O

O
T

H
S

  
 *
  

0
 

 
M

E
A

N
 

 
  
 S

T
D

   
D

E
V

 

< 

i 
 , , ^ 
l\        BZ'C 03'£ Zl'£        M)'£ 96*3 OO'O-       00V        OO'B-        Otf2l-       00'9I-       00'02- 

(«) HUM nmsat (M0) 3nBNV U3>iv3»a 

FIG. 7     TYPICAL OUTPUT OF BREAKER  ZONE   CHARACTERISTICS 
FOR   LINEAR   REFRACTION 



WAVE AND CURRENT INTERACTION IN THE NEAR BED REGION. 

Patrick H. Kemp and Richard R. Simons. 

ABSTRACT. 

The question of how waves and currents interact, 
especially in the near-bed region is of considerable importance 
in relation to sediment suspension and sediment transport. Whereas 
empirical relationships provide useful estimates and indications 
in relation to the data on which they are based, a more thorough 
understanding of the physical processes at work is necessary for 
interpreting sediment transport behaviour in a more generalized 
way.  Clearly the conditions under which flow reversal occurs 
near the bed, and also the extent to which wave motion may modify 
the current induced turbulence in the boundary layer, are both 
of great interest, and these and other aspects have been included 
in the present study. 

The research program was designed to look initially 
at the interaction between waves and currents in the absence of 
sediment, in order to define the mean velocity components, the 
structure of the turbulence, and the shear stresses.  The study 
proceeded from experiments on waves alone, to waves propagating 
with the current and against the current.  In all three cases 
the tests were carried out in the first instance with a smooth 
bed and subsequently with a rough bed consisting of two dimension- 
al triangular slats.  One of the main areas of interest was the 
height to which the water was disturbed above the bed when acted 
on by waves alone, and the comparable situation when a current 
was superimposed on the waves.  Since the characteristics of the 
turbulent current were measured independently, it was possible 
to deduce whether there had been any interaction between the waves 
and the current,  and also to infer what might happen to the dist- 
ribution of the sediment which it was assumed would be put into 
suspension in the two cases.  In the second stage of the research 
separate experiments were carried out in a standing wave channel 
and an oscillating water tunnel, using lightweight bed materials, 
in order to observe whether the inferences made from the clear 
water study were borne out by comparable changes in the distribution 
of the sediment in suspension. 

Authors: Patrick H. Kemp, Reader in Fluid Mechanics, University 
College London,  and Richard R. Simons, Research Engineer, 
University College London. 
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The results show that the sediment reflected the 
fluid motion characteristics, the sediment remaining in a band 
close to the bed under the action of waves alone, but rapidly 
dispersing when a turbulent current was introduced. 

INTRODUCTION. 

Comparatively little previous work has been carried 
out on the interaction between waves and currents, particularly 
near the bed.  Grant & Madsen (1979) produced a theoretical anal- 
ysis of combined wave and current flow over a rough boundary, 
predicting an increase in apparent bed roughness and shear stress 
when waves are superimposed on the current.  A similar theory 
has been presented by Christoffersen (1980).  Bakker & van Doom 
(1978) also found an increased apparent bed roughness.  George 
& Sleath (1979) described the cycle of vortex formation and ejection 
around spherical roughness elements in the presence of a weak 
current.  The stronger downstream vortex was found to induce a 
weak reverse mean current just above the roughness elements.This 
is consistent with the observations of Inman & Bowen (1963) and 
Bijker, Hijum & Vellinger (1976), who both reported enhanced up- 
stream sediment transport when a weak current was superimposed 
on waves.  The present authors have carried out an extensive in- 
vestigation on the subject of wave and current interaction, and 
a report of the main results may be found in Kemp &.  Simons (1982) 
and Kemp & Simons (1983).  Since little information was available 
prior to these latter publications on the detailed flow structure 
under these condition, any inference between the flow character- 
istics and sediment in suspension has been tentative.  Tunstall 
& Inman (1975) observed that in the case of waves alone, there 
was a limited thickness of the wave-Induced vortex layer over 
a rippled bed, suggesting that sediment would be concentrated 
in this near bed layer.  Bijker (1980), using first order wave 
theory and the assumption of a logarithmic profile, has formulated 
an expression for sediment concentration under waves and currents. 
The expression however contains a coefficient which is dependent 
on the wave motion and the bed roughness. 

APPARATUS, INSTRUMENTATION AND ANALYSIS. 

The investigation, and the apparatus used for the 
study of waves and currents in the absence of sediment, are des- 
cribed in the paper by Kemp & Simons (1982).  This part of the 
work was carried out in a channel 14.5m long, 457mm wide and 690mm 
deep, with provision for flow in either direction and wave generation 
by a bottom-hinged paddle at one end. Two bed conditions were 
used in these tests.  The first consisted of a smooth metal surface 
coated with gloss paint, and the second consisted of 5mm high 
triangular wooden strips stuck across the channel width and spaced 
at 18mm centres along the line of flow.  The latter was chosen 
so as to generate a rough turbulent boundary layer both with the 
unidirectional current, and also with the larger waves in the 
absence of a current.  It was also of similar geometrical form 
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to that used by Jonsson & Carlsen (1976) in their tests in an 
oscillating water tunnel.  The height and spacing of the roughness 
elements also came within the range of possible ratios of height 
to length found in natural sand ripples.  Fluid velocities were 
measured using a laser-Doppler anemometer, and the analysis of 
turbulent and wave-induced velocities was carried out by an on- 
line PDP8E minicomputer.  The computer was programmed to produce 
ensemble average velocities, Reynolds stresses and wave elevation 
data.  The cycle was sampled at 200 separate phase positions with 
up to 250 observations at each position.  Measurements were made 
at up to 30 points in the vertical. 

Measurements of wave attenuation and reflection were 
included in the program.  In the case of waves opposing the current 
the current had to be introduced at the beach end of the channel. 
In order to avoid jetting and turbulence due to the presence of 
the beach, a wave absorbing device consisting of a slightly sloping 
metal plate submerged a short distance below the still water level, 
proved very effective.  The device is referred to in Kemp & Simons 
(1983). 

Observations of the behaviour of various lightweight 
sediments under the action of standing waves, and planar oscillatory 
motion, were carried out in a rocking channel which produced stand- 
ing waves of comparable period to that in the water tunnel, which 
had a natural period of 2.3 seconds.  The water tunnel could produce 
oscillations of different amplitudes, and in addition a current 
could be imposed in one direction, of variable strength.  The 
materials investigated included various grades of pumice, anthracite, 
plumstone and polystyrene, with median diameters in the range 
500 to 1000 micron, and fall'velocities from 22mm/s to 52 mm/s. 
The polystyrene, however, was the one material which fell outside 
these ranges, with a median diameter distribution lying between 
400 and 600 micron, and with a fall velocity in the region of 
5 mm/s. These values were considered in relation to the r.m.s 
values of turbulence measured in the clear water tests, where 
for the case of the current alone the r.m.s. values in the lower 
half of the boundary layer lay between 13 mm/s and 15 mm/s, and 
for waves and currents combined the comparable figures were 18mm/s 
to 25 mm/s.  As a result of these tests the polystyrene particles 
were used in the study of sediment concentrations under waves 
and currents in the water tunnel. 

Measurements of sediment concentration were achieved 
by aiming a low-power laser through the water tunnel onto a photo- 
detector whose voltage output,  related to the blockage caused 
by the sediment, was recorded by the on-line computer.  The photo- 
sensor was mounted in a blackened tube and protected by band-pass 
optical filters to minimise the effects of extraneous light. It 
was necessary to use neutral density filters to control the initial 
power of the laser beam to avoid the saturation of the photodetector 
when no particles were present. 
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The system required calibration for the particular 
sediment in use, and this was done with the aid of a small perspex 
box of the same width as the water tunnel, placed between the 
laser and the photodetector.  The box was filled with a mixture 
of glycerol and water, and a known volume of sediment added and 
shaken into suspension.  The sediment was thus almost neutrally 
buoyant.  For each concentration the box was oscillated across 
the beam, simulating the fluid motion anticipated in the tunnel, 
and the photodetector reading noted at regular intervals.  The 
relationship between voltage and concentration was found to be 
closely linear for the plumstone (Figure 1), whereas for the poly- 
styrene the curve was logarithmic.  The glycerol mixture used 
maintained the sediment in suspension for long enough to give 
a reasonable sample length, while still allowing movement of the 
particles to produce an even distribution throughout the volume 
of the box. 

RESULTS. 

Waves and currents in the absence of sediment. 

It was found that the unidirectional turbulent boundary 
layer is reduced in thickness by the superposition of waves propa- 
gating with the current over both rough and smooth beds.  For all 
combined wave and current tests, flow reversal was experienced near 
the bed. 

Waves propagating with the current over a rough boundary 
progressively reduce the mean velocities near the bed as the wave 
height is increased.  For the smooth bed, however, waves with the 
current increase the velocity.  Similar behaviour is experienced 
for waves on an opposing current. 

In the outer flow the bed roughness effect becomes neg- 
ligible.  Here, for waves propagating with the current, mean velocit- 
ies are reduced, whereas for the opposing current velocities are 
increased. 

Figure 3 shows velocity profiles over a rough bed. The 
symbol WCR indicates waves and currents over a rough boundary. The 
mean centre-line velocity was 185mm/s.  The wave heights in order 
were 22.7, 31.6, 40.4 and 46.6mm. 

For the rough boundary tests the mean bed shear stress 
and roughness length scale were increased by the superposition of 
waves.  Within two roughness heights of the rough bed the turbulence 
characteristics are dominated by the periodic formation of vortices. 
The overall increase in turbulence is limited to a region within 
six or seven roughness heights of the bed. 

From these extensive initial tests and observations it 
was inferred that the combined stresses are likely to result in a 
considerable increase in sediment pick-up from a rippled bed. 
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Fig. 3 Semi-logarithmic velocity profiles over a rough 
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wave trough; measured over the roughness apex. 
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Sediment response to the action of waves and currents. 

Observations in both the standing wave rocking channel 
and in the small oscillating water tunnel showed that under the 
action of waves alone the sediment over the rough boundary, which 
consisted of triangular slats across the direction of motion, the 
sediment was put into suspension under the action of the vortices 
induced by the roughness elements.  As predicted by the previous 
study in clear water reported above, the sediment layer was con- 
fined to a band only a few roughness heights in thickness. In the 
oscillating water tunnel the polystyrene particles under the action 
of the current alone produced only a very low concentration in the 
flow, and much of this consisted of the lighter particles which 
were maintained in suspension in the form of wash load.  However, 
when this current was superimposed on the situation produced by the 
waves alone, the narrow band of vortex induced sediment in suspens- 
ion rapidly expanded under the action of the turbulence.  This 
is illustrated in Figure 2. 

DISCUSSION AND CONCLUSIONS. 

The main points arising from the clear water tests have 
already been set out under that heading above.  However, from an 
experimental point of view and also in relation to the interpret- 
ation of the results and observations from other work in this area, 
the fact that the wave/current Interaction reduces the boundary 
layer thickness both at the walls and the bed, means that the 
current is redistributed across the channel.  All experiments of 
this nature should therefore take this into account. 

So far as the sediment concentration is concerned when 
a current is superimposed on waves, it has been demonstrated that 
whereas the current alone might only produce slight movement of 
the bed particles, and the waves alone a dense concentration con- 
fined to a few roughness heights, the combination of the waves and 
currents produces a dramatic diffusion of the sediment layer. 

Since the clear water tests provide data on shear stress 
under the action of waves and currents for both smooth and rough 
boundaries, it is of interest to substitute these in the expression 
proposed by Bijker (1980).  This has been done In Figure 4 and the 
parameter £ derived from these curves is shown on the diagram for 
the two cases. 
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APPENDIX.  Comparison of experimental values of combined wave and 
current shear "stress with the theory of Bijker (1980) 
 — T 
According to Bijker  :  V^   = V. { 1 + i(£u /V)2}2 °     J        *cw     *c o 

which can be written :  T       T  { 1 + i£2u2 /V 2 } 
cw      c o 

The experimental results of Kemp & Simons in the present Paper have 
been used to evaluate the shear stresses as follows:- 

SMOOTH BED: t    = (v.d (u + H       )}, , cw       —        max  bed 
dy 

ROUGH BED : T      {p(u*v')   + u"  v* } 
cw max   max max 

where T  = wave + current shear stress; T  = current alone shear 
cw c 

stress; £ = wave and bed roughness factor;  u = max- orbital velocity 
at the bed;  V = mean current velocity; v = kinematic viscosity; 
u = local mean current velocity; 'u'  = local orbital velocity; 
u' and v' = horizontal & vertical      turbulent velocities. 



EFFECT OF WAVE-CURRENT INTERACTION ON THE WAVE PARAMETER 

Yu-Cheng Li1 and John B. Herbich2 

1. ABSTRACT 

The interaction of a gravity wave with a steady uniform current is 
described in this paper. Numerical calculations of the wave length 
change by different non-linear wave theories show that errors in the 
results computed by the linear wave theory are less than 10 percent 
within the range of 0.15 < d/Ls s 0.40, 0.01 < Hs/Ls < 0.07 and 
-0.15 < U/Cs i  0.30. Numerical calculations of wave height change 
employing different wave theories show that errors in the results 
obtained by the linear wave theory in comparison with the non-linear 
theories are greater when the opposing relative current and wave 
steepness become larger. However, within range of the following cur- 
rents such errors will not be significant. These results were veri- 
fied by model tests. Nomograms for the modification of wave length 
and wave height by the linear wave theory and Stokes1 third order 
theory are presented for a wide range of d/Ls, Hs/Ls and U/C. These 
nomograms provide the design engineer with a practical guide for es- 
timating wave lengths and heights affected by currents. 

2. INTRODUCTION 

With increasing human activities in both the coastal and immediate 
offshore region, the problem of wave-current interaction has been 
evaluated by a number of researchers. From an engineering practice 
point of view, the effect of wave current interaction on the wave 
parameters must be known. Previous research involved different 
assumptions and considerations. Several researchers employed the 
linear wave theory combined with the idea of conservation of energy 
flux (5,12,13), or combined with the idea of conservation of wave 
action flux (8,9); others employed the non-linear wave theory (6,15). 
The problem concerning the interaction of waves and currents in an 
inlet has also been studied (3,7). Additional research (11,18) 
describes the change of velocity distribution due to the interaction 
of waves with currents. 

One purpose of this study was to evaluate the difference between the 
change in wave parameters when employing either the equation of con- 
servation of wave energy flux or the equation of conservation of wave 

1Visiting Scholar, Ocean Engineering Program, Texas A&M University; 
Department of Hydraulic Engineering, Dalian Institute of Technology, 
Dalian, People's Republic of China, where the author is an Associate 
Professor. 

2Professor and Head, Ocean Engineering Program, Texas A&M University, 
College Station, Texas 77843, U.S.A. 
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action flux. The results were evaluated with reference to practical 
engineering applications. Another purpose of this study was to deter- 
mine the error in the calculated wave parameter by employing both the 
linear wave theory and non-linear wave theories (Stokes' third order 
wave theory was mainly considered). A two-dimensional case was con- 
sidered and both the following and the opposing currents were analyzed. 

3. THEORETICAL CONSIDERATIONS 

Evaluation of change in the wave parameters may be obtained in two 
steps: a) evaluation of the change in wave length, and b) evaluation 
of the change in wave height. In both cases, the energy dissipation 
in wave propagation was neglected. 

3.1 Change in Wave Length 

The linear wave theory was considered first. The influence of non- 
linearity of waves is evaluated in the latter part of this section. 
The wave celerity in the current may be calculated as follows: 

Ca = U + cr   (1) 

where 

Cr = /g/kr Th krd   (2) 

Equation 1 can be rewritten as 

t-= U+T"   <3> a     r 

From Equations 1, 2 and 3, the following equation can be obtained 

L _ C _   1   Th k d ,»s 
L„  C      ., 2 Th k d ^' S   S  (l-£)2    S 

and L = L=, C = C . a     a 
In engineering applications, the value of C = C, is unknown, there- 
fore, the ratio U/C is also unknown. Thus the following formula may 
be used 

-  1  Thkd      (5) cf/cs = A7r^lhkd/W^3 - 1 _ u Thksd  

Combining equations 6 and 7, the relationship between L/Ls with U/Cs 
and ksd can be obtained from 

L/Ls = C/Cs = f(i ^) (6) 
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and 

C C 

3.2 Change of Wave Height 

The process of the interaction of progressive waves with a steady 
uniform current (the following or the opposing current only) may be 
evaluated as follows: (a) in the first step only currents and waves 
propagate separately, (b) in the second step the combined current 
and waves interact and finally a steady motion of wave-current com- 
bination propagates as shown in Figure 1. If we neglect the change 
in the current profile because of the wave-current interaction, the 
current energy flux will remain the same before and after the inter- 
action process. 

To-date, two concepts, i.e. the conservation of wave energy flux 
(12,13) and the conservation of wave action flux (1,8) were employed. 
However, since there is no major difference between the two methods, 
the principle of conservation of wave action flux was selected for 
the analysis. 

The idea of conservation of wave action flux was first suggested by 
Garrett and evaluated by Bretherton and Garrett (1). Jonsson (8) 
described a practical appl ication for the case of interaction of waves 
with a steady uniform current. In the present case (as shown in 
Fig. 1) the following equation may be used 

dx {- C } 
ga 

0 (7) 

Equation 7 indicates that the wave action flux before and after in- 
teraction must be the same, i.e. 

-5-C    (8) 
ID  as r J   s 

^C 
ga gs 

Fig. 1. Wave-current interaction 



416 COASTAL ENGINEERING—1982 

where 

ui    = ai    -  kU = ui    -   kU (9) 
id S 

Cgs = %CsAs       <10) 

Cga = U + Cgr = U + hCrA W 

Cgr = WrA         (12) 

A = i + s!Md   <13> 
2k d 

A=1 +Shlk7 H4) 

Thus Equation 8 can be rewritten as follows 

fr'i-^^JfW1  <«> 
Accordingly, the wave height change can be determined by the follow- 
ing equations: 

3.2.1 Linear wave theory 

^ = 0 - $h &h fa? (i + V^'h =R  <16> 

When non-linear wave theory is employed,  Equation 12 is no longer 
correct.   Generally, the error in using this eauation  instead 
of the correct one for non-linear waves will  not be greater than 6 
percent.    Thus as a simplification for the non-linear wave analysis, 
Equations  12 and  15 may be used and will  not produce a significant 
error.    The results by Skjelbreia  (14), Tsuchiya and Yasuda  (17) were 
employed in calculating the wave energy. 

3.2.2 Skjelbreia's Stokes1 Third-Order Wave Theory (Old) 

Wave energy E may be calculated by the following equation 

E=lHi{1+¥2(H)
2
[B+T_]3_T,2(H)^F]} (17) 

where 

and 

2 -> 2       n   Ch= 
(-Lr) (1 +—A^rr)   +4—W-6 (18) 
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1+8(Ch^l)6            ThMshIM (n-2Ch^)2 

F =  3  ( L j  + h L L 1 L  (lg) 

Accordingly, wave energy in still water, Es> can be calculated 
similarly as 

YH 
2       H 2        ,      H 2 

Es = "IT" {1 + "2 <r' CBs + 1327X2561 ^   ^ Fs^ <20> s s 

where Bs and Fs may be obtained from a similar formula as B and F in 
Equations 18 and 19 (changing L to Ls only). The wave height change 
can then be calculated as follows 

"^  tBs + T327I255T ^(r-) y> • £-=R ^—^_^ ^    {21) 
,H,2 r„ ,    3    ,,H>2 •,-,% tl+'2(f) tB + 132712561 ^f> F^ 

where R is determined by Equation 16. This equation must be solved 
by iteration. 

3.2.3 Tsuchiya's Stokes' Third-Order Wave Theory (New) 

Energy flux, W, can be determined by the following equation 

W = 1YH2C {%A + (~VG> (22) 

where A is defined by Equation 15, and G is 

r      Ch22kd + 3Ch2kd »2 J c. ,. . . 9(2kd + Sh2kd) 
6 =   + j- Snzkd + —- - 

16Sh4kd      4       64Sh7kdChkd 

, 3(Chkd + Ch3kd) + kdThkd + Sh
2kd (23j 

SSh^kdChkd       2ShI(kd 

Since 

W = %EC (1 +  — )   (24) 
1 + Sh2kd 

Thus wave energy may be determined as follows 

E =1YH2 {1 + 2(^1)2ji} ; (25) 

and wave energy in still water E is 
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1 *K    2  Gc 
Es=lyHsMl + 2(^) ^ (26) 

where Gs can be determined similarly as G from Eauation 23, and the 
wave number k is changed to ks in the case of still water. As a re- 
sult, the wave height change can be calculated as follows 

TH 
2 Gc , 

{1+2^) ^ 
H__ = R  § s___    (27) 

{l+2(^)2^ 

where R is determined by Equation 16. Equation 28 must also be solved 
iteratively. When the non-linear wave theory is used, the wave celer- 
ity is determined not only by the parameter of kd, but also by the wave 
steepness H/L. Due to the interaction of wave and current, the wave 
steepness H/L can be changed, as the wave length determined by the 
non-linear wave theory L^ is not the same as that determined by the 
linear theory L, i.e., L|\| f  L. The value of LN/L can be determined 
as follows 

3.2.4 Employing Skjelbreia's Method 

ii    n  -4. r   i<i T^\ A\h  n . /TTH,
2
 14+4Ch22kd, ,,oN Wave celerity C.. = (f Thkd) {1 + \—r)  —• ) (28) 

N       k L     lesh^kd 

=„H i   /i   - T  4.   1    i  Hl2 14+4Ch22kd _ M ,,a\ and Lw/L = 1   + -=nr Ur) = N,      (29) 
" l0      L Sh^kd ' 

where wave steepness H/L is the value under wave-current interaction. 

Thus, LfJ/L    = "T • r- = N] TT •   -(30) 

s s 

3.2.5 Employing Tsuchiya's Method 

Wave celerity C.. =  (£ Thkd)^!  + 4r (*r)2 —!— (SCh^kd - 4Ch2kd + 5)} 
N        K lb      L      Sh*kd 

=  (fThkd)'1 N2 (31) 

and 

Lw/L = N, = {1 + X  (^r) —— ^Ch^kd - 4Ch2kd + 5)} (32) 
IN    ^      l6  L Sh^kd 

Thus 
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VLs = r • q = N2 ^     (33) 

Coefficients N-j and N2 show the influence of non-linearity of waves. 

4.  DATA ANALYSIS AND RESULTS 

4.1 The Results of Modification of Wave Length by the Linear Wave 
Theory Due to Wave-Current Interaction 

Using Equations 4, 5 and 6 different combinations of dimensionless 
parameters U/C (or U/Cs), and d/Ls may be calculated. The results 
are shown in Figures 2 and 3. As shown in Figure 2, it is clear that 
the wave length change L/Ls with the relative current U/C is greater 
in deep water than in shallow water. 

4.2 Modification of Wave Length by Non-Linear Wave Theory and Error 
Estimates Due to Linear Theory 

Numerical calculations of the wave length were made employing Stokes1 

third order wave theory (14,17). The ratio of wave length computed 
by the non-linear wave theory with that computed by the linear wave 
theory is given in Table I. It can be seen that the wave length cal- 
culated by the non-linear wave theory is usually greater than that 
calculated by the linear theory. Within the range of 0.15 < 0.40, 
0.01 < H5/Ls < 0.07 and -0.15 5 U/Cs < 0.30, the wave lengths computed 
by the linear wave theory are approximately 10 percent less than those 
computed by Stokes1 third-order wave theory. Table II shows a com- 
parison of the results obtained by the linear wave theory with data 
obtained by the non-linear wave theories and with model test data. 
It appears that the results obtained employing different methods are 
quite similar. Also a comparison of the wave length (obtained by 
the linear wave theory) with Hales1 and Herbich's model tests data 
(2) are given in Table III; the agreement is considered quite good. 

4.3 Modification of Wave Height 

The results obtained with the linear wave theory (Eauation 17) are 
shown in Figure 4. 

The results given by Skjelbreia's Stokes1  third-order wave theory for 
different wave steepnesses  (i.e.  Hs/Ls = 0.01  - 0.07)   (Equation 26) 
are shown in Figures 5-8. 

The results shown by Tsuchiya's modification of Stokes'  third-order 
wave theory are presented in Figures 9-12 for wave steepness Hs/Ls = 
0.01  - 0.07. 

A comparison of the results employing the linear theory (Figure 4) 
with that of Skjelbreia's method (Figures 5 through 8) is shown in 
Table IV.   The following observations were made: 
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LINEAR THEORY 

-0.20     -0.10 000     0 10     020 

u/c, 
030     0.40 

Fig. 2. Wave length change computed by linear wave theory 
(L/Ls versus U/C) 

L/L, or C/C, 

Fig. 3. The wave length change computed by linear wave 
theory (L/L versus U/C ) 
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H/HS LINEAR THEORY WAVE ENERGY FLUX 

Fig. 4. The wave height change computed by 
linear wave theory 

H/L = 0.01, STOKES 3 THEORY WAVE ENERGY FLUX 

Fig. 5. The wave height change by Stokes (old) 
third-order wave theory for Hs/Ls=0.01 
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H/L = 0.03, STOKES 3 THEORY WAVE ENERGY FLUX 

u/c 

Fig. 6. The wave height change by Stokes 
(old) third-order wave theory for 
H/L = 0.03 s s 
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H/L = 0.05, STOKES 3 THEORY WAVE ENERGY FLUX 

0.00 0.10 0,20 0.30 

u/c 

Fig. 7. The wave height change by Stokes 
(old) third-order wave theory 
for H /L    = 0.05 s    s 
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H/L = 0.07, STOKES 3 THEORY WAVE ENERGY FLUX 

i 

-0.10 0.00 0.10 0.20 

U/C 

Fig. 8. The wave height change by Stokes (old) 
third order wave theory for H/L =0.07 
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Hs/Ls=0.01,   NEW  STOKES 3 THEORY 

0.40 
-010 0.00 0.10 0.20 0.30 0.40 

u/c 

Fig. 9. The wave height change by Stokes (new) 
third-order wave theory for Hs/Ls=0.01 
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Hs/Ls=0.03,   NEW STOKES 3 THEORY 

d/L.0.45 
0.15 
040 
020 

0.35'        Ao.35 
0.30 

-0.10 0.00 010 0.20 0.30 0.40 

u/c 

Fig. 10. The wave height change by Stokes (new) 
third order wave theory for Hs/I_s=0.03 
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Hs/Ls=0.05,   NEW  STOKES 3 THEORY 

0.10 0.00 0.10 0.20 0.30 

u/c 

Fig. 11. The wave height change by Stokes (new) 
third order wave theory for H /L =0.05 
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Hs/Ls=0.07,   NEW  STOKES 3 THEORY 

-0.10 0.00 0.10 0.20 0.30 0.40 

U/C 

Fig. 12. The wave height change by Stokes (new) 
third order wave theory for H /L =0.07 
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(1) In the following current, errors in wave height change by the 
linear wave theory are minimal in comparison with the results 
obtained by the non-linear wave theories. 

(2) When there is an opposing relative current and the wave steepness 
is sufficiently large, errors in wave height employing the linear 
theory will be greater than errors obtained employing the non- 
linear theories. 

(3) When the relative current velocity U/C increases, the change of 
wave height by Tsuchiya's theory differs from the above results. 
Using his method, under deep water conditions the wave height 
change H/Hs increases with the increase of U/C and reaches a peak 
value, after which the value of H/Hs decreases with the increase 
of U/C. 

4.4 Comparison of Numerical Solution Experimentally Obtained Results 

Table V shows a comparison of the results of the wave height change 
by computation (Equation 21 ) with the experimental data. It can be 
seen that the computed values agree reasonably well with experimental 
data. The mean error is less than 8 percent. 

Table V. Comparison of Calculated Values With Authors' 
Test Data 

H/Hs 

d/L H /L U/C Experimental Calculated 
b s    s Data Value 

0.093 0.048 0.083 0.97 0.89 
0.093 0.048 0.161 0.87 0.85 
0.054 0.012 0.075 0.87 0.91 
0.092 0.030 0.151 0.86 0.85 
0.067 0.017 0.157 0.90 0.80 
0.244 0.075 0.078 0.89 0.84 
0.244 0.075 0.177 0.64 0.71 
0.250 0.043 0.080 0.73 0.84 
0.134 0.013 0.069 0.88 0.88 
0.141 0.035 0.070 0.92 0.88 
0.271 0.073 0.136 0.77 0.71 
0.094 0.019 0.122 0.88 0.81 
0.183 0.021 0.148 0.85 0.73 
0.159 0.063 0.145 0.70 0.81 

Table VI shows a comparison of the results of the wave height change 
by numerical calculation (Equation 21) with the results of Hales' and 
Herbich's empirical formula (2). Their formulas are as follows: 

Wave height change due to the following current: 

|j- = 0.90760 - 0.98801 jj- + 0.21123 (~~-) + 0.00164 -~ + 0.00006 {—) 
s s s 



WAVE CURRENT INTERACTION 435 

H H    2 ,,      L ..      H 
+ 0.88017 ^- + 1.05971   (—-)    -  0.00312 ~ (~|)  + 0.88371 ^~ (^) 

s s s s      s 

0.24931 j^- {—) (34) 

Table VI.     Comparison of Calculated Values With 
Hales1  and Herbich's  (H&H) 

d Hs 
Ls 

u/cs = 0.10 0. ,20 0. .30 

Ls H&H Cal. HSH Cal. H&H Cal. 

0.20 0.01 
0.03 
0.05 
0.07 

0.841 
0.886 
0.932 
0.979 

0.865 
0.862 
0.859 
0.853 

0.748 
0.795 
0.843 
0.891 

0.781 
0.780 
0.780 
0.779 

0.659 
0.689 
0.726 
0.764 

0.745 
0.743 
0.741 
0.737 

0.30 0.01 
0.03 
0.05 
0.07 

0.834 
0.871 
0.929 
0.976 

0.848 
0.847 
0.844 
0.840 

0.742 
0.780 
0.820 
0.860 

0.765 
0.764 
0.763 
0.760 

0.653 
0.687 
0.724 
0.762 

0.736 
0.735 
0.732 
0.727 

0.40 0.01 
0.03 
0.05 
0.07 

0.832 
0.865 
0.898 
0.933 

0.845 
0.843 
0.842 
0.838 

0.738 
0.773 
0.808 
0.844 

0.765 
0.764 
0.762 
0.759 

0.650 
0.686 
0.723 
0.761 

0.763 
0.734 
0.731 
0.727 

Since Hales'  and Herbich's model  test data were discrete during the 
opposing current, a comparison of numerical   calculations with their 
empirical  equations was not made.     From Table V it can be seen that the 
wave height change H/Hs decreases with the increase of relative depth 
d/Ls both by the theoretical  method and by Hales'  and Herbich's  for- 
mula.     It appears that the wave steepness variable has a greater in- 
fluence in Hales' and Herbich's empirical  formula than in the theore- 
tical  equation.     On the average, the difference in the results given 
by these two methods is within a range of 5 to 7 percent. 

5.     CONCLUSIONS 

1. There is no dominant difference in the results obtained for the 
change of wave length due to the wave-current interaction by 
using either the linear or the non-linear wave  theories.    Within 
the range of 0.15 < d/Ls < 0.40, 0.01  < Hs/Ls < 0.07 and -0.15 < 
U/Cs < 0.30, errors by the linear wave theory are less than 10 
percent as compared with the results obtained employing the non- 
linear wave theories. 

2. Numerical  calculations of wave height change by different wave 
theories indicate that the errors resulting from the use of the 
linear wave theory in comparison with errors resulting from the 
non-linear theories are greater when the opposing relative current 
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and wave steepness both become larger. However, within the range 
of the following currents such errors will be minimal. 

The important factors influencing the change of wave parameter 
are relative current velocity U/C (or U/Cs), relative water 
depth d/l_s and wave steepness Hs/Ls. The relative current ve- 
locity U/C is the most important parameter. In case of 
the wave-current interaction, not only the wave parameter is 
changed but also the velocity distribution of steady flow with 
depth is changed. In this paper the change of steady surface 
velocity due to wave-current interaction is neglected. This 
should be considered in further research. 

For engineering purposes, the nomogram provided in this paper 
may be used to estimate the change of wave parameter due to wave- 
current interaction. Figure 3 and Figures 5 through 8 are recom- 
mended for the calculation of wave length and wave height changes, 
respectively. 
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APPENDIX II - NOTATION 

The following symbols are used in this paper: 

C = wave celerity; 
Ch = hyperbolic cosine; 
d = water depth; 
E = wave energy; 
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H = wave height; 
K = wave number; 
L = wave length; 
Sh = hyperbolic sine; 
Th = hyperbolic tangent; 
T = wave period; 
U = surface current velocity; 
ID = angular frequency. 

Subscripts: 

a = apparent value by the observer; 
g = group velocity; 
r = relative value of wave to current; 
s = value in still water. 



RESONANCE IN SOUTH AFRICAN HARBOURS 

by 

W A M Botes,* K S Russell* and P Huizinga* 

1.   INTRODUCTION 

The geographic situation of Southern Africa, and the 
associated climate of the South Atlantic Ocean, cause the 
harbours on the west and south coasts of South Africa to be 
subjected to resonance or range action caused by long- 
period 50 s to 300 s waves. 

Since the construction of Duncan Dock in Table Bay in 1940, 
Table Bay harbour has become a classical example of 
resonance.  Range action in the harbour has been studied 
extensively in the past and extensive physical model 
studies were undertaken to optimise the layout of the 
Schoeman Dock, construction of which was completed in 1976. 

In 1976 South African Railways and Harbours (now South 
African Transport Services) commissioned the Coastal 
Engineering and Hydraulics Division of the National 
Research Institute for Oceanology to optimise plans for 
future extensions to Table Bay harbour.  As a preliminary 
study, the advantages and disadvantages of all existing 
methods of simulating resonance were reviewed.  For this 
investigation it was decided to adapt an existing "finite- 
difference" numerical model developed by Leendertse (1967). 

Prototype long-wave data were gathered in Table Bay and at 
a later stage at the cooling water intake basin of the 
Koeberg Nuclear Power Station.  These data were used to 
calibrate the numerical model and an attempt was made to 
find a correlation between long waves and short wind waves 
in order to determine the frequency of occurrence of long 
waves. 

A method was also developed to incorporate a range of 
frequencies in one model-run instead of single wave input 
conditions.  This resulted in a considerable reduction of 
expense and time. 

Hydrodynamics Division of the National Research 
Institute for Oceanology, CSIR, Stellenbosch, Republic 
of South Africa 
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This resonance study method was used extensively in the 
Table Bay study and it has also been applied to investiga- 
tions of alterations and proposed extensions on resonance 
in other South African harbours (ref. Section 5). 

2.   PROTOTYPE LONG-WAVE DATA ACQUISITION 

2.1 Instruments 

Pressure transducers housed in Teflon cannisters were 
used.  The cannisters were attached to galvanized stands on 
the sea bottom or fixed to permanent harbour structures 
such as quay walls.  Waterproof cables connected the trans- 
ducers to the recorders which were installed in lockable 
containers accessible under all weather conditions.  These 
instruments satisfied the following requirements: 

(a) Record fluctuations of periods 30 s to 300 s at a 
sampling rate of 1,0 s. 

(b) Automatic switch-on every 12 hours for a 50 min 
record. 

(c) The recorders could be switched to a continuous mode 
during resonane conditions. 

(d) The recorders were synchronised for the determination 
of the response beween different locations. 

2.2 Sampling 

It was necessary to obtain an entrance recording so as to 
be able to determine the response of the locations inside 
the harbour to that at the entrance.  It was necessary that 
this recorder should be as far outside the harbour as prac- 
ticable in order that a "clean" input record could be 
obtained without the influence of the harbour response and 
the reflections. 

At both Table Bay and Koeberg harbour recorders were 
installed at the heads of the main breakwaters.  In Table 
Bay six recorders were used inside the harbour and in 
Koeberg three recorders were used. 

Records were obtained in Table Bay for a period of six 
months during 1978.  Recording in Koeberg started in 
April 1981 and will continue until April 1983. 

2.3 Analysis 

Data analyses were done with the aid of Butterworth digital 
filters, computation of spectral densities by the auto- 
covariance method and the determination of responses with 
direct spectra-to-spectra relations and the cross-spectral 
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analysis method.  Details of the analytical methods are 
described by Botes (1980). 

A flow diagram of the data analysis exercise is schematized 
in Figure 2. 

Figure 1   Flow diagram of the data analysis 

2.2.1  Preliminary analysis 

Raw data are expressed in frequencies and in blocks of 
10 minutes each.  These data are reduced to water-levels 
and five blocks joined together form 50 min data blocks. 
All data are filtered to obtain desired frequency bands and 
a preliminary spectral analysis is carried out for the 
qualification of the data and to obtain significant heights 
and peak periods. 
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2.2.2  Correlation with short waves 

Until now long-wave data have been sampled for specific 
purposes such as for the calibration of a model.  Occur- 
rence figures for long waves in South Africa are virtually 
non-existent.  This and a better knowledge of the origin 
and generation of long waves are becoming an urgent need. 

A waverider is i 
Koeberg. An att 
any correlation 
waves. The wave 
dividing the mea 
for the short (1 
These waves were 
rider and pressu 
the short and lo 
illustrated in F 

n operation = 3 km from the entrance of 
empt was made to determine whether there is 
between increased short waves and long 
heights during a month were normalised by 

sured heights with the mean of the month 
to 30 s) and long waves (50 to 110 s). 
measured independently by means of a wave- 

re transducer.  The relationship between 
ng waves for April and September 1982 is 
igures 2 and 3. 
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Figure 2   Normalised long and short period wave heights 
(April 1981) 
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Figure 3   Normalised long and short period wave heights 
(September 1981) 
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Figure   5       Correlation   between   long-  and   short-period   wave 
heights 

The  height  of  short-period and  long-period waves  for   1981 
were  plotted  and   the   following  correlation  was  determined: 

HS     =   0,43   +   5,44   HL     (Figure   4) 
(R2  =   0,77) 

The 95% confidence limits are: 

HS = 0,51 + 5,73 HL 
HS = 0,36 + 5,15 HL 

where HS = short period wave height (m) (1 to 30 s) 
HL = long period wave height (m) (50 to 110 s). 

An exponential fit is even more realistic as the long wave 
heights will not increase indefinitely (Figure 5). 

HS = 0,75 e?'03 HL 
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An attempt will now be made to find a correlation between 
the steepness of the short- and long-period waves. 

The waverider data can then be used to determine a height 
and period occurrence of the long-period waves for several 
years. 

2.2.3  Spectral density exceedance curves 

In order to be able to obtain an idea of the magnitude of 
the wave spectra at Koeberg over a period, spectral density 
exceedance graphs were determined for all recording 
positions.  From these figures it is also clear that each 
position in the harbour has its own characteristic spectrum 
as shown in Figures 6 and 7.  Figure 8 indicates that the 
form of the spectra stay the same during calmer conditions. 

0.0033     0.0067     0000       00133      00167       0.0200     O0233      0.0Z67      0.0300      O0333 

FREQUENCY    (HZ) 

Figure 6   Spectral density exceedances for September 1981 
at the entrance of the harbour 

2.2.4  Response 

The response between two stations is determined by means of 
a direct spectrum-to-spectrum relation or by means of a 
cross-spectral analysis technique.  Examples of responses 
between different locations for Koeberg are illustrated in 
Figures 9 and 10. 
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Figure 7 Spectral density exceedances for September 1981 
inside the harbour 
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Figure 8   Spectral density exceedances for October 1981 
inside the harbour 
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FREQUENCY    (HZ) 

Figure 9   Response between positions 2 and 3 
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Figure 10   Response between positions 1 and 2 

3. NUMERICAL MODEL 

3.1  Description 

The computations are based on the approximation of the 
hydrodynamlc equations (conservation of mass and momentum 
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equations in terms of the water elevation and the depth 
average velocity) by using finite-difference techniques. 
The finite-difference model, originally developed by 
Leendertse (1967) was adapted to accommodate any harbour 
layout (Russell and Huizinga, 1978).  The modifications 
include radiative open boundaries which can be applied to 
any of the model boundaries and permit the passage of 
reflected waves. 

The model area is represented by a two-dimensional grid 
system; at each grid point the depth and bottom roughness 
are described and the water velocities and water levels are 
calculated. 

3 . 2  Input Conditions and Calibration 

An input open boundary is installed as the boundary of the 
model orientated to the dominant wave direction.  Origi- 
nally only single-period sine waves were used as input 
conditions.  During the analysis of data sampled at Table 
Bay harbour it was found that the average spectrum at the 
entrance of the harbour was almost flat which could be 
simulated by the bandpass-filterng of a white noise spec- 
trum as illustrated in Figure 11. 

    FILTERED  NOISE 
__    PROTOTYPE 

\ > 

0,0        0,005 0,01 0,015 0,02 
FREQUENCY (HZ) 

Figure 11   Simulated input spectrum for Table Bay Harbour 

With the random noise as input condition, model spectra and 
model responses between the entrance position and other 
locations were obtained which were similar to those for the 
prototype (Figures 12 and 13). 
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Figure 12  Model and proto- 
type spectral 
density estimates 
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Figure 13  Model and proto- 
type amplifica- 
tions 

This method of using a spectrum as input condition was a 
considerable improvement on previous studies as one model 
run accommodates a range of frequencies, instead of nume- 
rous expensive and time-consuming tests with single-period 
sine waves. 

After a model run with a spectrum as input condition the 
frequencies which caused peak amplifications were selected 
and these were then used as input conditions in order to 
obtain amplification over the entire model area. 

4. APPLICATIONS 

4•1  Table Bay Harbour 

The study was undertaken in 1976 on 
Railway and Harbours (South African 
optimise plans for future extension 
results of a preliminary investigat 
elsewhere (CSIR, 1978). Prototype 
during 1978 (CSIR, 1979), after whi 
followed (CSIR, 1980a) and the inve 
the influence of future extensions 
example of the amplifications of on 
frequencies (93 s) is illustrated 

4.2  Mossel Bay Harbour 

behalf of South African 
Transport Services) to 

s to the harbour.  The 
ion have been given 
data were recorded 
ch the model calibration 
stigations were made of 
(CSIR, 1980b).  An 
e of the peak 
n Figure 14. 

A preliminary study was carried out on behalf of the 
Fisheries Development Corporation of South Africa to 
determine whether proposed alterations in the harbour would 
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affect the long-wave response of the layout (CSIR, 1980c). 
The harbour layout and contours with the model grid super- 
imposed on it is illustrated in Figure 15. 

Figure 14   Maximum amplification for a wave period of 93 
(Table Bay Harbour) 

KPTN  COMTOueS   M   HCT»£S  10 KM   SE» LEVEL | H< 
^ 

Figure 15  Mossel Bay Harbour layout with model grid 
superimposed on it 
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The amplifications of the original layout and a proposed 
layout for two positions are shown in Figure 16. 
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Figure 16   Amplifications for different layouts 

4.3  Granger Bay Harbour 

A proposed small-craft harbour at Granger Bay (situated 
next to Table Bay harbour) was tested to determine whether 
range action will be within the required design criteria 
for this type of harbour (CSIR, 1981). 

Prototype conditions will be similar to Table Bay harbour. 
The harbour layout with the computational grid superimposed 
on it is illustrated in Figure 17. 
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Figure 17   Granger Bay Harbour layout with the model grid 
superimposed on it 

The maximum amplifications of a 60,0 s sine wave are shown 
in Figure 18. 
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Figure 18   Maximum amplification for a period of 60,0 s 
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4.4  Koeberg 

Prototype long-wave data were sampled at the cooling water 
intake basin of the Koeberg Nuclear Power Station as part 
of a post-construction monitoring program in order to 
determine the occurrence of long waves and the magnitude of 
the amplifications in the basin.  The initial analyses of 
these data are described in Section 2.  The data will also 
be used for the further verification and refinement of the 
model techniques and the investigation of the origin and 
generation of the long waves on the South African west and 
south coasts. 
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NUMERICAL MODEL STUDY OF TEMPERATURE DISTRIBUTIONS IN A HARBOUR 

by 

ROGER A 

ABSTRACT 

The paper gives details of a study to predict numerically the 
background temperature rise in Poole Harbour and Holes Bay, in Dorset, 
England, caused by the siting of either a 700MW or a 350MW power 
station.  The numerical model is based on the numerical integration of 
the flow equations which simulate the water movements of tides and upon 
numerical integration of the advective-diffusion equation representing 
the movement of heat. 

The results of the study predominantly suggest that the 
temperature field is proportional to the station capacity, with the 
maximum and mean temperatures across the basin for the 700MW station 
capacity being almost exactly double the corresponding values predicted 
for the 350MW station capacity.  Observations from the velocity fields 
and tidal prism ratios both tend to suggest that Poole Harbour and 
Holes Bay have poor flushing characteristics, which confirm the relative- 
ly high temperature predictions in that only a relatively small volum- 
etric percentage of the heated water is flushed out of the basin during 
each flood tide. 

INTRODUCTION 

A two-dimensional numerical model has been developed to predict 
the depth average velocity fields and temperature distributions in 
narrow entranced harbours, within which a warm water outfall may be 
located.  In a study for the Central Electricity Generating Board the 
model has been applied to Poole Harbour and Holes Bay, in Southern 
England, where the main objectives have been to determine the tide 
induced velocity fields and to make an assessment of the background 
temperature rise in the harbour as a result of a heated discharge from 
a power station having two possible capacities, i.e. either 700MW or 
350MW.  Water extracted from the entrance to Holes Bay, which is 
connected to the northern part of Poole Harbour and diametrically 
opposite the harbour entrance, flows through the condensers of the 
power station to be heated through 10K before being discharged back into 

1  Lecturer in Civil Engineering, University of Birmingham, Birmingham, 
England 
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the middle of Poole Harbour through a diffuser located approximately 
500m south of the northern shoreline of the Harbour, see Fig.1. 

The numerical model is based on the depth integration of the 
governing hydrodynamic equations which define the tidal water movements 
within the basin, and upon integration of the advective-diffusion 
equation representing the movement of heat.  The geometry of Poole 
Harbour is of particular interest to the numerical modeller since the 
narrow entrance illustrated in Fig.1, gives rise to relatively large 
advective accelerations.  Also, the plan wetted surface area of the 
harbour changes considerably throughout the tidal cycle, with the 
surface area at low tide being appreciably smaller than the correspond- 
ing surface area at high tide. 

Other difficulties encountered in the numerical model study 
were the treatment of the open boundary conditions, particularly for 
temperatures at the seaward boundary on the flood tide, and also the 
simulation of the temperature discontinuity at the point source outfall. 

GOVERNING EQUATIONS 

The governing equations used in the numerical model to determine 
the water elevations, the depth averaged velocity components and the 
horizontal temperature variations in Poole Harbour were the two momentum 
equations, describing the fluid motion in the horizontal plane, and the 
equations of mass and heat balance.  For a constant density turbulent 
fluid flow on a rotating earth, the depth integrated momentum equation 
for flow in the x-direction can be expressed as, (see Falconer (1976) and 
Goldstein (1938):- 

3<U 3Uq    9Vq 
 x +  * 
9x     dy 

w 3n + 
8qx^^" f q  + gH —1 +   5—? 

y    9x    H2c2 

3zq    9zq 

5x" 3yz 
0 (1) 

and similarly for momentum conservation in the y-direction: 
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where q and q  = discharges per unit width in the x and y directions, 
with U and V be*ing the corresponding depth averaged velocity compon- 
ents, 3 = a correction factor for the non-uniformity of the velocity 
distribution,  H = total depth of flow, n = water surface elevation 
above chart datum, f = Coriolis parameter = 2iosin<(> where a> is the 
angular velocity of the earth's rotation and $ the geographical 
latitude (assumed to be 50.012°), g = gravitational acceleration, C = 
Chezy's roughness coefficient = H^/n where n is Manning's roughness 
coefficient (assumed to be 0.035) and e = depth mean eddy viscosity 
which, for an assumed logarithmic velocity profile in the vertical 
plane, becomes 0.07^g(qz+q2) /C. 

The depth integrated conservation equations for mass and heat 
transport can be expressed in a similar manner, giving for mass:- 

3n 
3t 

3q nx 
3x 

3q 
y 
3y 

(3) 

and for heat, see Fischer (1978): 
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where T = depth averaged temperature, E = surface heat exchange coeffi- 
cient (assumed to be 30W/m2/K), T  = equilibrium temperature (assumed 
to be zero), PCp = specific thermal capacity of fluid (assumed to be 
4.2MJ/m3/k for water), T 

IN temperature at power station inlet, AT 
temperature rise across the condensers (assumed to be 10K), QQUT = 
discharge from the power station outlet (corresponding to 23.4m /s for 

a 700MW power station and 11.7m3/s for a 350MW power station), AQUT = 
plan cross-sectional area of outfall from power station and D   D 
D  and D  = depth averaged dispersion coefficients in the x, y*   y* 
dlrectionsyrespectively, which have been shown by Preston (1981a) to be 
of the form:- 
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(D£ + Dt) Vv1^ D    =  D    = - £-2  
xy     yx          

/q2 + q2 C 
x   y 

where D and D^ are constants referring to the longitudinal dispersion 
and lateral diffusion components of the depth averaged dispersion 
coefficients and have assumed values of  5.93,  after Elder (1959), and 
0.15, after Fischer (1973), respectively for a logarithmic velocity 
profile.  The numbered terms of the heat balance equation (4) refer to 
temperature variations within the domain as a result of : local effects 
(1), advective effects (2), net surface heat transfer (3), heat source 
such as an outfall (4) and turbulent diffusion and dispersion (5). 

FINITE DIFFERENCE REPRESENTATION 

The finite difference equations corresponding to the govern- 
ing differential equations were expressed in an alternating direction 
implicit form with all terms being fully centred in both space and time, 
except for the pressure gradients in the momentum equations and the 
cross-product diffusion terms in the heat balance equation, see Falconer 
(1980 and 1981).  The first order scheme, with accuracy 0(At, Ax2), 
involved the discrete values of the variables being represented on a 
space staggered grid scheme in which water elevations and temperatures 
were described at different grid point locations to the discharges per 
unit width in the x and y directions. 

The only terms requiring special mention are the advective 
accelerations expressing the lateral transport of momentum in the x and 
y directions of the momentum equation, e.g. the Vqx product term in 
Eq.(1).  These terms were represented in the finite difference scheme 
as for the Marker and Cell Technique so that their spatial locations 
were dependent upon the direction of the velocity components perpen- 
dicular to the axis direction being considered, see Williams and 
Holmes (1974). 

The boundary conditions used for the hydrodynamic model of 
Poole Harbour included zero discharges per unit width perpendicular to 
the closed boundaries, with known uni-directional inflows being 
specified for the rivers and the power station throughflow.  At the 
seaward boundary, just outside the harbour entrance, water elevation 
variations were assumed to vary in the same manner as for the mean 
spring and neap tidal curves given on the Admiralty Chart No.2611. 
The local discharge of heated water from the power station outlet was 
accounted for in the model by increasing the local water elevation in 
the mass conservation equation by an appropriate amount at the discrete 
point coinciding with the outfall. 

For the heat balance equation the temperatures at the open 
boundaries also needed to be described as a function of time, together 
with the river inflow temperatures which were assumed to be zero at 
all times.  At the outer seaward boundary, temperatures for the ebb 
tide were extrapolated linearly from values computed within the 
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computational field, as given by Leendertse and Gritton (1971).  In 
this approximation only transport of heat by advection to the boundary 
was simulated, with dispersive heat transport assumed to be negligible. 
This method of determining the boundary temperature was also used to 
evaluate the temperature at the power station inlet, where flow was 
always in the outward direction across the boundary as for the ebb tide. 

For the flood tide temperature variations at the open 
boundary PRESTON (1981b), in a study of the temperature variations at 
the mouth of Poole Harbour, suggested three possible methods for 
determining the governing temperatures.  Of the possible representa- 
tions given, the tidally averaged model was adopted due to its 
mathematical simplicity and relatively straightforward computational 
requirements.  Based on a number of physical assumptions and assumed 
values for certain relevant data, Preston suggested that the boundary 
temperature could be expressed as:- 

T(t)  =  6 T   (5) 

where T(t) =_tidal and spatially averaged input boundary temperature 
at time t,  0 = a tidally averaged integral function which, based on 
Preston's assumed data, had a value of 0.863, and T = mean outflow 
temperature across the boundary, defined as:- 

t2 

ti 

y 
q (t)T(t)dx + I   q (t)T(t)dy 

T x r y 
j   qx(t)dx + j  qy(t)dy 

where, for any tidal cycle, tx  and t2 = the initial and final times of 
ebb flow across the boundary and x and y = the open boundary lengths 
in the x_and y directions respectively.  Once the mean outflow temp- 
erature T had been determined for the ebb tide, the corresponding value 
was used in Eq.(5) to give the mean boundary temperature during the 
subsequent flood tide. 

The local discharge of heat from the power station outfall 
gave rise to a local temperature discontinuity, in that the fluid 
flowing through the warm water outfall grid squares underwent an abrupt 
temperature rise.  This discontinuity gave rise to a series of spurious 
wave-type temperature oscillations across the harbour, occurring as a 
consequence of the inability of the finite difference technique to 
represent rapidly varying variables in space, see Leendertse and 
Gritton (1971). 

In order to overcome the problem of spurious temperature 
predictions, a number of different numerical schemes were studied for 
the heat balance equation.  The first method considered was Lax's 
method, see Lax (1954), in which the temperature at the lower time- 
step for the time derivative in the heat balance equation was 
expressed as the average of the temperatures at the four surrounding 
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grid points.  However, although this scheme eliminated the spurious 
solutions, the method introduced an effective artificial diffusion 
coefficient into the heat equation which, for this study, was found to 
be intolerably large, see Falconer (1981). 

The second scheme considered involved using upstream 
differencing for the advective terms, with the addition of an anti- 
diffusion term to improve on the initial poor accuracy of the scheme, 
as used by Miles (1980).  However, this method was found to be 
unsatisfactory for this particular study since the anti-diffusion term 
either had to be removed fully or reduced near to the outfall, thereby 
appearing to introduce small amplitude temperature waves. 

The final scheme studied, and subsequently adopted, involved 
treating the temperature discontinuity as a shock front, and thereby 
introducing just sufficient artificial diffusion to counteract the 
disturbances caused by the temperature discontinuity at the outfall. 
The artificial diffusion term was chosen so that the required additional 
diffusive effect was obtained when adjacent temperature valves were 
widely different in the numerical model, but negligible when they were 
nearly equal, see Leendertse and Gritton (1971).  Thus, added to the 
true diffusion terms in the heat balance Eq.(4) were two further 
diffusive terms of the form:- 

D £ hi+ iha (6) 

where the required diffusion coefficients are of the form:- 
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where j and k. = grid point locations in the and directions 
respectively, and T, = initial mean temperature, or base temperature, 
within the domain.  Although the use of such an artificial diffusive 
term is by no means ideal in treating the temperature discontinuity 
arising at an outfall, the apparent advantage of this method is that the 
artificial diffusion falls off rapidly away from the outfall - where 
advection is often the dominant mode of heat transport. 

In Poole Harbour large areas of shallow water exist such 
that marshes alternately dry and flood with each tidal cycle, and with 
much of the land-water boundary therefore being time dependent.  In 
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simulating this moving boundary in the numerical model the procedure 
adopted was similar to that used by Leendertse and Gritton (1971), 
whereby the location of the land-water boundary was assumed to be a 
function of the current value of the depth.  There were, however, two 
basic differences between Leendertse and Gritton's procedure and that 
used in this study.  Firstly, the first and second checks in Leendertse 
and Gritton's method on whether or not a grid point should be dry were 
combined and carried out between the calculation for the new water 
elevation field and the temperature field.  Also, only the two cross- 
sections in the implicit direction were considered rather than all four 
cross-sections for each grid square.  Secondly, in the third check on a 
grid cell drying, the average water elevation was used in calculating 
each cross-section rather than just the water elevation at the grid point 
being considered.  These changes allowed a reduction in the computational 
cost and appeared to reduce the influence of the instabilities generated 
in that the same cross-sections were used in these checks as in the 
finite difference equations themselves. 

NUMERICAL MODEL APPLICATION AND RESULTS 

The region of Poole Harbour and Holes Bay illustrated in Fig.1 
was simulated in the numerical model using a finite difference mesh of 
65 x 58 grid points, with an equal grid spacing of 150m.  At the centre 
of each grid square a representative depth between chart Datum and the 
bed was determined by equating the corresponding cross-sections in the 
numerical model to those defined by the actual bed topography.  The 
tidal data required at the open seaward boundary was obtained from the 
Admiralty Chart No.2611 and data provided by the Poole Harbour 
Commissioners. 

The cold water inlet to the power station was approximated by a 
horizontal sink, which was represented by an open boundary grid square 
of length 150m.  For the proposed outfall, which was coincident with 
the centre of four grid squares, it was assumed that the heated fluid 
was discharged vertically upwards and that complete mixing occurred 
equally among the four adjacent grid squares.  The advantage of using 
four rather than one grid square for the outfall, was that in discharg- 
ing the heated water over a larger plan cross-sectional area a more 
realistic localised temperature field was predicted in the vicinity of 
the source itself.  However, since heat rather than temperature was 
being conserved in the model, it was not surprising to find that when 
comparisons were made between using one and four grid cells to represent 
the outfall, little difference occurred in the predicted temperatures 
across the domain - except in the region very close to the outfall. 

The model was always started at high tide, with the assumption 
that the initial velocities and temperatures were zero everywhere and 
that the outfall temperature rise above the intake temperature was 10K. 
Each simulation was run for a maximum of fourteen repetitive tidal 
cycles, a restriction placed on the model by the relatively small grid 
spacing and the stability requirement given by Falconer (1976 and 1980), 
i.e. that the time step At < AxU - where U is the maximum depth averaged 
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velocity in the field and Ax the grid spacing (=150m).  The resulting 
predicted water elevations, velocity components and temperatures were 
evaluated at each grid point, with the results being printed out in both 
numerical and graphical form at various phases of the tidal cycle. 

In general, it is always preferable to be able to check the 
predicted results obtained from a numerical model with field measure- 
ments or otherwise before proceeding with any analysis of the numerical 
results; the same being true for a laboratory model investigation.  For 
this particular study it was not possible to make any worthwhile 
comparisons between any measured and predicted velocities or temper- 
atures, since no appropriate field data was available at the time. 
However, since the model has been applied to a number of rectangular 
harbours with different aspect (or length to breadth) ratios and has 
been shown to give good agreement with scaled physical model results, 
see Falconer (1980), then it was assumed that the results obtained for 
this study ought not to differ markedly from any similar laboratory 
model investigations. 

The velocity and temperature fields were reproduced graphically 
for four main simulations.  These simulations included predictions for 
both a 700MW and a 350MW power station and for fourteen consecutive 
spring and neap tidal cycles respectively.  The results are documented 
and compared in some detail in Falconer (1981), with some typical 
velocity and temperature field predictions being given in Figs. 2-5 for 
the spring tide simulations with a 350MW power station.  Comparison of 
Figs. 2 and 3 gives an indication of the variation in the plan cross- 
sectional wetted area during the tidal cycle, and with the advective 
effect of the tide on the thermal plume being clearly illustrated in 
Figs. 4 and 5.  Similarly, low neap tide results are given in Figs. 6 and 7, 

In comparing the temperature predictions obtained for the 
various simulations, see Falconer (1981), it appears that the mean 
temperature and the standard deviation across the harbour were almost 
exactly double for the 700MW station capacity as for the 350MW 
capacity.  For the 700MW power station the mean temperature rise across 
the harbour for the spring tides was 0.8K and with a standard deviation 
of 1.2K, whereas the corresponding values for the 350MW capacity were 
0.4K and 0.6K respectively.  Similarly, the corresponding neap tide 
predictions for the mean and standard deviations were 1.1K and 2.1K 
respectively for the 700MW station, and 0.6K and 1.1K for the 350MW 
station.  The build-up of the mean temperature in the harbour during the 
fourteen tides for both the spring and neap tidal cycles is shown in 
Fig.8 for the 350MW power station.  More recent numerical model studies 
on Poole Harbour by the Author, however, indicate that the temperatures 
predicted in this study might well be on the pessimistic side for two 
reasons.  Firstly, the simulation of conditions in the harbour for 
fourteen identical neap tides means that a pessimistically low sequence 
of tidal ranges has been assumed over the period modelled, giving rise 
to a lower degree of flushing than would occur in reality.  Secondly, 
the assumption that 86% of the heat discharged out through the open 
seaward boundary returns on the next flood tide appears to be 
conservative in comparison with recent field data measurements recorded 
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Fig.3. Velocities at high water spring tide for 350 MW power station 
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Fig.5. Temperatures at high water spring tide for 350 MW power station 
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Fig.6.    Velocities at low water neap tide for 350 MW power station 
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Fig.7. Temperatures at low water neap tide for 350 MW power station 
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for other substances such as nitrates and phosphates. 

Other indications from the numerical model study were that 
Poole Harbour and Holes Bay both appear to have poor flushing character- 
istics, particularly for neap tides where results showed that the net 
tidally averaged heat outflow across the entrance was extremely small. 

CONCLUSIONS 

A numerical model has been developed which is capable of 
predicting both the velocity and temperature distributions within a 
narrow entranced harbour, with a heated discharge being located within 
the basin.  The results obtained have proved to be encouraging, with 
numerically stable predictions having been obtained for relatively 
large advective accelerations and appreciable changes in the plan-form 
wetted area during the tidal cycle. 

The numerical difficulties associated with the finite 
difference representation of the temperature discontinuity arising at 
the outfall have been overcome by a weighted artificial diffusive  term, 
where the weighting factor is proportional to the square of the 
temperature difference between adjacent grid cells. 

The results of the study show that for the 350MW power 
station the mean temperature rise across the harbour is 0.4K for spring 
tides and 0.6K for neap tides, with the standard deviations for the 
tempertaure fields being 0.6K and 1.1K respectively.  The corresponding 
predictions made for the 700MW power station were, in almost all cases, 
exactly double the temperatures predicted for the 350MW station. 
However, for the reasons given in the previous section these predictions 
are thought to be on the conservative side. 
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Ann_ = plan cross-sectional area of outfall from power station 
c = Chezy coefficient 
c = specific heat of fluid 

xx* xy' yx' yy = Combined depth averaged dispersion and diffusion 
coefficients in the two-dimensional plane 

D„ = longitudinal dispersion coefficient 

D = lateral turbulent diffusion coefficient 

E = surface heat exchange coefficient 

f = Coriolis parameter 

g = acceleration due to gravity 

H = total depth of fluid 

j,k = finite difference co-ordinates in x, y directions respect- 
ively 

q ,q = discharges per unit width in x,y directions respectively 

Qn - discharge from power station outlet 

t = t ime 

ti>t2 = initial and final times of ebb flow across boundary 

T = depth averaged temperature at a grid point 

T, = base temperature, or temperature at start of simulation 
b 

T_ = equilibrium temperature for heat surface exchange 

T = mean outflow temperature across the boundary 

TT„ = temperature at power station inlet 

U,V = depth averaged velocities in x,y directions respectively 

x,y = longitudinal and lateral co-ordinates in the horizontal plane 

X,Y = open seaward boundary length in the x,y directions 

6 = correction factor for non-uniformity of vertical velocity 
profile 

At = time step 

AT = temperature rise across condensers 

Ax = grid spacing 

e = depth mean eddy viscosity 

n = water surface elevation 

6 = tidally averaged integral function after Preston (1981b) 

p = density of fluid 



WAVE ENERGY VARIATION NEAR CAPE TOWN, SOUTH AFRICA 

F.A. Shillington, Physical Oceanography, 
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ABSTRACT 

A three month time series of wave height measurements taken every six 
hours for twenty minutes duration at two sites (one in 24 m deep water 
and the other in 15 m deep water) off the South African coast have been 
used to examine wave energy dissipation.  The rocky nature of the 
bottom has ruled out the possibility of dissipation due to sediment 
motion and percolation and only dissipation due to bottom friction has 
been considered.  The theoretical work of Hasselmann and Collins 1968 
has provided the basic technique.  Average friction factors obtained 
have been in the range 0.17 to 0.50 but have very large scatter. 
Such large friction factors were not considered possible until 
recently (Grant and Madsen 1982) when it has been shown that if the 
hydraulic roughness is of the same order as the bottom orbital 
excursion, the friction factor tends to a value of 0.23.  An attempt 
will be made in future work to reduce the scatter of the results by 
careful selection from a longer subsection of the original time series. 

INTRODUCTION 

In 1980 a collaborative field measuring and analysis programme was set 
up with participants from the departments of Oceanography at the 
University of Cape Town, and Ocean Engineering at the University of 
Stellenbosch, and help from the National Research Institute for 
Oceanology (NRIO) Stellenbosch and Fisheries Development Corporation 
(FISC0R) Cape Town, to measure wave parameters on a line perpendicular 
to the shore.  The main objectives were: 

(a) to examine processes involving wave energy dissipation 
in shoaling water 

(b) to obtain a long term series of wave heights and wave 
energy spectra to establish suitable statistics for 
wave energy extraction design studies.  (Retief et 
al 1982). 

SITE 

The site chosen for the study resulted partly from historical program- 
mes of NRIO.  A 200 m deep wave recording station near Cape Town was 
initiated and maintained by NRIO for a number of years as a prime 
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research station for S.A. waters (van Ieperen 1976).  It was decided 
that this station should serve as the outer or deep station for this 
study.  New stations in 24 m deep water and 15 m deep water were 
deployed by this project.  Only records from the 24 m and 15 m deep 
stations are discussed in this preliminary report. 

The bottom topography of the site region is displayed in figure 1. 
The location of the three Datawell waverider buoys is indicated.  The 
topography is reasonably regular and both SCUBA diver inspection and a 
later side scan sonar survey indicated that the bottom is composed of 
large, smooth sandstone slabs.  These rocky slabs are covered with 
biological growth and the kelp Laminaria palHdae  which ranges from 
1 - 2 m tall.  There are relatively small patches of sand in some of 
the gullies. 

In order to estimate the incoming wave direction, a bottom mounted 
DOSO direction guage (see Retief and Vonk 1974) was deployed at the 
24 m deep site.  This instrument was later removed when it became 
obvious that the tripod on which it was mounted shifted its orientation 
under storm conditions.  An idea of the boundary roughness can be 
obtained from an echo sounding profile shown in figure 2. 

INSTRUMENTATION AND DATA ANALYSIS 

Wave heights were measured with standard DATAWELL waverider buoys; the 
analogue signal being transmitted ashore to a nearby lighthouse at 
Kommetjie.  Here the signal was received and stored simultaneously on 
an analogue strip chart and on cassette magnetic tape as a 17.1 minute 
(2048 datapoints) time series of digitised wave heights sampled once 
every 0.5 s.  The height resolution of the digitally recorded wave 
heights is 4 cm.  Records were taken every  6 hours at all stations. 
The digital data on the cassettes were then transferred to 9 track CCT 
at FISCOR and then put onto disc storage on the UNIVAC 1100/80 computer 
at UCT.  Spectra were then calculated by using standard FFT algorithms 
together with a wave data qualification suite of programmes (Visser et 
al 1980) described elsewhere in these proceedings (Rossouw et at 1982). 
The spectra have a frequency resolution of 0.01 Hz, a Nyquist or fold- 
ing frequency of 1 Herz, and 20 degrees of freedom leading to 80% 
confidence bands of 0.7 times the spectral estimate x and 1.6 times x 
where x is the expected spectral energy density value.  The wave 
directions measured with the DOSO in the early stages of the field 
have not been used in this study. 

WAVE DISSIPATION MECHANISMS 

Shemdin et al 1980 have conveniently summarized the possible wave 
dissipation mechanisms into two groups: 

(a) linear processes 
Percolation; wave induced bottom sediment motion; 
bottom scattering. 
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Figure 1. Site location of Datawell waverider buoys and bottom 
topography. 

Figure 2. Typical bottom pi ope between shallow wave recorders 'rom 
echo sounding profile. 
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(b) non linear processes 
Bottom friction; weak non linear wave interactions 
in finite depth water. 

In this experiment, due to the rocky bottom, it is assumed that the 
dominant dissipation mechanism would be bottom friction.  Techniques 
for estimating the bottom friction coefficient have been derived by 
Hasselmann and Collins 1968 and Collins 1972, and have been subsequently 
used by various workers including van Ieperen 1975 in South African 
waters. 

Hasselmann and Collins 1968 assume that the bottom shear stress is 
given by a quadratic law: 

pr fw"h'\l (D 

where f    is the friction coefficient; u.   is the bottom orbital velocity 
vector due to the waves passing overhead.      Since it is difficult to 
measure uV directly in the field, we use linear theory to estimate u^ 
from the surface wave height measurements.      (This is justified for 
most wavelengths and moderate wave heights in this depth of water - see 
for example, Swart 1978). 

"••CO -     9 k iwL (2) b a cosh  (kH) *   ' 

where n(k) = A cos^'K'.'x - at),2A is the surface wave height, a  the 
radian frequency, 1< the wavenumber (= £21 ), H is the water depth. 

We assume that there is no wind wave generation between the stations 
and that the wave field is steady, in which case we can write the 
radiative transfer equation as 

eg £| (f.x) = - »(f) (3) 

where Cg is the group velocity of component frequency f, and the sink 
function »(f), is given approximately by Collins 1972 as 

$(f) = fw 9 k2E(f) < ub > (4) 

o2 cosh2 (kH) 

with <   %>-£  Eif> "1)1 ff " V  a2cosh2(kH) J 

E(f,x) is the wave energy density spectral function and <%>  gives the 
average steady bottom velocity as a linear superposition of exponen- 
tially depth decayed orbital velocities of the different wavenumbers 
present in the spectrum. 
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Figure 3. Time series of average significant wave height in 24 m 
and 15 m depth for June and July 1982. 
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Figure 4. Energy, frequency, time diagram for 24 m (above)and 
15 m (below) stations off Kommetjie, South Africa. 
Energy contours in decibels above 1 m2sec with 
contour levels at -2.5, 0, 2.5, 5, 7.5 etc decibels. 
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RESULTS 

As a preliminary analysis, a three month subset of the data for June, 
July, August 1982 has been used.  Figures 3 and 4 show respectively 
the average significant wave height during June, July 1982 at the 
24 m and 15 m depths and the energy-frequency time contour diagram 
for July 1982, also at both depths.  The spectra were computed four 
times per day for both the 24 m and 15 m stations.  Equation (4) was 
used to compute the friction factor fw at each of the twenty 
frequencies 

f(i) = (0.006 + 5i 
TC24" ) Hz for i =0, 1, 19. 

The friction factors for the entire data set (322 values at each 
frequency) were averaged in time and are shown in brackets in Table 1. 
The main data shown in Table 1 were selected using a criterion that Hs 
at the 24 metre deep station should be greater than He at 15 metres 
depth.  As can be seen from the scatter diagram in figure 5, some- 
times the shallower station experiences larger waves than the deeper 
one.  This is considered to be due to convergent refraction of energy 
under southerly wave directions. 

Figure 5. 

0 1  2 3 4  5 6 
Hs (m) 15m depth 

Plot of significant wave height in 24 m versus wave 
height in 15 m deep water. 

at selected frequencies.  There is some tendency for the friction 
factor to increase in magnitude with increasing frequency, but the 
large scatter in the results makes it difficult to place confidence 
in such a conclusion. 

DISCUSSION 

Traditionally it is assumed that friction factors of order 10"2 are 
typical on sandy bottoms under waves.  However, more recent work has 
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TABLE 1 

f (Hz) L a n %  of total records 

0,006 * 0,53 ( .65) 1,8 (0,9 81 (302) 95,3 (93,8) 

0,016 * 0,32 (0,43) 1.3 (0,7 85 (316) 100 (98,1) 

0,025 * 0,24 (0,30) 1,2 (0,6 85 (319) 100 (99,1) 

0,035 * 0,83 (0,11) 0,9 0,5 85 (312) 100 (99,7) 

0,045 0,17 (0,27) 1,3 0,7 85 (317) 100 (98,4) 

0,055 0,27 (0,47) 1,8 0,9 83 (299) 97,6 (92,8) 

0,064 0,28 (0,50) 2,0 1,0 80 (298) 94,1 (92,5) 

0,074 0,24 (0,70) 1.9 0,9 85 (296) 100 (91,9) 

0,084 0,31 (0,63) 1,8 0,9 84 (304) 98,8 (94,4) 

0,094 0,32 (0,67) 1,8 0,9 84 (298) 98,8 (92,5) 

0,104 0,45 0,64) 1,8 0,9 82 (300) 96,5 (93,2) 

0,113 0,27 0,49) 1,8 0,9 84 (304) 98,8 (94,4) 

0,123 0,28 0,43) 1,7 0,9 84 (306) 98,8 (95,0) 

0,133 0,21 0,38) 1,7 0,4 84 (308) 98,8 (95,6) 

0,143 0,33 0,40) 1,9 1,0 82 (300) 96,5 (93,2) 

0,152 0,33 0,54) 2,0 1,0) 81 (297) 95,3 (92,2) 

0,162 0,35 0,49) 2,3 1,2) 81 (293) 95,3 (91,0) 

0,172 0,37 0,44) 2,8 1,4) 77 (284) 90,6 (88,2) 

0,182 0,17 0,18) 3,4 1,7) 78 (259) 91,8 (80,4) 

0,191 0,50 0,50) 4,1 2,1) 65 (241) 76,5 (74,8) 

Waverider response at these frequencies does not allow a 
meaningful estimate to be made. 
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Figure    6.     Percentage occurrence of friction factor fw for 
frequencies  from top:   (a)  0.015 Hz,   (b) 0.094 Hz, 
(c) 0.143 Hz and combined for all  frequencies, bottom. 
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Figure 7. Friction factor fw for wave tank observations at 
different hydraulic roughness lengths k[, as a function 
of kb where Ah is the bottom orbital excursion amolitude. 

(After Svart, unpublished, see also Grant and fiadsen 1982). 
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shown that larger values of the friction factor are being obtained 
under various conditions.  It appears from figure 7 (after Swart, 
pers comm.) that a limiting value for the friction factor is 0.3. 
This is also confirmed in recent work of Grant and Madsen 1982.  In 
these instances the high friction factors result when the hydraulic 
roughness is of the same order as the bottom orbital excursion 
amplitude.  Thus, in this experiment, it is assumed that the large 
values of the friction factor are due to a large hydraulic roughness. 
Grant and Madsen show that for values of Jik > 1 (where kt is the 
hydraulic roughness length, Aj, the bottomAb orbital excursion 
amplitude)that friction factor  fw = 0.23. 

The main problem with the results is the large scatter.  This scatter 
has been attributed to changes in wave direction as the storm pass to 
the south of the Cape, which then result in changes of energy due to 
refraction.  It is anticipated that the scatter can be reduced by 
carefully selecting portions of the data set that might be expected 
to arrive from a particular direction. 

No attempt has yet been made to model the effect of the large kelp on 
dissipating energy.  Considering a boundary layer with a scale the 
same order of magnitude as the size of the kelp, one could consider 
the kelp in the sense of a percolation model.  One would imagine 
that the kelp would be transparent to low frequency energy, but not so 
to high frequency energy. 
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INDIVIDUAL WAVE ANALYSIS OF IRREGULAR WAVE 

DEFORMATION IN THE NEARSHORE ZONE 

by 
* 

Masaru Mizuguohi 

ABSTRACT 

In a field observation, water surface fluctuations were measured at 
many points on line from the shoreline to just outside the surf zone. 
The data were analyzed by an individual wave method, where the concept 
of primary individual wave is introduced in order to investigate 
irregular wave deformation. Primary individual waves are defined by 
applying the zero-down crossing method with a suitable band width at the 
zero level to the high-pass filtered water surface fluctuation. It is 
shown that a wave thus defined behaves like a regular wave with a fixed 
period in the nearshore zone. A deterministic model based on wave 
height change of monochromatic waves on non-uniform beaches is then 
introduced. The model is found to describe the observed deformation 
process expressed by the primary individual waves. 

1.  INTRODUCTION 

Shallow water wave deformation including wave breaking in the field 
is usually treated on the basis of representative waves such as the 
significant wave. A representative wave is a regular wave with a given 
period and deep-water wave height. However, use of one of the standard 
regular waves can give considerably different results in applications as 
compared with irregular waves. For example, a regular wave has a fixed 
breaking point with locally extreme phenomena at that point. In 
contrast, irregular waves have a broader wave breaking area and local 
extrema are largely non-existant. 

The purpose of this study is to show how shallow water deformation, 
including wave breaking, can be described once a wave train is known 
outside the surf zone where the water depth is still not large. 

There are two well-known methods to describe irregular waves; 
spectral analysis and individual wave analysis. Spectral analysis 
assumes that irregular wave trains consist of numerous small amplitude 
waves with random phases. In the nearshore region, however, non- 
linearities in the existing finite amplitude waves are an essential 
feature, especially in the wave breaking process. The component waves 
in the frequency domain do not break, but real waves or individual waves 
in the time domain do break. Therefore, in treating shallow water wave 
deformation, including breaking, individual wave analysis appears more 
appropriate   than spectral  analysis. 

*    Department of Civil  Engineering,   Chuo University,   Kasuga, 
Bunkyo-ku,   Tokyo,   112 JAPAN 
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A few attempts have been made to model two (or one)-dlmensional 
irregular wave deformation near the surf zone by using individual wave 
analysis. One approach is that of Goda (1975)- He introduced the 
concept of selected wave breaking, which allows individual waves to 
break independently when they satisfy a breaking condition. Goda 
assumed that the wave height distribution changes due to the wave 
breaking in such a way that the broken wave heights are redistributed in 
proportion to the remaining distribution. This redistribution process 
is a probablistic one which can be doubted. Battjes and Janssen (1978) 
reported that the change of r.m.s. values of wave height in the surf 
zone could be well explained by their probabilistic model. They assumed 
a Rayleigh distribution with a cutoff at the maximum wave height for the 
wave height distribution in the surf zone. In the studies, mentioned 
above, the deformation process was treated from a probabilistic point of 
view,  and the wave period distribution was ignored. 

There have been reported in Japan several experimental studies on 
shallow water deformation of irregular waves (Iwagaki, Kimura and 
Kishida, 1977; Sawaragi, Iwata and Ishii, 1980; Isobe, Nishimura and 
Tsuka, 1980; Iwagaki, Mase and Tanaka, 1981). Most of these studies 
defined the individual waves automatically by applying a zero-cross 
method, and compared the behavior of the individual waves with that of a 
regular wave. Among them it is of worth pointing out that Isobe et al. 
(1980) demonstrated that an individual wave defined by the zero-down 
crossing method are not independent from the succeeding trough in the 
process of deformation. 

Recently it has become possible to obtain field data of waves at 
many points in the nearshore zone by taking photos of the water surface 
elevation at poles with several sets of synchronized 16 mm memo-motion 
cameras. In the present paper, field data thus obtained are analyzed by 
an individual wave analysis, with emphasis on the question, "what is the 
best way to define the individual wave in the nearshore zone?". It will 
be shown that the individual waves as defined here behave like indepen- 
dent regular waves. A deterministic model is then developed and com- 
pared with the observed results. The model is found to predict the wave 
deformation process fairly well. 

2.   FIELD   OBSERVATION 

The field observation was conducted on December 11, 1978 at 
Ajigaura beach, Japan, facing east to the Pacific Ocean. In the field 
observation, the water surface elevation at many closely-spaced points 
was obtained by filming a large number of poles installed in the near- 
shore zone with twelve synchronized 16 mm memo-motion cameras. Forty- 
eight poles were set on a line directed on-offshore, extending from the 
shoreline to just outside of the surf zone. The distance between poles 
was about two meters. The techniques employed in the observation are 
described by Hotta and Mizuguchi (1980) 

The observation period was 12 minutes 45.4 seconds and the sampling 
time was 0.2 s. In Fig. 1 are shown the bottom profile along the pole 
array and the mean water level. The bottom profile has a rather steep 
slope (about  1/12) near the shoreline,   and an almost constant depth area 
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Ajigaura, Dec.  14,  1978 

Fig.   1    Bottom profile,   pole positions,  and mean water level. 

in the surf zone. As will be seen later, the average breaker zone was 
around Pole 43 at the offshoreward convex area. Outside the surf zone a 
uniformly sloping beach of about 1/40 is expected. The mean water level 
was obtained by averaging the water surface fluctuations over the 
observation period. One may consider the depression in the mean water 
level around the breaking point as wave set-down. However, the 
possible error in level surveying is too large to draw definite con- 
clusions  about  the depression. 

In this observation the horizontal current velocity near the bottom 
was measured at several points with electro-magnetic current meters 
including at Pole 23, the data of which will be used here. The current 
data gives some information about the wave directional properties 
(Nagatg, 1964). The principal direction 8 and modified long-crested- 
ness 7 at Pole 23 were 2.3° and 0.112 respectively. Considering the 
error in directional alignment of the current meter placement, one can 
conclude that the waves were normally incident. The long-orestedness 7 
is related to the n-th power of a cos 6  type directional  spectra, 

n+1 (1) 

if th& power is independent of the wave frequency. The calculated value 
of 7 = 0.112 corresponds to n = 8. The large value of n indicates 
that the incident waves were almost unidirectional. 
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3.      INDIVIDUAL   WAVE   ANALYSIS   AND   PRIMARY   INDIVIDUAL   WAVE 

We now apply an individual wave analysis  to the obtained data.     In 
the analysis,   there are three points to be addressed. 

3.1     Methods  to  Define  Individual Waves 

The first point in the wave analysis is to determine a method 
suitable to describe wave transformation in the nearshore zone. The 
choices are the zero-up crossing method, the zero-down crossing method, 
the trough to trough method, and the peak to peak method. Among these, 
the trough to trough method may give the most reasonable definition of 
an individual wave, since the dominant features of waves are largely 
determined by their peak configuration. However, technically it is 
difficult to determine trough points for shallow water waves with a long 
flat trough. Furthermore, theoretical treatments of irregular wave 
trains are based on the zero-cross methods (For example, Longuet- 
Higgins,   1975).    Therefore,   here we compare the two zero-cross methods. 

Fig. 2 Schematic illustrating the difference between zero-down 
crossing method and zero-up crossing method (after Hotta and 
Mizuguehi,    1980). 

In Fig. 2 a clear difference is seen between the two zero-crossing 
methods when applied to waves with secondary waves, denoted by the solid 
line. The up method fails to define the small secondary waves by giving 
two almost equivalent waves denoted by UP 2 and UP 3, in contrast to the 
success of the down-method, which gives two waves denoted by DOWN 1 and 
DOWN 2. In this respect, the down method is superior to the up method 
in clearly reproducing one of the characteristic features of shallow 
water wave deformation, that is, development of secondary water surface 
fluctuations. In addition, the front rise of the wave peak is more 
important than its tail-down in the process of wave deformation in the 
surf zone. Therefore, the zero-down crossing method should be employed 
when treating shallow water deformation of individual waves. 

Figure 3 shows the wave height and wave period distributions given 
by the zero-down crossing method and zero-up crossing methods at three 
representative locations. The two methods were applied to high-pass 
filtered data. A reading error of E„ = 1 cm (minimum value expected) 
was used, which gives a band width at zero level, and will be discussed 
later.     At pole 5t in Fig.  3 (outside  the  surf zone),   no appreciable 
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difference is observed between the results at the two methods. The two 
methods thus give the same result when the irregular wave train consists 
of a summation of infinitesimal waves with random phases. This means 
that the two methods are equivalent as long as secondary fluctuations do 
not exist. However, at poles 35 and 15 in Fig. 3, the wave height 
distribution by the down method exhibits a double peak, contrary to the 
mono-peaked distribution given by the up method. This is expected from 
the previous discussion concerning Fig. 2, and confirms the superiority 
of the down method for use in the shallow water region. 
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It should be mentioned that statistical quantities, such as the 
significant wave height, H . , and significant wave period, T , also 
differ according to the method used when secondary fluctuations^ exist. 
Generally, the down method gives larger values than the up method for 
quantities which are calculated by taking an average only over waves of 
height greater than a certain value. The smaller the quantity E„ 
employed, the larger is the difference. Figure 4 gives an example or 
the difference between the two methods with E    = 0. 

•»T. : ZERO  UP CROSS  METHOD 
pAvo:ZERO   DOWN CROSS  METHOD 

DISTANCE   FROM   REFERENCE   POINT   (m) 

Fig. 4   Change of statistical quantities in shallow water transforn 
tion (after Hotta and Mizuguchi, 1979). 
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3.2 Long Period Fluctuations 

The second point to be discuseed concerning the problem of defining 
waves is the well-known one that low frequency fluctuations have non- 
negligible power in the nearshore zone. These fluctuations affect the 
zero level for progressive individual waves, which is of concern here. 

Fig.   5 Cross spectra between water surface fluctuation and onshore 
velocity at Pole 23. 

Figure 5 gives an example of the cross spectra, coherence squared, 
and phase function between the water surface fluctuation and onshore 
velocity at Pole 23, about 20 m offshore at a depth of about 1.0 m. The 
cross spectra were calculated by the Blackman - Tukey method with the 
two lag numbers of 250 and 500 on 3827 data points. Generally speaking, 
a smaller lag number gives a more statistically reliable result for the 
spectra. Application of a spectral window, used to decrease statistical 
deviation due to the finiteness of the data length, requires neighboring 
frequency components be in phase when they are correlated. However, as 
shown in Fig. 5, the smaller lag number gives a lower value of the 
coherence than the larger lag number, especially in the low frequency 
region. This means that the lag number of 250 or the equivalent band- 
width of 0.01 s failed to detect the rapid sharp change of the phase 
function in the lower frequency region, possibly due to the existence of 
standing waves. Therefore, in calculating the cross spectra by applying 
a small lag number for reliability, the result may be more contaminated 
because of  taking the average over a wider frequency range. 

Here, we will focus on the result with the lag number of 500. One 
notices that in the frequency region lower than 0.05 Hz, the coherence 
shows  sharp  fluctuations  between  zero   to  rather  high  frequencies,    and 
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that the phase function shows regular shifts between plus 71-/2 to -ir/2. 
These two observations indicate that the lower frequency components 
arise from standing waves. A standing wave in the on-offshore direction 
has a phase difference of + TT/2 between surface fluctuation and onshore 
velocity, in contrast to the in-phase relationship for progressive 
waves. Further discussion on long period fluctuations in the nearshore 
zone can be found in Hotta, Mizuguohi, and Isobe (1981), and in Mizu- 
guehi (1982). It is a future problem to investigate the interaction 
between the longer period standing waves and the shorter period 
progressive waves. At present, neglecting this interaction, the long 
period fluctuations should be removed in order to obtain well-defined 
individual  waves. 

-•J- 

Freq  ( »~' ) 

Fig.  6        Frequency response of applied numerical low-pass filter. 

In the present analysis, we simply applied the low-pass filter 
shown in Fig. 6 to enhance the low frequency components. The cutoff 
frequency of 0.045 Hz was determined by the results shown in Fig.   5. 
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Fig.  7        Ratios of long period fluctuation and r.m.s. values of water 
surface fluctuation. 

In Fig. 1 are shown the ratios of r.m.s. values between the long 
period  fluctuation n of  the  water  surface  fluctuation  and   the  raw 
fluctuation r) . in \his observation the long period fluctuation 
becomes significant near the shoreline. Standing waves are somewhat 
amplified near the shoreline and have a finite amplitude there, although 
progressive waves decay to disappear due to breaking.     In Fig.  7 is also 
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shown the r.m.s. raw water surface fluctuation v       .  The average 
breaking point was at Pole 43, at which point the r.m.s. values of v 
start to decrease. A wave reformation area, where the significant wave 
breakings ended and TJ   became constant, was visually observed to be 
between Poles 30 and zo.  Secondary wave breaking was observed at Pole 
18 where v        again started to decrease. 

rms " 
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The influence of the long period fluctuation on the individual wave 
analysis is shown in Fig. 8. Raw water surface fluctuations are plotted 
in solid lines, and long period fluctuations are plotted in broken lines 
at representative locations. When the long period fluctuations are 
significant, some zero-cross points will be missed. Those points are 
denoted by C, where the raw data is seen to miss crossing the mean 
water level but does intersect the level of the long period fluctuation. 
The points indicated by C are opposite oases. Generally, the number 
of points C are greater than points C in the surf zone, in parti- 
cular near the shoreline. In the following, we will discuss the high- 
pass filtered data obtained by subtracting the long period fluctuation 
from the measured water surface fluctuation. 

3.3     Reading Error  and  Secondary Fluctuations 

Finally is discussed the reading error E as introduced previously. 
Reading errors are inevitable when the photographed surface elevation is 
digitized. The film was projected on a scale of 1/20 and the minimum 
scale reading was 1 mm. Therefore errors on the order of 2 cm are 
expected. This error may produce false zero-cross points, especially 
for waves with a mild slope tail-down. Therefore, a band width of 
magnitude E is introduced at the zero level. Then only the zero-down 
crossing points with successive peak and trough larger than E remain to 
define the individual wave. 

Figure 9 shows examples of individual wave decompositions by the 
zero-down crossing method with E = 2 cm for high-pass filtered water 
surface fluctuations at representative locations. At Pole 54, the most 
offshoreward pole, no wave breaking was seen; Pole 43 was at the average 
breaking point; significant wave breaking terminated at Pole 35; Pole 20 
was in the so-called reformed wave region; the secondary wave breaking 
zone was at Pole 15. The defined waves were numbered starting at Pole 
54. The numbered waves were then traced as they propagated, as shown in 
the figure. Numbers joined by plus signs indicate that the waves united 
at that location; bracketed numbers denote wave separation. However, it 
should be noted that combination and separation is a matter of the 
defining process of the individual wave. 

A characteristic feature observed in Fig. 9, and which should be 
emphasized, is that most of the primary wave peaks are easily identified 
throughout the observation area. This fact suggests introduction of the 
concept of "Primary Individual Wave", hereafter called PIW, 
characterized by an eminent peak, in order to describe irregular wave 
deformation in a deterministic way. In the nearshore zone, secondary 
waves are often observed, as already mentioned. Wave breaking also 
generates turbulent surface fluctuations. These problems are not easy 
to treat quantitatively at present. Here, as an expedient, the band 
width E , originally introduced to remove the effect of the error in 
reading, is adjusted to suppress these secondary fluctuations. Then the 
individual waves thus defined may have a one to one correspondence to 
the above-mentioned eminent peaks. 
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Fig.  9        Examples of individual wave decomposition by the zero-down 
crossing method with ED = 2 cm. 
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What is an appropriate value of E for our purpose? As shown in 
Fig. 9. E = 2 cm is so small that some of the decomposed individual 
waves may correspond to secondary peaks. Figure 10 shows how wave 
height and period distributions change with increase of E at Pole 35, a 
location where secondary waves and turbulent surface fluctuations 
appear. The wave height destribution tends to be mono-peaked, 
neglecting small disturbances or secondary waves. The respective wave 
height and period distributions for En = 4 cm are almost the same,  as 
for E„ 5 en The representative wav e hei ght and wave period such as 
H..-, H , and T , increase considerably with increase of E . A 
properly chosen value of E_ should give proper values for those quanti- 
ties. Figure 11 shows the decrease in numbers of defined waves, N , at 
various locations with increase of E . The decrease in the surf zone is 
considerable, and the numbers of waves defined with E in the range from 
3 to 5 cm are almost the same at all locations. Therefore there may be 
a suitable value of E which gives almost the same number of waves 
through the nearshore zone, and which also gives a stable joint proba- 
bility distribution of wave height and period at each location. 

r 
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Fig. 10  Change of wave height and period distribution at Pole 35 by 
the down method with increase of E,,. 
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Fig.   11      Decrease in number of waves with increase in E . n 
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Fig.   12      Applied  value  E  ,   numbers  of  waves   defined  with  E  ,   and 
changes in perioa of the first six observed waves. 
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3.4     Primary  Individual  Wave and  its Deformation 

The concept of PIW is now clear. A PIW can be defined by applying 
the zero-down cross method with a suitable value of E , a band width at 
the zero level, to the high-pass filtered water surface fluctuations. 
The suitable value of E„ may differ according to location. The proper 
value.of E_ can be determined, as here, to give the same number of waves 
throughout the observation area as for the most offshore-ward region. 
It is conjectured that the ratio of ER to wave height may depend on both 
the Ursell number and on the relative distance from the breaking point. 

The deformation of the observed PIW in the nearshore zone will now 
be discussed. In Fig. 12 are shown the applied value of E_, the resul- 
tant number of waves, and wave periods changes of the first six (or 
five) waves. The values of E were determined as mentioned above, with 
the magnitude of the observed secondary fluctuations taken into conside- 
ration. The number of waves is almost constant except very near the 
shoreline, where the PIW itself become small and can not be distinguish- 
ed from the secondary fluctuations. Thus Fig. 12 demonstrates the fact 
that the wave period of the PIW does not change through the observation 
area. 

Fig.   13      Wave period distributions. 

The corresponding wave period distributions shown in Fig. 13 are 
also seen to be essentially constant. Therefore, we can say that wave 
periods of the PIW are constant through the area of concern. This can 
be expected from the fact that wave celerity in the shallow water region 
can be well expressed by non-dispersive long wave theory. Therefore, 
each PIW can be treated as a regular wave. However, viewing the details 
of the distributions in Fig. 13, one can notice that they become flat 
near the shoreline. This suggests that near the shoreline, where the 
water depth is very shallow, secondary fluctuations are not negligible 
and should be included in modeling of the wave transformation. For the 
PIW,   the wave height changes  as it propagates,   but the period does not. 
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4.      MODELLING   OF   PIW   DEFORMATION 

We now attempt to model wave height change, and compare the 
calculation with the observed results. Outside the surf zone, the wave 
height is assumed to obey the relation 

H5/2[(gHT2/d2)1/2 - 2/3]   =  const. (2) 

where, H: wave height, d: water depth and, g: gravitational 
acceleration. Equation (2) was obtained by Shuto (1974), based on 
finite amplitude long wave (first order cnoidal wave) theory, and is 
valid only  for large Ursell number. 

The breaking criterion employed is that given by Sunamura and 
Horikawa (1974)  for  depth-controlled wave breaking. 

VHo =  s°'2  <VLo)_0'25 C3) 

Here, H.: breaking wave height, H : deep-water wave height, s: slope of 
uniform beach, and L : deep-water wave length. This is an empirical 
formula for uniformfy sloping beaches. Wave height change in two- 
dimensional laboratory experiments up to breaking has been found to be 
well described by Eq. (2) with Eq. (3) (e.g., Mizuguehi and Mori,  1981). 

For the wave height change after breaking, a constant ratio of wave 
height to water depth has been used in many applications. However, it 
is clear that this ratio can not be constant on a real beach. Here an 
heuristic model developed by the author (Mizuguehi,   1980)  is  employed. 

^-(E0g)   = - e (4) 

€  = Pg xe(kH)2/2 (5) 

"e = "eb(H/7d~c/Y )1/2 (6) 

where, c : group velocity, e: energy dissipation ratio, p: fluid den- 
sity, v reddy viscosity, k: wave number, v : eddy viscosity at the 
breaking point, 7 : wave height to water depth ratio at the breaking 
point, and c: wave height to water depth ratio in the wave reforming 
zone. The critical point of this model is the form of the eddy vis- 
cosity in Eq. (6), which enables waves to recover under certain 
situations. The eddy viscosity v , at the breaking point is determined 
by the wave conditions and the Beach profile before breaking. This 
model was shown to well reproduce the experimental results of regular 
waves on various non-uniform beach profiles, except very near the shore- 
line  (Mizuguehi,   1980) 
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Fig.   14      Wave height changes of PIW,  observed and calculated. 

Figure 14 shows both the observed wave heights across the surf zone 
of the first five (or six) waves and the wave heights calculated by the 
model. Except for wave No. 4, the agreement is good, although decay 
after breaking is more rapid in the observation than in the calculation. 
An energy dissipation model of breaking waves based on the similarity to 
a hydraulic jump (Le Mehaute, 1962) gives a dissipation rate proportion- 
al to the third power of wave height. This model may better predict the 
observed rapid decay. For wave Ho. 4, the breaking position differs 
considerably. This is attributed to the fact that breaking condition in 
the calculation was not satisfied at the offshoreward slope; the con- 
tinuing deeper area or trough in the bottom profile can not cause the 
wave to break in the present formulation. As previously stated, the 
zero-down crossing method has the defect that the succeeding tail-down 
of a peak is not fully included in the wave description. Isobe et al. 
(1980)  found in laboratory experiments that the succeeding deeper  trough 
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of a wave tends to delay the wave breaking. It has also been reported 
(Iwagakl et al., 1977) that individual waves defined by the zero-up 
crossing method tend to break, before satisfying the breaking criterion 
for regular waves on a uniformly sloping laboratory beach. The breaking 
criterion for PIW in a regular wave train on non-uniform beaches should 
be investigated further. 
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Fig.   15      Comparison of wave height distributions of PIW. 
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Near the shoreline, this model always predicts a smaller wave 
height than observed, since the wave height at the shoreline in the 
model is assumed to be zero, although in actuality there is always some 
run-up with finite wave amplitude at the shoreline. Wave set-up also 
has a little to do with the underestimation,   as shown in Fig.   1. 

~40 " 60 30 
Offshore Distance 

Fig. 16 Comparison of statistical quantities resulting from a PIW 
analysis. Symbols denote observed values and lines denote 
calculated ones. 

Figure 15 gives comparisons between the observed wave height dis- 
tributions of PIW and the calculated ones. The agreement is fair. The 
lack of agreement near the shoreline in the modelling is attributed to 
the two reasons given in the previous paragraph. Lack of agreement is 
also caused by the inapplicability of the concept of PIW near the shore- 
line as stated in the former section. The calculated statistical 
quantities are compared with the observed ones in Fig. 16. Again, 
agreement is good except near the shoreline. A local extreme, such as 
an unusually large wave height increase at the breaking point, expected 
in a representative wave approach, is not found either in the observa- 
tion or  in the  calculation. 

CONCLUSIONS 

The following conclusions can be made: 

First, a primary individual jfave can be defined by applying the 
zero-down crossing method to the high-pass filtered water surface 
fluctuation using a suitable band width E„ at the zero level. Second, 
the thus-defined PIW shows a regular wave-like behavior in the nearshore 
zone. Third, the shallow water wave deformation of an irregular wave 
train in and near the surf zone can be described with the PIW, except 
very near the shoreline, by applying a wave height change model as given 
here. 
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Finally, however, there are still some important topics remaining 
to be investigated in order to obtain full understanding of the shallow 
water deformation of field waves. These are mainly long period fluctua- 
tions, secondary fluctuations, and the effect of non-uniformity of the 
bottom   profile. 
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NEW EQUATION  OF   SURACE  ELEVATION 

IN WAVE MOTION 

by 

Y.C.   Ouyang* Y.Y.   Chen** Frederick L.W.   Tang*** 

ABSTRACT 

A   nonlinear solution of wave profile equation directly deriv- 

ed from stream function is submitted.    In stead of expressing 

by trigonometric  series  to approach the  real  solution,   implicit 

function is adopted.     In the era of electronic computer, Such an 

expression wi11  be convenient for practical utilization. 

Equations in either deep water or in finite water depth are 

worked out.    They are proved more reasonable in graphical  shape 

of wave profile and consistant in the continuity of wave celerity 

in various depth in comparison with Stokes theory. 

INTRODUCTION 

For more  than 100 years,  Stokes' wave  theory has been applied 

to various engineering problems.    However,   the  theory is an app- 

roximate  solution strictly.    Furthermore, we all  have  the expe- 

rience  that  the ( »+1 ) th solution is not guaranteed to be.better 
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than nth.    The only merit  is that  the equation is expressed expl- 

icitly.     In the eva of electronic computer,   implicit equation 

can be solved promptly.    It is not necessary to be stuck on expl- 

icit equation.    Reasonable solutions of wave profiles in deep 

and intermediate water area are worked out directly from stream 

function in following sections.    Their validity and consistancy 

are examined closely. 

FUNDAMENTAL   EQUATIONS 

(A)Governing equations 

Water is supposed to be incompressible and irrotational, 

then the governing equations of wave motion are as follows  '. 

V*<4 = 0 ,       V2(4 = 0 (1) 

32        d2 

V2 = ( + —-) 
d x2      d y 

x ; abscissa along the water surface,  being   positive  toward 

the wave direction, 

y  : ordinate vertical to the water surface,  being positive 

upward 

</> = if> ( x ,   y ,   t )  :   stream function 

(p — (/> ( x ,   y ,   t  )   :  velocity potential 

t  :  time 

(^Boundary condition equations on free surface 

{^Dynamical equation 

d<f> 1 dtb dcp 

dt 2 dx d y 

g : gravitational acceleration 
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•q = 7j ( x , t )   : fluctuation of water surface  elevation 

with respect  to x ~ axis 

dip d<j> 3<b      d(j> 

d X d y d y      dx 

u ,   v  '.  horizontal and vertical  velocity of water particle 

0(0  : Bernoull i' s number varys with time  only 

(b)Kinematic equation 

(— ),=? =-f +-^(-^-),=, (3) 
o jy Si       o*       Si 

(QBoundary condition in bottom 

(_),=_, = (-Jl),=_, = 0 (4) 

d  •  vertical distance from x — axis  £o £/ze bottom 

^Assumptions of solution 

The solutions of above mentioned Laplace equation i.e.   equ- 

ation (1) are to be assumed as follows  '. 

oo 

oo 

^(i,3'.0=   I   Cn e-nkd ( e«*<*+>> +e-«ftcd+,> ) sinnk(x-ct) 
n-l 

(5) 

77ie stream function of free surface is  '. 

</> ( X   ,    7)    ,     0 = 0 

So that 
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1    C„ 
y(x,t)=   £   — e-"hd C   e »*<<'+?>-e-»*<'i+?> ) cosnk(x-c t ) 

»=j   c 

C„   '.  constants to be worked out 

1,2,   3  

exponential 

wave number,   k = 2 TT/Z 

£ : wave length 

c  : wave celerity 

The motion is   altered   to be steady flow by adding an oppo- 

site velocity c,   (x — ct ) in above equations will  be replaced by 

x,   then 

<p{x,y)~cy~   £   C,c""" ( e"»«+»>-e-»»«+J> ) cosuiti: 

>(x,y)=cx +   2   C„e~nkd C e"t(d+1'> + e-»s<<^+J', ] sinnkx 

(6) 

NEW EQUATION   IN DEEP  WATER 

In above equations  ,  d —>oo ,  n = 1  ,  we get 

<fi(x , y) = cy — C1e
kycoskx 

9 (x) = — e*» coskx 
c 

(7) 

(8) 

i?«.o/t <zrcd v»..» are fAe elevation of crest and trough of wave 

profile. 

Cz 
1)max   =   Vl   =       e 

C 
(9) 
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-M. = V2=- «"' (10) 
c 

Invoke a parameter w which is defined as the ratio of maxi - 

man particle velocity at the wave crest,  qc,  to wave celerity, c, 

namely 

dtp 
co = qc /c =- ( —-)„=,, /c (11) 

ay 

m is to be 0 when wave is breaking,  and will  be — 1 on calm 

water surface  i.e. 

-1<«)<0      or     0 < 1 + to < 1 

Substitute (7)  to (11) 

(   l+co ) / k- — e"*' (12) 
c 

From equation (9) 

/^ 
(  l+<o)/k = Vl= — e""1 (13) 

c 

c (  1 + co ) 
C=—  (14) 

is obtained. 

Consequently '. 

c (  1 +<o ) 
)((i,v)=n ekycoskx (15) 

1  + (U 
n(*)=  e^coskx (16) 

From equations (9) ,   (10) aw? (13) 
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e""2     e""'      kecl+"> 
 = '=  (17) 

1)2 Vl 1   + m 

H denotes the wave height     H— i)i — r/2 ° 

Accordingly 

£ecr+.)       e       ' \ + a> 
   = = e(1+">e~iH /(H ) 

1 + cu H — r/j k 

i.e.       kH = (  1 + a> ) (  1 + e-"H ) (18) 

Let    d =H/L namely the wave steepness,  equation (18)  is 

altered to be 

2nd 
l+<y =  = 6 (19) 

1 + e~2's 

cd 
<p(x, y) = cy - —j e*ycoskx (20) 

J?(X) =—-e*'coskx (21) 
ke" 

are obtained.    Equation (21)  is an implicit equation,  however, 

it  is to be solved by Newton — Raphson' s method promptly through 

computer. 

The curve is  to be depicted for a critical case  i.e.   8 = 0.142 

and compared with Rayleigh's solution. 

Wave celerity c  is worked out by following procedure. 

In steady flow, ( d<f>/dt ) vanishes andQ(t) becomes cons- 

tant Q in dynamic boundary condition of free surface. Substitute 

the new wave profile equation (21)  to equation (2) 

e    t l e c2e2    ,  ,   Q 
—-e*' coskx H { c2 -2 c2 — e"i coskx-A — e2kr> } = — = h 
ke1 2g e° e2> !     g 



WAVE MOTION EQUATION 511 

Wave profile in deep water 

20 
Put e2l"> == 1 + 2ki) — 1 H — ekvcoskx,   this equation becomes 

e 

cs$2        2d    s c262 

e2 e       k e2 (22) 

Q is a constant,  the coefficient of variable term e1"1 coskx 

must be zero.    So we can get 

2JTC 
c2 = T(1-^rJ = TCl"(

1 + e— Y/expi . 4*')r' 
l + e~ 

(23) 

According to this equation, wave celerity increases with 

wave steepness exponentially in stead of linearly with the square 

of wave steepness in Rayleigh's theory,  however, while d  is 

small 
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k 1 + e 2's 1+e 2" 

£ H 
= ^{ 1 + ** (-)* } 

k 2 
(24) 

Wiwe celerity calculated by the  two theories are almost 

identical. 

Following diagram shows the comparison of the wave celerit- 

ies calculated by these two theories. 

1.09 - 

1.08 
c /Co* 
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Co* = M 
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1.02 S?' 

1.01 

1.00 H 

099 «      1 i          i          i 
L 

—i ». 
0 0.02        0.04        0.06 0.08        0.10        0.12 0.142 

Comparison of wave celerity in deep water 

The mean level  of wave profile  is worked out by the following 

equation 

W\vdx 

Let v == (  1 + krj ) coskx 
ke" 

Acoskx 

1 —A k cos kx ke" 
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Substitute this expression to the  integration 

f =^c 
k     V 1 - A2k- 

•— i D 

k CVT 2ft 

2^ 

4JT<5 

\ + e~ 

While the  steepness  is small   i.e.   S —> 0 

4n252      KH
2 

S =• 
2k 

(25) 

coinciding to Rayleigh' s theory. 

To check the relative error,  substitute the value of c i.e. 

equation (23) to the following equation to calculate the differ- 

ence of total water head due  to adopting l-\-2krj   in stead of e2kr> 

1    e*l 

2g   e2 ( e* 1 - 2kv ) (26) 

The result is shown in following figure,   the relative error 

of total water head in the case of extreme heigh wave  is about 

10%. 

h 
1.0 r 46 

0.8 
4t/« 

Aft 

^ / 
0.6 

0.4 

0? 
L = 

H 
2*  Y" 0.142    h = 0.6647 

, bh/k 

on ^              i                                          , 

Relative accuracy in deep water wave 
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ENW  EQUATION   IN  FINITE 

WATER   DEPTH 

Set n = 1  in equations of number (6) 

t/>{x, y) = cy~C1e->"> ( e*<*+i" _e-*<i+,) ] cos£* (27) 

?(*) = — e~kd C e4"^ _«-»<*+?> ] cosAx (28) 

92 = V—' =— e        C e        '2   - e '*    } (29) 

72 = >?..<» =  e*<*[e        '2   - e '2    ) (30) 
c 

Parameter a> is also invoked 

i + „ = ££«-". * C«*t'+?i> + «"'t'+'J>D (3D e 

0 < 1 + a» < 1 

From equation (29) 

(  l+»)/*(« 2+e '2 ] = — e-« 

= Vi /I e '   ~ e '    J 

1 + <u = &]?i co£/z { d + tj!  ) (32) 

«s abtained. 

From the following relationship and equation  (31) 

k(Vl+d) = tanh-'{JlL-)=-enQl + ml + k7>1 (33) 
l + (u 2 (1 +oi ) — &J5>i 

,,               *., ,    /l+(U+A^i         pl+at — knT^ 
(1 + a,^ c/k-de^" (_   / -+   / -^] 

Ci  is found to be 

C^-L^VC1+«>'-*'»' (34) 
A 2 
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From equation (32) 

l-( k2
v

2 )/( \ + u>y = \-tanh2k (d + Vl ) = seeh2k {d + Vi ) 

V(l+ffl)^-^Y^ = ( 1 + ffl ) sechk ( d + Vl ) (35) 

Conseqently 

sink k ( d + y ) 
</>{x, y) = cy - an, ————-—^-  cos&* (36) 

S2»/z k { d + r/j) 

sink k { d + r/ ) 
v(x) = TJ!     .  cos kx (37) 

s i nh k ( a + •n1) 

>7i  should be  expressed by wave height,   length and water 

depth.    From equations (30) (34) and (35) 

-V2=H-Vi=  j^  O -e J 

( l+a>) ,   ,   ,  J N r 
e e      • e -, =  sechk (d + y, ) [ — ) 

2k ' 2ehH 2 

(38) 

Substitute (33)  /o (38) 

V(  l+tt))2-^)?,2 ,.   V( l+O) )+*)?, 
#- i?i = —, C 

2k e"'V( 1+a) ~)-ki)! 

ekH V (  1 +<w ) - *Vi 

V ( l+<u  ) + *1?7 

1       ( l+a>)( 1-e**" )+£?1 ( 1 + e***) 

~~2k^ ekH J 

= — [ krj, cosh kH — (   1 + o) )  sink kH ~) 
k 

From equation (32) 

kH= kvu ( ( 1 + coshkH) ~coth k (d + yj ) sinh kH } (39) 
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g =^L=
71±  f ( \ + cosh2nS )-cothk(d + Vl ) sinh2n$ ) (40) 

r}t can also be computed by Newton — Raphson's method,  then 

the stream function and wave profile are to be worked out, The 

curve of the new theory is shown in following figure,   it  is 

much reasonable in comparison with Stokes 3rd approximate 

curve. 
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Wave profile in finite water depth 

The wave celerity can be calculated by adopting the same 

method in deep water.    Substitute equation (37) to the dynamic 

boundary condition of free surface, 

Vlsinhk(d + V) 1,2    o  2u       coshkjd + yj-) 
  coskx-i { c2 — 2c2kr)1     .  coskx 

sink k (rf + >?i) 2g sinhk(d + T}!) 

,  ,    , sinh2k (d + y) + cos2kx       Q 
-C2k2rn2   ,  }=—: 

smh2k ( d + i)i ) g 
(41) 
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Put  the coefficient  of variable  term to be zero,   the wave 

celerity is worked out  to be 

e sink2 kd 
cz =J-tanhkd/{ l-«V     ••„..., -} (42) 

k sink* k ( d + rjj ) 

For theoretical consistancy, wave celerity formulas  in deep 

and shallow water must be continuous.    Set d —>oo   in equation 

(42) 

(**)*-*x>=4-C i-( k'Vl>/e'"') y 
k 

Substitute equations  (13) and  (19) to this equation 

(     2^        )* 

(c^^oo^-fci ^— r1 (43) 
exp (  —- ) 

1 + e~2'" 

The reality shows  that  the new theory is superior to the 

Rayleigh1 s and Stokes. 

The wave celerities  in various relative depth are shown  in 

following figure. 

In this figure we also see that the new theory is better 

than Stokes which is unreasonable that the wave celerities incre- 

ase more  rapidly in shallow water area. 

The relative accuracy of water head  is estimated as follows. 

1    , cosh k ( d + r> ) — cosh kd 
bh = —{~2c2ki)i ~ coskx + c2k2

Vl
2 • 

2g sink k ( d + -TJ2 ) 

sink2 k ( d + rj ) — sinh2kd — ki) sink 2kd + cos2kx     , 

sink2 k ( d + y]x ) 

sink k ( d + y ) — sink kd 
+ rjt  .   ,  , ,   , , cos kx (44) 

sinh k C d + rj! ) 
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= 0.20CS*okes) 

/ //  —= 0.25(S(oi«s) 

— £0.50 (New) 

A 
0.25(New') 

0 0.02        0.04       0.06       0.08       0.10        0.12        0.142 

Comparison of wave celerity in finite water depth 
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The result of calculation is depicted in the following diag 

ram,   for very high waves,   the relative errors are up to  20 % • 

* 
1.0 r A* 

0.8 
Ad/* 

0.6 

0.4 • 

0.2 

00 

Relative accuracy in finite water depth 

The mean level  in 

ated as follows. 

waves in this case is to be calcu 

1  CL 2f'/2 
f =— I      ydx =— \       njdx 

L- J  o L J  o 

Equation (37) can be expressed approximately by '. 

r/,sinh k ( d + r/ ) 
V = 

V 

sink k ( d + r/t } 

y]i sinhkde' 

sinhk (d+i^j) 

B cosk x 

coskx = B (  \ + kr) ) coskx 

iji sink kd 

1 — B k cos kx 

'L'2    B coskx 

B - 
sinh k ( d + r)! ) 

-JLf    _: 
L)   0        1 -Bk coskx 

lx=~{ 
1 

k     V 1 - B2k2 1 ] (45) 

It can be proved thad while d—>co , B = A= 0/ke° 

Finally the significant range of this theory is shown in the 

next figure. 



520 COASTAL ENGINEERING—1982 

1.06 

c/c* 

d 
T 
d 

>0.50 ^>d 

= 0.30. ^/>^_ d 

c* = 
L 
d 
T 

1.0b 
J~ tanhkd 

dy/S             Breaking limit 

1.04 Deep water tva ve limit 

1.03 0/ s     * '    / / 
'         d 
  —= 0.10 

1.02 4WS? 

1.01 

100 —--n **^^^ 
£.=  —= 0.05 

i                i                i 

H 
L 

ii                   i 
0.02 0.04 0.06 0.08 0.10 0.12 

Significant range of the new wave theory 

CONCLUSION 

L The  new wave profile equation describes the wave motion by 

an implicit function,  can be seid to be an exact solution 

because no approximation approach is adopted. 

2. In the procedure of calculating wave celerity, some approxim- 

ate expressions are used, so that some errors will be acknow- 

ledged in total water head calculation.   However,   the wave 

celerity equation has been   proved to be continuous,   such a 

fact shows the new theory is superior to the    Rayleigh' s and 

Stoke's. 

3. The relationship between wave celerity and relative depth d/L 

in Stokes  theory  is unreasonable.     It  is more consistant and 
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will coincide with the reality in the new theory. 

4. In the era of electronic computer,   the new wave profile equat- 

ion is suggested to be adopted in practical  use after some 

complement such as the exact position of x — axis  is made. 
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Engineering Approach to Nonlinear Wave Shoaling 
James Walker , Ph.D., P.E., M. ASCE 

John Headland , AM. ASCE 

ABSTRACT 

Determination of a design wave height at a coastal structure 
requires calculation of a shoaling coefficient or determination 
of the maximum probable breaking wave height at the point of 
interest. In shallow water over a sloping bottom, low steepness 
waves are not accurately predicted by linear shoaling 
coefficients. Empirical breaking indices are inconsistent with 
both linear and nonlinear wave theories. Nevertheless, the 
coastal engineer must select a design wave in order to 
responsibly design the structure. A graphical procedure is 
presented herein to relate the equivalent deepwater wave to a 
breaking wave as it transitions into shoaling water. The 
procedure provides the coastal engineer with a more consistent 
understanding of the shoaling process. The results furthermore 
identify regions of relative depth and steepness where 
discrepancies arise when using linear shoaling coefficients that 
may significantly alter engineering design and laboratory 
studies. 

INTRODUCTION 

The purpose of this paper is to present a shoaling coefficient 
that can be used by coastal engineers to better describe the 
shoaling of finite height waves over sloping bottoms. The linear 
shoaling coefficient developed from Airy theory in conjunction 
with a H = 0.78d breaking criterion predicts a wave height at 
the breaking point that is considerably lower than the breaker 
height predicted by empirical breaking indices commonly used in 
coastal engineering practice. Several investigators, cited 
later, have presented nonlinear shoaling curves to describe the 
phenomena, but they are not consistent with empirical breaker 
indices over sloping bottoms. These theories tend to predict 
greater wave heights at a given relative depth than suggested by 
empirical breaking coefficients. The coastal engineer requires a 
shoaling curve that is consistent with these commonly accepted 
breaking indices. This paper utilizes breaker indices as upper 
limits and the characteristics of theoretical and experimental 
nonlinear shoaling curves are used to develop a transition of 
wave height from deep to shallow water. 

The problem is illustrated by the following example. Figure 1 
shows a typical beach profile over which a long jetty is to be 
constructed. The design wave at various stations along the jetty 
is required to determine the armor unit size.  For illustrative 

Chief Coastal Engineer, Moffatt & Nichol, Engineers, Long 
Beach, Calif. 
Coastal Engineer, Moffatt & Nichol, Engineers, Long Beach, Ca. 
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purposes, a 16-second period is used with a 10-foot deepwater 
wave height. The dot-dash line represents the linear shoaling 
curve as determined by Airy theory. The circle represents the 
breaking height and depth as determined by empirical curves 
presented in Shore Protection Manual (1977). These data were 
developed by Goda (1970) and Weggel (1972). 

The linear shoaling curve falls significantly below the 
empirically determined breaker point. Design wave heights 
shoreward of the breaker point can be determined by the limiting 
height criteria, but no consistent method exists to determine 
wave heights seaward of the breaker point. The linear shoaling 
curve is inconsistant with the breaker data. The theoretical 
nonlinear shoaling curve of Shuto (1974) is also plotted in 
figure 1. This curve predicts shoaling at a rate that exceeds 
the breaker point. While such a curve may be conservative, a 
shoaling curve more consistent with the breaker index is required 
for design applications. 

EMPIRICAL BREAKER CURVES 

Methods to determine breaker height and breaker depth over a 
given bottom slope for a given deepwater wave steepness are 
presented in Shore Protection Manual (1977). These procedures 
are widely used by coastal engineers. The work in this paper 
assumes these procedures to be representative of the best 
available data for use in engineering design. 

Figure 2 is a graph for predicting breaking wave indices H, /H' 
based on the work of Goda (1970). Goda reworked data of Iverson 
(1953) by correcting for side-wall friction and normalized this 
data using the nonlinear shoaling calculation of LeMehaute and 
Webb (1964) in deeper water and Iwagaki's (1968) procedure for 
more shallow regions. Figure 3 presents a graph which gives the 
ratio of breaker depth to height, d./H,, based on the work of 
Weggel (1972). In his study Weggel consolidated breaking wave 
characteristics reported by a relatively large number of 
investigators. 

The above two procedures account for the effects of bottom slope 
and implicitly include nonlinear shoaling effects. The 
procedures are widely accepted for use with monochromatic waves 
and are believed to provide reliable, conservative, estimates of 
breaking wave characteristics. 

The empirical breaker data of figures 2 and 3 can be plotted as 
limit points in the form of a shoaling graph. The shoaling 
coefficient is defined as; 

K = H/H' (1) 
so 

where H is the local wave height, and 
H1 is the equivalent deep water wave height. 
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For linear theory, K , plotted in figure 4, is a function of 
relative depth, d/L , where d is the water depth, and L  is the 
deep water wave length.  For non-linear waves, K  is also a 
function of bottom slope, m, and H /L .  The limiting breaker 
height, H,/H', determined from figure 2, can be used to find 
H,/L  for a given m and H'/L 
bo o  o 

H./L = (H,/H')(H«/L) (2) 
bo    b  o  o  o 

where H, is the breaker height, 
b 

Finally, the relative depth can be determined using H /L  found 
3. 

V 
by equation (1) and d, /H, from figure 

d,/L = (dK/H,)(H,/L ) (3) 
bo    b  b  b  o 

Results of these calculations are presented in Table 1. 

H /H! is plotted in figure 4 as a function of d, /L for .001 
< H'?L < .14 and .02 < m < .1. Isollnes of equaf H'/L connect 
through* the limit waves for the various slopes, m. Isolines of m 
were drawn through the data and these are shown in figure 5. It 
is noted that for the lowest value of wave steepness the m ~ .1 
and m = .05 slopes tend to converge. The reason for this is not 
clear, but could be attributed to wave reflection, data reduction 
methods, or laboratory scale effects. The data points plotted in 
figure 4 represent the maximum value of a shoaled wave height 
over a sloping bottom, m, for a given H'/L . 

THEORETICAL AND EMPIRICAL SHOALING CURVES 

The purpose of this paper is to develop a shoaling curve that is 
consistent with the limit breaking points shown in figure 4. 
Several investigators have used various wave theories to develop 
nonlinear shoaling curves. LeMehaute and Wang (1980) present a 
discussion of nonlinear shoaling and determined that no single 
theory can accurately account for wave shoaling from deep to 
shallow water. Sakai and Battjes (1980) present an excellent 
comparative review of several theoretical studies and present a 
shoaling curve based on the work of of Cokelet (1977). The 
Cokelet shoaling curve is compared with the empirical breaking 
data in figure 6. The third order Stokes curve of LeMehaute and 
Webb (1964); the hyperbolic curve of Iwagaki (1968); cnoidal 
curve of Svendsen and Brink-Kjaer (1972), Shuto (1974), and 
Yamaguchi and Tsuchiya (1976) all have a slightly lower shoaling 
rate compared with Cokelet theory, but from a practical 
standpoint are in very close agreement. Figures 7 and 8 compare 
the nonlinear shoaling curves of Svendsen and Brink-Kjaer, and 
Shuto, respectively, to the empirical breaking data. The cnoidal 
shoaling theory of Svendsen and Brink-Kjaer (1972) is based on 
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matching the wave energy flux according to cnoidal and sinusoidal 
wave theories at a relative depth d/L = .1. Experimental work 
done by Svendsen and Buhr-Hansen (19/7) indicated that cnoidal 
wave theory more closely predicted their experimental results if 
wave height instead of wave energy is matched at d/L = .1. The 
effect of this change is to shift the cnoidal steepness curves, 
shown in figure 7, slightly to the right and upwards. Shifting 
the isolines of steepness towards the right moves them farther 
from the empirical breaker indices. Cnoidal wave theory predicts 
the data of Svendsen and Buhr-Hansen (1977) well but does not 
predict the breaker index data used to develop figures 2 and 3. 
This may be attributed to the free second harmonic waves 
generated by the sinusoidal motion of a piston-wave-generator, 
which were eliminated in Svendsen and Buhr-Hansen experiments. 
Sakai and Battjes found that the effect of finite height wave 
theory on deep water wave length has a relatively minor effect 
and that all of the above theories present shoaling curves that 
are in reasonably good agreement except near the breaking point. 

Figures 6 through 8 clearly indicate that the above nonlinear 
approaches predict a significantly higher rate of shoaling than 
indicated by the experimental breaking limits. This indicate1s 
that either a lower shoaling rate may exist or the emperical 
breaker indices are in error. 
A theoretical nonlinear shoaling theory which accounts for beach 
slope was developed by Iwagaki and Sakai (1972). Iwagaki and 
Sakai presented theoretical nonlinear shoaling curves for several 
values of bottom slope, but limited these curves , to values of 
.006 < d/Lo < 0.0157 and values of H /L < 0.004. Figures 9 and 
10 compare the theoretical curves ol Iwagaki and Sakai to the 
empirical breaker limits for values of H /L = 0.001 and 0.002 
respectively. The qualitative agreement of these curves with the 
breaker limits is encouraging, however the limited range of 
conditions preclude their universal use. 

Hydraulic model studies of wave shoaling have been conducted by 
Wiegel (1950), Iverson (1951), Ippen and Eagleson (1950), 
Eagleson (1956), Iwagaki (1968), Iwagaki and Sakai (1972), Walker 
(1974), Svendsen and Buhr-Hansen (1977), and Flick (1978). The 
more recent studies have been used primarily to verify various 
nonlinear shoaling curves cited in the previous section. The 
general result has been that the theories are comparable to the 
experimental data, except they tend to over predict shoaling near 
the breaker zone. The shoaling curve of Walker (1974) are 
compared with the limit breaking data in figure 11 for low values 
of wave steepness. This investigation shows a closer fit to the 
breaker limits than theory for low d/L . 

SHOALING DIAGRAM 

The form of the H /L curves suggests that a unique 
nonlinear shoaling curve exists for each beach slope. This is 
supported by the theoretical work of Iwagaki and Sakai (1972), 
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but they only give curves for a limited range of values. The 
approach taken in this report was to draw isolines of steepness 
weighted towards m = .033 slope. This was done for several 
reasons. First m = .033 is found often in nature. Secondly, 
while the steepness curves were drawn to conform to the m - .033 
slope, in most cases the curves also intersected, or nearly 
intersected, the m =.05 and m = .1 endpoints. 

The isolines of wave steepness were drawn weighted towards 
the m = .033 endpoints starting from the linear curve at the 
point defined by Shuto (1974) were he found that linear shoaling 
no longer applies; 

V , 30 (4) 
,2   2-rr 
d 

The resulting curves are shown in figure 12. While constructing 
these isolines of wave steepness, each line was compared to the 
theoretical curves of Cokelet, Shuto and Svendsen and BrinkKjaer 
(cnoidal) and the experimental curve of Walker. The theoretical 
curves predict a faster rate of shoaling than the empirical 
curve. Furthermore, the H /L curves are shifted towards the 
right hand side of the diagram (higher d/L values). In general 
the nonlinear shoaling curve based on Cokelet's theory predicts 
the highest rate of shoaling and is farthest from the empirical 
data. The experimental isolines of H /L - .002, and .004 given 
by Walker are closest to the breaker data. The H /L = .006 line 
given by cnoidal theory is closest to the empirical curve 
although the cnoidal curve still lies to the right of the 
empirical curve. The empirical curve for H /L = .001 is shifted 
considerably towards the left from any of the curves. The 
empirical H /L = .02 curve is very well predicted by the cnoidal 
theory except in the region where they intersect the linear 
shoaling curve. The empirical H /L = .04 appears to be an 
average of the curves given by cnoidal theory and by Shuto. For 
higher values of H /L the only curves for comparison to the 
empirical curves are those given by Cokelet. All of these curves 
lie considerably to the right of the empirical curves and exhibit 
a different type of assymptotic behavior to the linear curve. 

Theoretically, Iwagaki and Sakai (1972) found that the effect of 
beach slope on shoaling is that the rate of shoaling is lower on 
steeper slopes than flatter slopes. However the experimental 
data indicate that waves reach higher breaking values for steeper 
slopes. Therefore the effect of weighting the steepness lines 
towards the m = .033 endpoint is to overpredict wave shoaling for 
the m = .05, and m = .1 slopes and underpredict the wave shoaling 
for the m = .02 slope. There are insufficient theoretical and 
experimental results to estimate the error involved in 
quantitative terms. However, the error appears to decrease for 
higher wave steepness values. In terms of predicting peak 
shoaling  values  (i.e.  shoaling  coefficients  at  breaking) 
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weighting the curve towards m = .033 has the effect of 
underpredicting the breaker heights for the m =.02 slope, but 
predicts the breaker heights well for the other slopes. Again 
the largest error occurs for the lowest steepness values. 
Despite the fact that there is some error involved for the m = 
.02 it represents a better fit than linear theory. For more 
accurate estimates of breaker height and depth, one should use 
figures 2 and 3. 

Superposing figures 5 and 12 results in a diagram for estimating 
nonlinear wave shoaling over a sloped beach. This curve is shown 
in figure 13. The linear curve is used for a flat beach (m = 0). 
This diagram is reasonably consistent with empirical breaking 
data now widely used for design purposes. 

CONCLUSIONS 

A nonlinear shoaling curve which provides the coastal engineer a 
reasonable means of determining wave heights over a sloped bottom 
seaward of breaking has been developed. The curve indicates that 
deviations from linear theory are relatively small for values of 
relative depth, d/L > .05. Deviations from linear theory reach 
a factor of 2 or more for d/L >.003. The curve indicates that 
wave shoaling is mildly dependent on beach slopes but 
insufficient data are available to quantify this effect. 

The paper outlines the inconsistencies of various nonlinear wave 
theories compared with commonly used breaker indices. It is 
recommended that further experimental studies be conducted 
carefully to avoid adverse tank effects and that these studies be 
carried out over a range of beach slopes and wave steepnesses to 
verify nonlinear wave shoaling. 

It is further recommended that design curves for wave runup, 
overtopping and similar phenonenom which use a linear shoaling 
coefficient to normalize wave height data be critically reviewed. 
As indicated in this paper use of the linear shoaling coefficient 
may lead to serious inconsistencies and unconservative designs. 

Finally it is noted that the shoaling procedures in this paper 
apply to monochromatic waves. 
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WAVE REFLECTION FROM UNDULATING SEABED TOPOGRAPHY 

by 
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Taunton. TA1 2DW, UK. 

ABSTRACT 

The results of experiments are described which show that surface waves 
may experience a resonant interaction with undulations on the seabed. 
This interaction manifests itself in a strong reflection of incident 
wave energy when the wavelength of the bottom undulation is about half 
that of the surface wave.  It is shown that such a mechanism might 
enable a region of undulating seabed topography (eg sand bars or sand- 
waves) to extend in an up-wave direction, into a region of otherwise 
plane bed. 

INTRODUCTION 

The interaction of surface water waves with undulating seabed topography 
is a problem of fundamental importance to coastal engineers.  While it 
has been shown, that, in the nearshore zone, quite complex patterns of 
wave motion (eg edge waves) may lead to beach cusps, shore parallel bars 
and even crescentic shore welded sand bars (Holman and Bowen, 1982), the 
problem that is considered in this study is how waves are likely to 
interact with a pre-existing pattern of regular undulations on the sea- 
bed.   Such a pattern may consist of shore parallel bars formed by plane 
reflections of low amplitude swell waves from a beach, leading to stand- 
ing waves of the type observed by Suhayda (1974).   Alternatively, 
standing waves may occur seaward of the surf zone as a result of the 
time varying breakpoint forcing mechanism described by Symonds et al 
(1982).   In this case a forced wave having incident wave group period- 
icity is radiated seaward from the breaker zone.   Such a wave, inter- 
acting with incoming infragravity waves having periods in the range 
30-300s, might lead to standing waves and consequently to bar form- 
ation.   This latter mechanism seems to provide the most likely means of 
generating the multiple shore parallel bars which have been observed by 
Short (1975) and which would require wave periods of the order 100s. 

A pre-existing pattern of bottom undulations might also be formed by 
tidally generated features such as sand waves (eg Langhorne, 1982) or 
sand ridges lying transverse to the general direction of wave propa- 

543 



544 COASTAL ENGINEERING—1982 

gation and, as such, may occur well offshore away from the coastline. 

In general, surface wave/seabed interactions may occur in any depth of 
water where the waves are able to "feel the bottom".  It follows that 
such interactions may occur for a wide range of surface water wave- 
lengths and bedform length scales. 

Recent theoretical work Davies, 1980, 1982, has shown that large 
amounts of wave energy may be reflected as a result of resonant 
interactions between surface water waves and bottom undulations, the 
wavelengths of which lie in the ratio 2:1 approximately. 

Davies (1980, 1982) has used linear perturbation theory to show that, 
to a first approximation, wave reflection from a finite number of 
submerged sinusoidal bars, having small amplitude and on an otherwise 
plane bed, is given by the wave reflection coefficient 

K = — = 
2bk 

{2kh + sinh(2kh)> 

• /2k \ sm(—r-.imO 

(%2-1 

(D 

where a  and a. are the reflected and incident wave amplitudes 
respectively, well away from the region of bedforms, b is the bar 
amplitude, h is the water depth, m is the number of bars and k and i 
are the free surface and bar wavenumbers.   Here k = 2TT/L and 
^ " LK » where L and L are surface and bar wavelengths respectively. 
It should be noted that, strictly speaking, this is a two-dimensional 
formulation of the problem requiring long crested surface waves 
collinear with the bottom undulations. 

Equation (1) illustrates that for a given number of bars (m), the 
wave reflection coefficient is oscillatory in 2k/Jl, that is the 
quotient of twice the surface wavenumber and the bed wavenumber.   The 
reflection coefficient is also resonant in the region 2k/A = 1 and, 
at 2k/£ = 1 itself, is proportional to m which suggests that peak 
reflection coefficients are linearly dependent on the number of bars. 

These results were without any detailed experimental proof and this 
paper describes experiments carried out in a wave tank to examine the 
nature of resonant interactions between surface waves and simple 
sinusoidally varying topography.  Preliminary aspects of this study 
have already been described by Heathershaw (1982). 

EXPERIMENTAL PROCEDURE 

To test Davies' (1980, 1982) theoretical predictions, and in parti- 
cular Equation (1), detailed measurements of wave reflection from 
submerged bars were carried out using the 45.72 x ,91 x .91 m wave 
tank facility at the US Army Coastal Engineering Research Center, 
Fort Belvoir, Virginia, USA.   Test sections of 10, 4, 2 and 1 x 1 m 
wavelength, .05 m amplitude sinusoidal bars were constructed in the 
tank and set in a false bottom.  The barred test sections were 
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situated approximately mid-way between a hydraulically driven piston 
type wave generator, at one end of the tank, and a 1:10 slope wave 
absorbing beach at the other.   Water surface elevations were measured 
using standard parallel-wire resistance type wave gauges and wave 
reflection coefficients determined using the method of Goda and Suzuki 
(1976). 

Two pairs of gauges and a single gauge were used to make two types of 
measurement;  first, incident and transmitted wave conditions were 
measured with one gauge pair 5 m on the up-wave side of the bars and 
the second gauge pair 5 m on the down-wave side.   The remaining gauge 
was positioned midway along the test section.   The up-wave gauge pair 
thus gave information on wave reflection from the bars while the 
second gauge pair provided data on the transmitted wave heights and 
the amount of wave energy reflected from the beach.   In the second 
type of measurement two pairs of gauges were moved along the tank in 
such a way as to give surface elevation data every 0.25 m and to deter- 
mine how wave reflection varied throughout the tank, first from the 
barred test section and finally from the beach.   The remaining gauge 
was positioned at the end of the tank at the foot of the beach.   These 
experimental arrangements are illustrated in Fig 1, with further 
details given in Davies and Heathershaw (1983). 

WAVE GAUGES 

©@ © @© 

(not to scale) 

Figure 1   Position of gauges, in relation to barred test section 
(2 bars only), and wave absorbing beach, for two main types of 
measurements.  Typical values of the wave gauge spacing AL are 
also shown. 
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With the bar wavelength, L  , fixed at 1 m, incident surface wavelengths 
were varied over a range giving ,5<2k/JK2 .5, by varying the wave period 
in steps of .01 s.  Thus, good resolution in non-dimensional wave- 
number space 2k/£, of the order of .01, enabled detailed investigations 
to be made of the oscillatory nature of the wave reflection coefficient 
and of the main resonant interaction peak.   These tests were carried 
out using small amplitude monochromatic waves only.   For the results 
shown here, water depths were varied to give bar amplitude - water 
depth ratios, b/h, in the range .08<b/h<,40. 

1.0 - 

m«10 

0.8 - 
b/h-0.16 

0.6 - 

0.4 • 

0.2 - 

0 - 4 fw^wwv^x    , 

Figure 2a  The variation of wave reflection coefficient K with the 
ratio 2k/£ for m = 10 bars and for b/h - .16 (h « 31.3 cm)5  The 
broken and solid curves represent corrected and uncorrected theore- 
tical predictions respectively; corrected theoretical predictions 
assume a linear attenuation of incident wave amplitude across the bar 
patch and uncorrected predictions assume no attenuation. 

RESULTS 

For surface water wavelengths approximately twice the bar wavelength, 
strong resonant interactions were observed leading to large reflection 
coefficients (in some cases as large as K = .8) and to dramatic 
partially standing wave patterns on the up-wave side of the bars. 
On the down-wave side of the bars the standing wave pattern gives way 
to progressive waves leaving the test section and travelling towards 
the wave absorbing beach. 

Figure 2 shows the variation of wave reflection coefficient, K , with 
the wavenumber ratio 2k/£ for 10, 4 and 2 bars and bar amplitude/water 
depth quotients of b/h = .16 and .32, corresponding to depths of 
h = 31.3 cm and h = 15.6 cm respectively.   Also shown are the first 
order predictions from Davies (1980, 1982) both corrected and un- 
corrected for the effects of wave attenuation as the incident waves 
propagate over and are reflected by the bars.   A striking feature of 
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these results is the large resonant interaction peak at 2k/£ = 1, and 
the oscillatory nature of K in respect of 2k/£.   Figure 2a, for 
m = 10 bars, shows that the measured reflection coefficients follow the 

Figure 2b  The variation of wave reflection coefficient K with the 
ratio 2k/£ for m = 4 bars and for b/h = .32 (h = 15.6 cm).r  The 
broken and solid curves represent corrected and uncorrected theore- 
tical predictions respectively (see Fig 2a). 

1.0 -| 

0.8 - 
m=2 

b/h. 0.32 

0.6 - 

0.4- ilfl 
0.2 - 

0 - —r 

Figure 2c  Variation of the wave reflection coefficient K with the 
ratio 2k/& for m = 2 bars and b/h = .32 (h = 15.6 cm).   Tne broken 
and solid curves represent corrected and uncorrected theoretical 
predictions respectively (see Fig 2a). 
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trend of the theoretical curves closely throughout the resonant peak 
and on either side of it.   Similarly in Figures 2b and 2c for 
in = 4 and 2 bars the central resonant peaks are well reproduced. 
However, in these cases the level of the measured reflection co- 
efficient is in general above that predicted by the theory.   Davies 
and Heathershaw (1983) have shown that this is probably due to a small, 
though non-negligible, amount of wave energy (less than ^4%) being 
reflected from the wave absorbing beach at the far end of the tank. 

The solid curves in Figure 2 represent theoretical values calculated 
assuming no attenuation of the incident waves across the bar patch 
and, consequently, no proper energy balance.   The broken curves 
represent theoretical values calculated assuming a linear attenuation 
of the incident wave across the bars and giving the required energy 
balance.   Details of the energy balance procedure may be found in 
Davies (1980). 

m=l0 

b/h -0.14 

Cm) 

Figure 3a  The variation of measured reflection coefficient K over 
the barred test section and on either side of it for m = 10 bars and 
for b/h = .14 (h = 35.7 cm).   Broken and solid curves represent 
corrected and uncorrected theoretical predictions respectively.   The 
corrected theory assumes a linear decrease in incident wave amplitude 
across the bar patch. 

Figure 3 shows the results from 10 and 4 bars, of measurements of the 
reflection coefficient, K , at resonance, at different positions, x, 
along the tank and throughout the barred test section.   In particular 
it should be noted that K is a value calculated by the method of Goda 
and Suzuki (1976) and that this may only be expected to agree with 
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the K given by (1) well away from the bars on the up-wave side of the 
bar patch.  Measurements are shown for bar amplitude-water depth 
quotients b/h = .14 and .32, corresponding to water depths of 35.7 cm 
and 15.6 cm respectively.   The resonant wave period settings for these 
measurements were 1.28 s and 1.73 s. 

10-r 

1 ° 
-10 

-10 0 10    x    (ml 

Figure 3b  The variation of measured reflection coefficient K over 
the barred test section, and on either side of it for m = 4 bars and 
for b/h = .32 (h = 15.6 cm).   Broken and solid curves represent 
corrected and uncorrected theoretical predictions respectively.   The 
corrected theory assumes a linear decrease in incident wave amplitude 
across the bar patch. 

The measurements show good agreement with theoretical predictions 
throughout the barred test section although in general they under- 
estimate the theory on the up-wave side of the bars and overestimate 
it on the down-wave side.   The results in Figure 3 show that on the 
up-wave side of the bars the measured reflection coefficient is more 
or less constant and rises to a peak value within a few water depths 
of the bars before falling, linearly throughout the test section, to 
a value of the order of .05 or less, which is the reflection from the 
beach alone.   The increase in K towards the patch is believed to be 
due to viscous dissipation in the tank (see Davies and Heathershaw, 
1983). 

Figures 4a and 4b represent corresponding measurements of the 
amplitude of surface elevation throughout the barred test section and 
on either side of it for the conditions described above.   These wave 
envelope observations confirm the presence of a standing or partial 
standing wave between the bars and the wave generator and show how 
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this gives way to progressive waves leaving the test section and 
propagating towards the beach.   The results in Figures 4a and 4b show 
good agreement with the corrected theoretical curve (b), supporting 
the use of linear attenuation of incident wave amplitude across the 
bar patch.   Details of the theoretical predictions of surface 
elevation amplitudes, in the vicinity of the bar patch, are given in 
Davies and Heathershaw (1983). 

m=10, h = 35.7cm, S = 2.0cm, T = 1.28s 

-AA/WWWW 

Figure 4a  Surface elevation amplitudes measured throughout the 
barred test section and on either side of it for ra = 10 bars and 

b/h = .14 (h = 35.7 cm).   Curves (a) and (b) represent uncorrected 

and corrected theoretical predictions respectively.   The corrected 
theory assumes a linear decrease in incident wave amplitude across 

the bar patch. 

m=4, h = 15.6cm, S = 2.0cm, T= 1.73s 

®     © 

Figure 4b  Surface elevation amplitudes measured throughout the 
barred test section and on either side of it for m = 4 bars and 
b/h = .32 (h = 15.6 cm).   Curves (a) and (b) represent uncorrected 
and corrected theoretical predictions respectively.   The corrected 
theory assumes a linear decrease in incident wave amplitude across 
the bar patch. 
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Results illustrating the variation of the maximum possible value of 
K with the number of bars (m) and the bar amplitude-water depth 
quotient (b/h) are shown in Figure 5.   For each cases measurements of 
K were made over a range of 2k/£ values at or near resonance and the 
reflection coefficient values averaged.   Further details of these 
measurements and the averaging procedure are given in Davies and 
Heathershaw (1983).   It should be noted that the number of measure- 
ments of K at or near a resonant peak may not have been representative 
of the true variation in K and for this reason values of K in 
Figure 5 are shown as means with standard deviation error bars. 

Figure 5  Measured peak reflection coefficients for m = 1, 2, 
10 bars and for different values of b/h. 

4 and 

Results are shown in Figure 5 for m = 10, 4, 2 and 1 bars.   For 
10 and 4 bars (m = 10 and 4) measured reflection coefficients in 
general underestimate the theory which is shown uncorrected (solid 
curve) and corrected (broken curve) for the effects of wave attenuation 
across the bars.   For 2 and 1 bars (m = 2 and 1) the measurements tend 
to overestimate the theory and, as shown by Davies and Heathershaw 
(1983), since the measured bar reflection coefficient is equal to the 
actual bar reflection coefficient plus or minus the value for the beach 
(dependent upon phase) this result most probably indicates the in- 
creasing importance of beach reflections as the predicted value of the 
bar reflection coefficient decreases with a smaller number of bars. 
Despite these shortcomings the measurements are generally supportive of 
the main theoretical conclusion that the peak wave reflection co- 
efficient increases linearly with the number of bars (m) and as the 
water depth is decreased (b/h increased).   However, it should be noted 
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that strictly speaking, K is only expected to increase linearly with 
m a_t 2k/£ = 1 and that in most cases the peak values shown in Figure 5 
correspond to mean 2k/& values which are not exactly equal to 1 but 
which are in the range .9647 - 1.0171 with standard deviations of 
.0077 - .0538.   Further details of these results may be found in 
Davies and Heathershaw (1983). 

Following a suggestion of Davies (1980, 1982) some observations of 
sediment movement were also carried out in the wave tank. Davies 
suggested that as a result of the partial standing wave which forms 
up-wave from a reflecting bar systems, the pattern of wave orbital 
motions near the bed may lead to areas of preferential erosion and 
deposition of sediment. Potentially, at least, this provides a 
mechanism for bars to grow in the up-wave direction. 

To confirm this result, fine sand of about 235um mean diameter was 
sprinkled in a thin uniform layer throughout the barred test section 
(with 2 bars only) and for about 2-3 m on either side of it.   Small 
amplitude waves were started and the wave amplitude increased until 
sediment motion was initiated.   Sediment movement was then observed 
for a resonant wave reflection condition  (K = .34) and the evolution 
of ripple patches recorded.   On the up-wave side, ripple patches with 
a 1 m spacing were observed while down-wave a more or less continuous 
sheet of ripples developed.   Erosion, and ripple formation, was 
observed to occur beneath the nodes of surface elevation of the 
partially standing wave.   With increasing time, ripple heights were 
observed to grow on the up-wave side of each patch in such a way as to 
bring about an accumulation of material approximately mid-way between 
node and antinode and roughly in the position where bar crest formation 
would be expected to occur.   These results confirm that a potential 
bar-growth mechanism exists up-wave of the bars but not on the down- 
wave side. 

An example of the observed sediment distribution is shown in Figure 6. 
It should be noted that sediment accumulation at an antinode would not 
be expected in this case since the horizontal component of the wave 
induced current at this location is minimal and usually below the 
threshold of movement of all but the finest sediment.   As was observed 
in this study, sediment accumulation and the cessation of sediment 
transport, would be expected to occur at a point intermediate between 
the high velocities at the nodes and the low velocities at the anti- 
nodes.   This result may be contrasted with that of Nielsen (1979) who 
found that for fine sand (dso = 80um), sediment accumulation did occur 
beneath the antinode of a partially standing wave.    In this case sedi- 
ment movement was principally as suspended load whereas in this study 
material moved mainly as bedload or in a thin suspension layer due to 
vortex shedding from ripple crests. 

CONCLUSION 

In conclusion the results of these experiments have shown that signifi- 
cant and large amounts of wave energy may be reflected from submerged 
bar like structures and that these reflections are brought about by 
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resonant interactions between surface water waves and the bedforms, 
In particular, at resonance, incident surface water wavelengths are 
approximately twice the bedform wavelengths.   The results have 
implications not only in terms of wave reflection from naturally 
occurring bedforms, say bars on beaches, but also for sediment trans- 
port processes in general. 

Figure 6  Ripple patches with a 1 m spacing formed beneath a partial 
standing wave on the up-wave side of 2 x 1 m wavelength bars.   The 
bar amplitude is 5 cm and for these observations the water depth was 
h = 15.6 cm and the wave reflection coefficient was K = .34. 
Maximum ripple heights and wavelengths, in the ripple patches, were 
of the order 1.5 cm and 5.5 cm respectively. 
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THE EFFECT OF BED SLOPE ON WAVE CHARACTERISTICS 

by 
R.C. Nelson, Department of Transport and Construction, Australia 

1. INTRODUCTION 

In all wave theories used in engineering applications it is assumed 
that the profile of the bed is horizontal which results in a 
symmetrical wave shape and velocity field, so that, strictly 
speaking, they can be applied only to this condition. Nearshore 
bottom profiles are, however, seldom horizontal, and a wave moving 
over a shoaling slope has an asymmetrical profile which is 
associated with an asymmetrical velocity field within the wave 
which, in turn, directly influences the movement of bed sediment. 
As a matter of necessity, but within reason, engineers have ignored 
the influence of bed slope on the wave theory used. This course of 
action was justifiable on many counts, not the least of which was 
that inaccuracies associated with the theories used were far greater 
than any inaccuracies introduced by ignoring bed slope parameters. 
However, wave theories developed in recent years have become 
increasingly accurate and reliable so that it may now be necessary 
to take account of bed slope parameters in applying these wave 
theories before further improvements can be made in the techniques 
used to predict wave-induced sediment transport. 

2. AIMS AND OBJECTIVES 

This paper describes an experimental programme which assessed and 
quantified the influence of bed slope on the characteristics of non- 
breaking waves. The objective was to determine, for individual wave 
characteristics, the maximum slope up to which insignificant effects 
are induced and, for steeper slopes, to describe quantitatively the 
divergence from those results for a horizontal bed. The specific 
wave characteristics measured and compared for various slopes were: 
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wave profile (n versus t); 
wave celerity (and hence, by definition, wavelength); 
potential energy; 
ratio of crest time to wave period; 
ratio of trough time to wave period: 
ratio of crest height to wave height; 
ratio of trough depth to wave height; 
crest skewness; 
trough skewness; and 
ratio of asymmetrical wave slope to bed slope. 

The definitions of these characteristics are given in Figure 1. 
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WAVE PROFILE {n versus t) 

WAVE CELERITY!and hence, by clefinition;wave length) 

POTENTIAL ENERGY 

RATIO OF CREST TIME TO WAVE PERIOD (a + d/r 

RATIO OF TROUGH TIME TO WAVE PERIOD (b+ c)/T 

RATIO OF CREST HEIGHT TO WAVE HEIGHT nmax/{nmax+nmin) 

RATIO OF TROUGH DEPTH TO WAVE HEIGHT nmin/(nmax+nmin) 

CREST SKEWNESS d/fa + d) 

TROUGH SKEWNESS b/(b+c) 

RATIO OF WAVE SLOPE TO BED SLOPE | nmin l/b ton © 

Figure 1 : Definition Sketch 



EFFECT OF BED SLOPE 557 

3. PREVIOUS WORK 

Adeyemo (1968) investigated experimentally, for six bed slopes 
ranging from 1:4 to 1:18, the effects of bed slope on the ratio of 
crest height to wave height and various measures of crest skewness. 
The work covered a wide range of wave non- linearity using values of 
d/X between 0.08 to 0.26. Adeyemo demonstrated that crest skewness 
was greater on steeper bed slopes and that it increased as the wave 
moved into shallower water, being a maximum at the breaker point. 
He also found that for small values of d/X the ratio of crest height 
to wave height became progressively less on steeper slopes. 
Unfortunately, Adeyemo did not give any observed values of H/d at 
the points of measurement which limited severely the comparisons 
that can be made with other experimental studies and prevented the 
incorporation of the results into such studies. The work described 
in this report demonstrates, for example, that the ratio of crest 
height to wave height is also a function of the ratio of wave height 
to water depth. 

Adeyemo (1970) investigated experimentally the relationship between 
wave shape asymmentry and wave-induced velocities near the breaker 
zone. From the results of experiments using a fixed wave period of 
0.8 seconds, bed slopes of 1:9 and 1:18 and values of d/\ between 
0.0800 and 0.1245, he concluded that there are qualitative and 
quantitative relationships between the asymmetry of wave shape, 
caused by bed slope, and the asymmetry of the resulting velocity 
field. Indeed, his observed velocity profiles shown in his Figures 
3 and 4 for the two slopes tested demonstrate all the 
characteristics and trends shown on the observed wave shape profiles 
of Figure 4 in this paper. 

4. EXPERIMENTAL EQUIPMENT AND TECHNIQUE 

The basic apparatus used for the experimental programme was a 
glass-walled tilting flume with a test section 30m long, 0.99m deep 
and 0.75m wide. Tilting was effected by means of electrical drives 
about a central pivot point. The flume had a tilting slope range of 
between horizontal and 1:67. Other slope ranges could be obtained 
by building in fixed slopes with respect to the flume, and tilting 
these. The flume was fitted with a pneumatic, uniform wave 
generator. A mobile instrument carriage located on rails along the 
top of the flume was fitted with two parallel-wire, resistance wave 
transducers located centrally in the flume and 0.22m apart along the 
flume axis. 

The carriage also carried the associated electrical equipment 
together with a water level follower and two analogue chart 
recorders. The carriage instrumentation was in turn connected to a 
Hewlett Packard System 1000, model 31 computer with a 21MXE central 
processing unit, an RTE II operating system and a 2240A measuring 
and control processor. 
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All instrument calibration and data acquisition were performed 
on-line to the computer, the data being analysed immediately and 
then stored on disc file as well as printed out as a hard copy. 
Water level readings from each probe were logged every 30 
milliseconds. A sample comprised of a number of consecutive, 
individual readings acquired simultaneously at each probe during a 
time period of at least two wave periods. A test run comprised of a 
specified number of samples acquired simultaneously at each probe, 
the wave height, water depth and wave period being the same for each 
sample. 

It was possible to acquire any number of samples for any given test 
run but three was determined to be the optimum. This number was 
based on the results of pilot experiments in which no definite 
improvement in the standard deviation of the measured 
characteristics could be discerned for greater numbers of samples. 

The occurrence of any water level set-down or set-up at the wave 
transducers was automatically accounted for in the data acquisition 
system. 

Five slopes were used during the experimental programme, namely, 
0.0000, 0.0153, 0.0358, 0.0615 and 0.0991. The flume profiles are 
shown in Figure 2. The slopes were not tested in this order. The 
testing order was 0.0153, 0.0358, 0.0000, 0.0991 and 0.0515. The 
order was determined as the programme proceeded but was governed 
mainly by two factors: 

(i)   the ease with which the flume could be adapted to 
another slope, and 

(ii)   the desire to test extremes so that the intermediate 
slopes that should be tested could be determined. 

It was found that the experimental technique used precluded 
experimentation on slopes steeper than 0.100 because: 

(i)  wave reflection created significant secondary effects, 

(ii)   random ripples caused by wave-breaking and downrush 
created significant secondary effects, and 

(iii)   differences in depth between probes became significant. 

5. EXPERIMENTAL DESIGN 

Any dimensionless numbers used in the basic classification or 
grouping of data had to be free of theory-dependent parameters and 
preferably contain only those which could be measured directly. The 
only parameters capable of direct measurement at a point over a 
sloping bed, with a high degree of precision, are wave period (T), 
water depth (d) and wave height (H). Hence, use was made of the 
non-linearity parameter, Fc, after Swart (1978) and Swart and 
Loubser (1979). This is defined as; 
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Fc = (H/d)0.5 (Tc)2.5 

Tc = T (g/d)0.5 

One helpful property of Fc is that waves of equal Fc have 
approximately the same relative wave shape. It was decided, 
therefore, to establish a system of comparison based on the measured 
experimental values of H/d and Fc. 

Another problem to be solved was that a combination of test values 
T, d and H used on one slope would be physically impossible to 
reproduce exactly on each of the other slopes tested. The solution 
lay in the division of the H/d versus Fc plane into regions so that 
groups of resuts from identical regions could be compared. For this 
to be done two criteria would have to be satisfied. One of these 
was that the range of relative profile shape covered by each region 
should not be too large. The second, and more important criterion, 
was that the standard deviation of results obtained over any one 
region should not be too large, otherwise no significance could be 
attributed to differences between mean values obtained from various 
regions on different slopes. To determine the boundaries and size 
of these regions a pilot experiment was undertaken and the results 
investigated statistically. Regions were adopted which required 
between 4 and 6 test runs per region. The regions adopted are shown 
in Figure 3 together with the relationship between H/d, Fc and P the 
vocoidal wave profile parameter, which is a measure of relative wave 
shape after Swart (1978) and Swart and Loubser (1979). 

It will be noted later that in Tables 1, 2 and 3 experimental values 
of celerity have not been used on their own, but rather the ratio of 
observed celerity to that predicted by vocoidal theory. This is 
called the celerity ratio and is simply a device to reduce the 
standard deviation of celerity measurement over any one region. The 
experimental values of celerity on their own showed too great a 
variation. This device in no way makes the final objective (the 
influence of slope on wave celerity) dependent on any wave theory. 
Any wave theory could have been used providing its celerity 
estimates varied with respect to T, d and H in a manner similar to 
that in real situations on horizontal beds. Obviously the greater 
this similarity, the less would be the standard deviation. It is 
emphasized that it is this similarity of variation with T, d and H 
that is important here and not the accuracy of the absolute value of 
celerity predicted by the theory. However, if there was similarity 
in this respect also, the ratio should be close to 1.0 in each 
region for a horizontal bed. This was in fact so when vocoidal 
theory was used. 
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TABLE 1 

PERCENT VARIATION OF REGIONAL MEANS FROM HORIZONTAL BED RESULT WHERE 
A STATISTICALLY SIGNIFICANT VARIATION OCCURRED 

(a) Celerity Ratio 

Slope      0,0153      0,0358      0,0616  0,0991 

Region 1 -3 

Region 4 

Region 5     -3 -4 

Region 9 +4 

Region 10 

Region 15  _  

(b) Potential Energy Coefficient 

Slope      0,0153  0,0358  0,0616  0,0991 

Region 1     -2 

Region 4 

Region 5 

Region 9 -5 -5 

Region 10 

Region 1 5  ^        ^  

(c) Ratio of Crest Time to Wave Period 

Slope      0,0153      0,0358      0,0616      0,0991 

Region 1 

Region 4 

Region 5 

Region 9 

Region 10 

Region 15  

(d) Ratio of Trough Time to Wave Period 

Slope      0,0153 0,0358      0,0616 0,0991 

Region 1 

Region 4 

Region 5 

Region 9 -8 

Region 10 -6 -1 I 

Region 15   -7      -11 

+ 13 

12 +23 

13 +21 
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TABLE 1  (Cont'd) 

PERCENT VARIATION OF REGIONAL MEANS FROM HORIZONTAL BED RESULT WHERE 
A STATISTICALLY SIGNIFICANT VARIATION OCCURRED 

Slope 0, ,0153 0,0358 0. ,0616 0,0991 

Region 1 

Region 4 

Region 5 -6 

Region 9 -5 -11 

Region 10 -7 -13 

Region 15 -7 -12 

(f) Ratio of Tro ugh Depth to Wave Height 

0, ,0616 Slope 0, ,0153 0,0358 0,0991 

Region 1 

Region 4 

Region 5 + 11 

Region 9 +9 + 21 

Region 10 + 19 +34 

Region 

Crest £ 

15 + 21 +33 

(g) Skewne ss 

Slope 0. ,0153 0,0358 0 ,0616 0,0991 

Region 1 

Region 4 -10 -10 

Region 5 -7 

Region 9 -7 -14 -18 -25 

Region 10 -10 -18 -27 -32 

Region 15 -21 -37 -47 -49 

(h) Trough Skewnes; 

Slope 0. ,0153 0,0358 0 ,0616 0,0991 

Region 1 

Region 4 

Region 5 

Region 9 +33 +32 +24 

Region 10 +46 +43 +41 

Region 15 +63 +82 +80 +77 
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TABLE 2 

RANKING OF WAVE CHARACTERISTICS IN" RISING ORDER OF SLOPE INFLUENCE 

Rank Wave Characteristic 

Greatest 
Fc range Slope range observed 

affected   affected     regional 

variation 

(i)  Potential energy 

coe f f i c i ent and 

celerity ratio 

(ii)  Ratios of crest 

time to wave 

period and trough 
time to wave 

period 

(iii)  Ratios of crest 
height to wave 

height and trough 
depth to wave 
height 

(iv)  Crest and trough 
skewness 

No No 

consistent  consistent 
trend      trend 

>200 

>100 

>100 

>0,062 

5:0,062 

^0,015 

23% 

34% 

82% 
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TABLE 3 

RECOMMENDED FUNCTIONAL RELATIONSHIPS 

* denotes applicable to all tan 6< 0,100 

+ denotes that values may be in error by an amount 
approaching 10% for tan 6-K>,100 when Fc>500.  With 
this proviso the value shown is applicable to all 
tan 6^0,100 

// denotes that functional relationships should not be 
used for values of H/d <0,05 when Fc>200.  In 
general all values applicable to all tan 0£ 0,100 

Fc range 
+ 
Celerity ratio 

All Fc 1,00 

Fc range * tan a 
w 

All Fc 0,4 C tan 6 

Fc range 
* Potential energy 

coefficient 

Fc < 10 0,062 

10 < Fc < 100 0,061 

100 < Fc < 200 0,059 

200 < Fc < 500 0,062 - 0,019(S)0'56 

500 < Fc < 1 000 0,062 - 0,028(%0'56 

Fc > 1 000 0,062 - 0,036(4) °'k0 

a 
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TABLE 3 (Cont'd) 

RECOMMENDED FUNCTIONAL RELATIONSHIPS 

Fc range 
// Crest time 

T 

Fc < 10 0,50 

10 < Fc < 100 0,46 

100 < Fc < 200 0,47 - - 0.17(f) 

200 < Fc < 500 0,42 - - 0,20(f) + 0,70 tan 6 

- 0,20(f) + 0,90 tan 9 500 < Fc < 1 000 0,42 

Fc > 1 000 0,38 - - 0.20(f) + 2,70 tan 0 

Fc range # Trough time 
T 

Fc < 10 

10 < Fc < 100 

100 < Fc < 200 

200 < Fc < 500 

500 < Fc <  1 000 

Fc > I 000 

0,50 

0,54 

0,53 + 0,17(f) 
a 

0,58 + 0.20(f) - 0,70 tan 9 

0,58 + 0,20(f) - 0,90 tan 9 

0,62 + 0.20(f) - 2,70 tan 6 

Fc range // Crest .height 
H 

Fc < 10 

10 < Fc < 100 

100 < Fc < 200 

200 < Fc < 500 

500 < Fc < 1 000 

Fc > I 000 

0,50 

0,54 

0,53 + 0.26(f) 

0,60 + 0.27(f) - 0,90 tan 9 

0,63 + 0,25(f) - tan 9 

0,67 + 0.20(f) - 1,3 tan 9 
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TABLE 3 (Cont'd) 

RECOMMENDED FUNCTIONAL RELATIONSHIPS 

Fc range Trough depth 
H 

Fc < 10 

10 < Fc < 100 

100 < Fc < 200 

200 < Fc < 500 

500 < Fc < 1 000 

Fc > 1 000 

0,50 

0,46 

0,47 - 0,26(1*) 

0,40 - 0,27(|) + 0,90 tan 6 

0,37 - 0,25(5) + tan 6 
a 

0,33 - 0,20(^) + 1,3 tan 8 

Fc range "Crest skewness 

Fc < 10 0,50 

10 < Fc < 100 0,50 

100 < Fc < 200 0,50 - 0,40 tan 0 

200 < Fc < 500 0,50 - 0,71 (tan 6)0'85 

500 < Fc < 1 000 0,50 - 0,83 (tan 8)0'56 

Fc > 1 000 0,50 - 1,06 (tan O)0'1*5 

Fc range ^Trough skewness 

Fc < 10 

10 < Fc < 100 

100 < Fc < 200 

200 < Fc < 500 

500 < Fc < 1 000 

Fc > 1 000 

0,50 

0,50 + 

0,50 + 

0,50 + 

0,50 + 

0,50 + 

0 07 + 30 tan 6 
tan 6 

0 06 + 14 tan 8 
tan 0 

0 02 + 6,5 tan 8 
tan 8 

0 015 + 4,3 tan 8 
tan 6 

0,01 + 4,0 ta 
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6. EXPERIMENTAL RESULTS 

6.1 Coverage of Fc, H/d Field 

It was not possible to acquire useful data in all the regions shown 
in Figure 3. The regions for which useful data were acquired, and 
their relation to other regions, are shown in Figure 3. In general, 
the extent of the coverage achieved was limited by the following 
factors. 

(i)   Secondary wave effects (solitons) became significant 
at values of Fc greater than 2 000 

(ii)   The occurrence of solitons and/or random ripple 
effects became significant in regions 13, 19 and 20 

(iii)   Test runs in regions 11, 12, 17, 18 and 23 could not 
be obtained because of wave breaking 

(iv)   Test runs in regions 2, 3 6 and 7 were precluded 
because the necessary wave heights could not be 
achieved by the wave generator at smaller wave periods. 

The coverage obtained on the two extreme test slopes (0.0000 and 
0.0991) requires some additional discussion. Testing beyond Fc = 
1 000 was not possible on the 0.0991 slope, because of secondary 
effects caused by wave reflection and random ripples created by wave 
breaking and down-rush. Testing beyond Fc = 1 000 on the horizontal 
slope was also precluded because of the presence of solitons in the 
wave form. This was partly because when tests were done at small 
depths on the test surface, water depths at generation were less 
than those for other test slopes for which the flume was tilted to 
maximise the depth at the generator. Earlier preliminary testing 
had shown that solitons were less evident for greater depths at 
generation (see also Hulsbergen (1972) and Van Wyk (1975)). 

However, of greater importance was the fact that values of H/d 
greater than 0.55 could not be obtained over a horizontal bed due to 
wave instability and wave breaking. This was confirmed by using 
three different arrangements of the experimental equipment. 
Initially, testing on the horizontal slope was attempted using the 
test surface shown in Figure 2b with the flume in the horizontal 
position, but this failed to produce ratios of H/d greater than 0.50 
because of wave instability and wave breaking. This was conceivably 
due to the sharp change in bed slope at the top of the shoaling 
slope. Further testing on the horizontal bed was postponed until 
the arrangement of Figure 2a could be constructed with a smooth 
transition between the initial shoaling slope and the horizontal 
test surface. This arrangement had the added advantage of 
increasing the depth at generation. However, the same limitation on 
values of H/d remained but experimentation was continued and as 
large a coverage as possible was achieved. 
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When testing had been completed on all five test slopes a third 
attempt was made to achieve values of H/d greater than 0.55 over a 
horizontal bed using a modification of the flume profile shown in 
Figure 2d. A horizontal, symmetrical contraction to half the flume 
width was constructed over the top 5m of the shoaling slope, so that 
a horizontal bed, half the flume width, was available prior to the 
absorption beach. This increased the number of available 
combinations of T, d and H but the same phenomena of wave 
instability and wave breakup were observed. 

The value of H/d of 0.5 at which breaking of waves occurred over a 
horizontal bed was well below the values of 0.8 and greater obtained 
on beds with slopes as low as 0.0153. The experience of other 
researchers (see Nelson, 1980) tend to confirm this limiting value 
of H/d for horizontal beds, and leads to the conclusion that 
unbroken, regular waves with values of H/d exceeding 0.55 cannot 
exist on a horizontal bed. 

6.2 Statistical Significance and Magnitude of Slope Influence 

One objective of the project was to determine those slopes on which 
wave characteristics became significantly different from those of 
waves moving over horizontal beds. Unfortunately, for five of the 
eleven regions tested no data were obtainable for the horizontal 
bed. For three of these regions (8, 14 and 21) this was due to 
secondary wave effects. The limiting value of H/d of 0.55 accounted 
for the other two (15 and 22). The fact that values of H/d 0f 0.8 
were possible for these two regions on slopes as small as 0.0153, in 
itself indicates a significant slope effect. 

For the six remaining regions (1, 4, 5, 9, 10 and 15) a direct 
comparison of all four finite slope results with the horizontal bed 
results, was possible for all measured wave characteristics. A 
statistical test of significance at the 5 per cent level was made to 
determine which slopes produced results which varied significantly 
from those obtained on the horizontal bed. Table 1 shows the 
percentage variations of regional means from the horizontal-bed 
result where a statistically significant variation occurred. All 
tables show that with respect to the combined considerations of 
magnitude of variation, range of slopes responsible and Fc range 
affected, the ranking in Table 2, in rising order of slope 
influence, applies. 

The only parameter which was treated differently was the ratio of 
asymmetrical wave slope to bed slope. The reason for a different 
treatment is that it was difficult to read off (define) the 
asymmetrical wave slope when (i) the wave height to water depth 
ratio H/d was less than 0.2, and (ii) the non-linearity parameter Fc 
was less than 200. Sometimes the asymmetrical slope could be 
interpreted in more than one way. Such results were also 
neglected. Therefore the regional mean data were lumped together in 
two different ways rather than interpreting them separately, namely, 
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(i)   by grouping the wave profile data for all regions 
together for any slope; and 

(ii)   by grouping all wave profile data for the same region 
(all slopes) together. 

These results indicate that the overall mean of (C tan 9/tan<*u  ) 
has a value of about 2.50 with a standard deviation of 0.25. This 
implies that the 95 per cent confidence band would extend from about 
2.0 to 3.0 with a best estimate of 2.50. No subgroup (population 
comprising the results of a given slope or region) had a mean result 
which differed significantly at the 95 per cent level from this 
overall mean result. 

5.3 Recommended Values of Wave Characteristics 

For the range of slopes tested, all the experimental data were used 
to derive empirical relationships for wave characteristics. These 
are shown in Table 3. Due cognizance must be given to the remarks 
shown in the table when using these relationships. 

The tables apply to bed slopes of less than 0.100. They show that 
wave characteristics can be functions of Fc, H/d and tan 8. This is 
so for the ratios of crest time to wave period, trough time to wave 
period, crest height to wave height and trough depth to wave 
height. The observation that for shallower water, the ratio of 
crest height to wave height becomes progressively less on steeper 
slopes agrees with the findings of Adeyemo (1970). 

Crest and trough skewness are shown to depend only on Fc and tan 9. 
The results indicate that there may be some dependence on H/d but 
that it is either very small, or the data are inconclusive and 
conflicting. 

For all practical purposes the potential energy coefficient is a 
function of only Fc and H/d on slopes less than 0.100, and the 
celerity ratio is independent of all three parameters. Since the 
celerity ratio used was that of experimentally measured values to 
those predicted by the vocoidal wave theory, the results tend to 
enhance the practicability of applying the vocoidal theory to a wide 
range of slopes for the purpose of celerity and wave length 
determinations. 

The asymmetrical wave slope depends on the bed slope and the wave 
celerity and can be used in conjunction with the skewness parameters 
to reconstruct the wave profile schematically. 

5.4 Typical Observed Wave Profiles 

To assist the reader to appreciate the progressive influence of bed 
slope on wave profile some typical observed profiles are shown for 
region 15 in Figure 4. 
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7. CONCLUSIONS AND RECOMMENDATIONS 

Experiments on the influence of bed slope on some parameters 
associated with unbroken regular waves lead to the following 
findings: 

(i)   It is doubtful whether unbroken, regular waves on a 
horizontal bed with wave height-to-water depth ratios 
exceeding 0.55, can ever exist. Bed slopes as low as 
0.015 influence the wave mechanics sufficiently to 
increase this ratio to greater than 0.80. Therefore, 
the characteristics of waves near breaking on a gentle 
slope cannot be assumed to be the same as those on a 
horizontal bed. 

(ii)   The effect of bed slopes of less than, or equal to, 
0.100 on potential energy and wave celerity is minimal 
and, for all practical purposes, can be ignored. 

(iii)   Bed slopes greater than or equal to 0.062 can 
significantly influence the ratios of crest height to 
wave height, trough depth to wave height, crest time 
to wave period and trough time to wave period. These 
modifications of profile shape will create a 
redistribution of potential bed particle transport 
because of consequent changes in the positive and 
negative wave-induced bed velocities. 

(iv)   The greatest influence of bed slope is on crest and 
trough skewness and the asymmetrical wave slope and 
becomes significant on bed slopes as low as 0.015. 
These resulting asymmetries of wave profile will 
result in an asymmetry of the velocity field within 
the wave, which will have a direct influence on 
potential bed-particle transport. 

(v)   Functional relationships relate bed slope and wave 
characteristics and these are as shown in Table 3. 
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SENSITIVITY OF PARAMETERS AND APPROXIMATIONS IN 
MODELS OF TIDAL PROPAGATION AND CIRCULATION 

*by * 
Jan J. Leendertse and Shiao-Kung Liu 

Introduction 

In the last ten years a system has been designed for the two-dimen- 
sional simulation of the hydrodynamics and water quality in well-mixed 
estuaries, coastal seas, harbors, and inland waters.  The system called 
SIMSYS2D or WAQUA, can simulate the hydrodynamics in complicated geo- 
graphical areas, and the model can determine the land/water boundary 
during simulation [1].  The system accounts for the sources of dis- 
charges, tidal flats, islands or dams, and time-varying or time-in- 
varying flow restrictions such as generated by openings in dams, sluices, 
or storm-surge barriers.  In the SIMSYS2D system numerous finite differ- 
ence approximations of the vertically integrated hydrodynamic equations 
and their boundary conditions are available to the investigator, 

A large number of models and model experiments with two-dimensional 
models have been described in the literature.  In many instances, 
authors have emphasized the advantages of the particular approximations 
they were using in their model and sometimes made comparisons with other 
approximations by use of hypothetical geographical areas.  Generally, no 
comparisons are given of different computation methods applied to actual 
estuaries. 

Currently, no comprehensive overview of the comparative importance 
of the approximations of the terms of the hydrodynamic equations based 
on experiments of typical estuaries, is available. Nor has a practical 
assessment been made on the comparative importance of timestep size, 
grid size, depth accuracy, roughness estimates, and approximation of the 
closure term by viscosity or other expressions. 

To obtain an insight into the relative importance of computational 
and systems parameters, a large number of experiments were made with 
models of the Eastern Scheldt using the SIMSYS2D system in many of its 
modes.  Some of the more important results of this extensive analysis 
will be presented in this paper. 

Method of Analysis 

The Eastern Scheldt model, used for most of the experiments, had a 
grid size of 800 m. For a few experiments a model with a grid size of 
400 m was used (Fig. 1). 

A periodic tide was taken at the boundary of the model.  The ampli- 
tude and phase relation of the boundary points to a fixed observation 
station near the location of the boundary was determined by means of 
cross-spectral analysis from a 5% day simulation of a model with a grid 
size of 800 m, which included the coastal region outside the estuary and 
the estuary itself [2]. 

ft 
The Rand Corporation, Santa Monica, California 
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After determination of a yearly averaged tide from observations at 
the fixed station, amplitudes and phases of every boundary point could be 
calculated from the amplitude and phase relations for the M , M, , and M 
tidal component. 

Simulations, as long as 15 tidal cycles, indicated that a quasi- 
steady state condition was never obtained.  The tidal residual currents 
computed as low-passed filtered Eulerian transports did slowly fluctu- 
ate.  Mean water levels computed by the same low-pass filter (tidal 
eliminator) also showed some fluctuation.  In addition, the computation 
appears to contain noise in a few areas due to the large grid size and 
the discrete changes in area's size when tidal flats and sandbars become 
dry or flood. 

Consequently, comparisons of tidal wave propagation and amplification 
by means of a Fourier analysis of the computed records at stations along 
the periphery of the estuary were difficult to make.  A much better 
approach appeared to be optimal estimation of amplitude and phase rela- 
tionships between pairs of stations by cross-spectral analysis.  In ad- 
dition to the amplitude and phase relations, data about the confidence 
of the linear estimate could be computed. 

Simulations of 5% days were made and as at least one day is required 
for dissipation of the starting transient, 100 hours of the simulation 
was available for analysis.  The 100 hours is a short series for cross- 
spectral analysis as only eight cycles of the primary tide are available, 
nevertheless, a very high coherency was always obtained for this fre- 
quency.  This was not the case for the quarter- and sixth-diurnal tides. 
These appeared to be influenced by leakage from the very strong semi- 
diurnal tidal component. 

To alleviate that problem, band pass filters, as described by Godin 
[3], were applied to the computed time series which eliminated the semi- 
diurnal tide but retained the quarter-diurnal or the sixth-diurnal tide. 
Subsequently, cross-spectral analyses were made on pairs of the resulting 
time series.  The analyses were made of the records of adjacent stations 
on a line along the estuary as shown in Fig. 1. 

To investigate the effect of the method of approximation of the fi- 
nite difference equations or the sensitivity of certain parameters on 
residual circulation, (Eulerian residual transport) the mass transport 
rates through certain cross-sections were filtered with a low pass filter. 
Also, the mass transport rate at each section with a dimension of the grid 
size of Ax was computed and filtered with a boxcar filter with the length 
of the tidal period. Alternately, the filtering, was done with a low pass 
filter which completely eliminated components in the tidal frequencies. 
Subsequently, the vector plots of the residual transport fields could 
be prepared. 

Effects of the Main System Parameters 

In this study an alternating direction implicit scheme is used to 
solve the set of partial differential equations which represent the two- 
dimensional equations representing the two-dimensional flow [4],  For 
the analyses of the effects of modifications of the main system para- 
meters a higher order finite difference approximation in space was used 
as the base case.  This representation was first used by Arakawa and 
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Fig. l--Model area used for the experiments (dashed line indicates line 
of stations used for determination of amplification and phase lags) 

has a second order accuracy in time [4].  The bottom stress terms in the 
semi-momentum equations were computed in a conventional manner using a 
Chezy value.  The Chezy values were computed every half-hour from the 
transport depth from the bottom roughness expressed with a Manning's n 
coefficient. 

In an earlier study it was indicated that the finite difference meth- 
ods cause dispersion and amplification of a propagating tidal wave 
compared to solutions of the differential equations.  These effects can 
be expressed with the complex amplification factor [5].  The dispersion 
and amplification is a function of the timestep, the grid size, and of 
the period of the wave. The base case was a simulation with the model 
which was already adjusted. 

For the study of the effects of the main system parameters, five sim- 
ulations were made, each one was a variation of the base case. We inves- 
tigated a 10% decrease in Manning's n, a 5% increase in depth, a 50% in- 
crease in the multiplier (a) of the advection term, a doubling of the 
momentum diffusion and a reduction of 50% of the timestep (Fig. 2). 

In the base case, we used for the momentum diffusion a value of 
15 m2/sec, a = 1 and a timestep of 2.5 min.- To show the effect of the 
parameter modifications the time lag between a boundary station (Oost- 
kapelle) and an inland station (Razernijpolder) was computed for several 
components.  The confidence intervals shown in this figure are for the 
analysis of the last two stations on the line.  It will be noted that 
the confidence interval for the sixth-diurnal tide is much larger than 
for the semidiurnal tide.  In the figure the results of an analysis of 
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Tig. 2—Amplification versus phase lag for the relation between a station 
near the boundary (Oostkapelle) and an inland station (Razerntjpolder) 
(a) semidiurnal tide (b) sixth-diurnal tide 
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field data is also shown.  The spectral densities of the observed 
records in the main tidal frequency bands was nearly the same as for the 
boundary conditions used in the experiments. 

Even though the use of a multiplier for the advection is commonly 
used in one-dimensional computations to account for the non-linear velo- 
city distributions over the vertical, this multiplier is not used much 
for two-dimensional models. 

From the results shown here it can be inferred that use of this co- 
efficient does not seem effective as increasing n will give similar 
effects as increasing a. 

Adjustment of parameters other than the timestep appears to be inef- 
fective in obtaining better results.  This conclusion can also be 
reached by a careful analysis of the behavior of the complex propagation 
factor.  Only when the timestep is reduced does the amplification and 
phase lag approach the observed amplification in lag.  A good agreement 
of all tidal components including the overtides could be obtained by 
reducing the grid size from 800 m to 400 m.  Figure 3 shows the compari- 
son between the observed and the computed tide at the inland station for 
4 September 1975. 

Fig. 3—Comparison of computed and observed water levels at an inland 
station (^00 m grid model) 
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Choice of Advection Approximation 

The approximation used for the advection terms in the momentum equa- 
tions influences the tidal amplification and the transfer of energy of 
the primary tides to overtides. 

Simulations were made with different advection terms.  It appeared 
that the most simple advection term was the most effective in 
transferring energy from the semidiurnal tides to  other tidal frequencies 
as can be seen from the amplification and phase lag plot (Fig. 4).  The 
amplification and phase of other tidal components was not influenced much 
by the choice of the approximation.  The choice of the approximation 
influences the residual circulations to a certain extent, but it did not 
change the general pattern.  Omission of the advection terms reduces the 
computed residual circulations and one can conclude that advection is the 
primary mechanism generating residual circulations. A comparison of the 
computed residual circulation with and without the advection term is pre- 
sented in Fig. 5. 

^„RK)*K[".K* 
- 2Vyui)

> + v**v<Ui) 

,1   53  LEEN0ERT5 

••msuh'ii m seuf" 

LAG   IN HOURS 

Fig. ^--Amplification versus phase lag of the semidiurnal tide for the 
relation between a station near the boundary (Oostkapelle) and 
an inland station (Razernijpolder) for computations with different 
advection term approximations 
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Fig. 5--Computed Eulerian residual transports for a computation with 
and without the advection terms 
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Bottom Stress Approximation 

In tidal computations the bottom stress is generally taken as a 
function of the squared velocity and of the inverse of the depth and the 
squared Chezy coefficient. 

In the design of a finite difference model the modeler has the option 
to compute the bottom stress term on the lower time level or make an ex- 
pression which is central in time.  Comparison of simulations with these 
options indicated that for practical purposes the same results are ob- 
tained.  Nevertheless, the expression which is central in time is to be 
preferred when tidal flats and wind effects are simulated.  Otherwise, 
a strong wind will accelerate water with a very limited depth which has 
just started to participate in the computational field due to flooding, 
to unrealistic high velocities because the bottom friction is zero. 

The bottom stress can also be expressed as a function of the root of 
the local subgrid scale energy, the local velocity and a length scale. 
The local subgrid scale energy is computed as a constituent in the mass 
transport model.  The energy is generated by the bottom stress and this 
generation is taken exactly the energy loss in the momentum equations. 
Its decay is taken as a function of the 3/2 power of the local energy 
Intensity.  The mixing length was assumed to be a fraction of the depth. 
By making these computations one has a two-dimensional model with a 
simple turbulence closure.  Comparison of a simulation made with this 
closure model and a simulation with the bottom stress computed directly 
from the velocities reveal only minor differences as shown in Fig. 6. 

Fig. 6—Comparison of water levels at an inland station computed with a 
simple turbulence closure model (••••) and computed by use of a 
stress term which is a function of the squared velocity ( ) 
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Conclusions 

From the experiments with an estuary model and from analytical consi- 
derations it can be concluded that a high resolution in time and space is 
required to obtain a good agreement between model and prototype.  Adjust- 
ments of depth, viscosity or bottom roughness cannot compensate for 
insufficient resolution. 

The advection terms cannot be omitted from the model as otherwise the 
tidal residual circulations are not properly computed.  A simple express- 
ion for the advection terms appears to be the most effective in trans- 
ferring tidal energy from the main tidal frequency to the overtides. 

The use of a simple turbulence closure model appears to give virtually 
the same results as a computation with the bottom stress computed in a 
conventional manner. 
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A NEW TWO DIMENSIONAL TIDAL MODELLING SYSTEM 

J.P. BENQUE'1 , M.I. CHENIN^2\ A. HAUGUEL^3\ 
(2) 

S. SCHWARTZv '     A.M. ASCE 

ABSTRACT 

A new method for numerical simulation of tidal currents 
is presented. Based on a technique involving the 
splitting of operators,  it allows an accurate 
calculation of momentum advection, and wave propagation 
for large Courant numbers.  It also provides a 
satisfactory treatment of tidal flat uncovering and 
flooding, and permits the use of a curvilinear 
computational grid. The generation method for such grids 
is presented here,  followed by an engineering 
application on cartesian grid. 

1.   INTRODUCTION 

Mathematical modelling of coastal shallow water areas where 
currents are influenced by tide and wind became a common engineering 
practice during the 1970's. Corresponding techniques are still 
developing and improving not only because faster and bigger computers 
are available, but, more importantly, because greater emphasis is being 
given to the environmental aspects of engineering works. To design the 
facilities themselves free surface elevation and global discharges are 
usually sufficient, and a fairly coarse modelling is satisfactory. 
However, the study of the impact that such works have on the 
environment asks for more refined models, in particular for a reliable 
simulation of currents. 

(1) Head of the LNH-EDF, Chatou, France. 
(2) Engineer, Dept. of Applied Mathematics, Sogreah, Grenoble, France. 
(3) Head of the Research Division, LNH-EDF, Chatou, France. 
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In order to satisfy these requirements the Laboratoire National 
d'Hydraulique (LNH-Electricite de France), Chatou, and Sogreah, 
Grenoble, France developed jointly a new method of numerical simulation 
of tidal currents and a new modelling system called CYTHERE ES 1. A 
schematic diagram of the system, as used at Sogreah, is shown in 
Fig. 1. 

This system was evolved for simulation of currents and 
consequently great care was taken to avoid three main drawbacks 
inherent in many programs developed in the 1970's, namely: numerical 
spurious damping and dispersion, inaccuracies and "polarisation" of 
velocity fields in AD I (alternating direction implicit method) for 
greater computational time steps, and inadequate simulation of 
uncovering tidal flats during ebb flow. Another difficulty is the 
choice between finite difference and finite element algorithms, the 
former being more economical, the latter representing the topography 
more accurately; an intermediate solution was chosen. 

2.   EQUATIONS 

Nearly all industrially applied modelling systems use finite 
difference (FDM) discretisation of equations. Although finite elements 
(FEM) are often mentioned in technical literature, their application to 
the tidal flow equations is not common because it is expensive. 

Indeed, they are no more suitable than FDM where hyperbolic 
equations are concerned and they lead to much higher computational 
costs. Their advantage as compared to FDM is that they give a much 
better fit with topographically complicated boundaries which are 
represented by stair-like steps in FDM. In order to minimise this 
disadvantage while using the more economical finite difference method, 
CYTHERE ES 1 can use an orthogonal curvilinear computational grid which 
improves boundary and current simulation in narrow estuaries and bays. 
The choice of an arbitrary (non-orthogonal) curvilinear system of 
coordinates was discarded because of the inaccuracies which such a 
transformation of equations would have introduced. Equations of tidal 
flow are written for an orthogonal curvilinear coordinate system by 
including projection parameters and metric coefficients. This allows 
the use of CYTHERE ES 1 in Cartesian coordinates as a special case of 
orthogonal curvilinear coordinates. In order to render the system 
efficient a preprocessor which generates a boundary fitted orthogonal 
curvilinear grid was developed. Its main principles are described later 
in this paper. 
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The two-dimensional tidal flow equations written for an orthogonal 
system of curvilinear coordinates (e*,/5) are: 

+ U grad ~ + ~  divU + gh gradZ 

dZ 
dt 

+ divU 

-2fiAU: -div(KgradU) = 0 (1) 

= 0 (2) 

VI 

Where: 

U    = (U,V) = unit width discharge vector through depth h; 
Z    = free surface elevation; 
T ,T = bottom friction and wind stresses, respectively; 
B  o 
2fiAU = Coriolis term, S2 being the earth's rotation speed; 
K, p     =  horizontal momentum diffusivity, water density. 

As mentioned in previous publication [lj, it is useful to give a 
physical interpretation to the six groups of terms of Eqs. (1) and (2) 
as follows: 

I. Local flow acceleration, 

II. Momentum transport by advection, 

III. Mass conservation and momentum transfer by propagation, 

IV,V. Momentum sources or sinks due to Coriolis force, surface 
wind stress and bed friction, 

VI.   Horizontal diffusion of momentum. 

The three dependent variables of Eqs. (1),(2) are: 
U(a,/3,t), V( or , /J ,t) and Z(a , /} ,t). 

3. FRACTIONAL STEP ALGORITHM 

A qualitative examination of Eqs. (1) and (2) shows that they 
represent three physical processes with distinctive features and for 
which numerical approximations present different kinds of difficulties: 

(i)   momentum advection, groups I and II, 
(ii)  momentum diffusion, groups I, V and VI, 
(iii) propagation, groups I,III and IV. 
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The algorithm used in CYTHERE ES 1 is based on the recognition of 
three physical phenomena and proceeds as follows. Suppose that the 
state of the model is known at time nAt (Z , U , V ) known at all 
points)» the new state at time (n+1)At is computed by the successive 
resolutions of the advection, diffusion and propagation operators. Each 
step is solved by a different numerical method so as to increase the 
accuracy and economy of the solution. 

3.1  First step - Advection 

The finite difference discretisation of advective terms in flow 
equations is the most important source of spurious damping and 
dispersion, both due to discretisation errors. To avoid this, 
space-centered finite differences are used such as: 

du  _, ul+l».1 - ui-l,.i    ;   du „. ui,.j+l - ui,.j-l (3) 
ax -     2Ax ay ~     2Ay 

Where: 

(x,y)   = horizontal coordinate axes, 

u(x,y,t) - flow velocity in x-direction, 

(i»j)   = indices of computational points in x- and y- directions 
respectively, 

(Ax,Ay)= space computational steps in x- and y- directions 
respectively. 

Approximation equation (3) is of 2  order if Ax = const, 
Ay = const. Numerical damping due to this approximation is negligible 
but dispersion is important and hampers the results so much that higher 
order approximations (4th order) are sought. The results are apparently 
more satisfactory, but this approach was not followed by the authors, 
who think that the high accuracy may often be misleading. Indeed, if 
the computational grid is not uniform (Ax,Ay variable) the order of 
approximation decreases. More importantly a higher order of 
approximation is theoretically better when assuming that Ax, Ay are 
small. Typically these intervals vary between 100 m and 1000 m. For a 
computational grid with Ax = 200 m Eq.  (3)  approximates  the 
derivative with a difference of two velocities at points which are 
400 meters apart! Fourth order approximation would involve 5 points 
distributed over a distance of 1000 m. In such a situation, the higher 
order approximation has the effect of smoothing and spreading out the 
differences through interpolation polynomials and local variations of 
advective currents cannot be accurately computed. 
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For the above reasons advective terms in the modelling system 
presented here were treated by the method of characteristics.based on 
the principle derived by Holly and Preissmann [4j. During the advection 
step the following system of equations is solved between the time n At 
and an intermediate time notation n+1/3: 

n+1/3 

At 

Where: 

-!*  1H + _£ 3u. = 0 
eada      e/} 3/5 

n+1/3 

At 
_a dv  _J3 dv _ „ 
eada      &     3/3 

(4) 

(u,v) velocity components along x- and y- axes of 
cartesian coordinate system, 

projections of the velocity vector on the a-  and /}- 
axes of curvilinear co-ordinate system, 

+ <&> 

= metric coefficients such that 

1/2 

The solution u 

da' 

n+1/3 

O 
n+1/3 

1/2 
(5) 

of Eq(4) is obtained by the method of 
characteristics in two dimensions as described in [l] . Although the 
computations are made at specified intervals, the method described 
in [4] enables  numerical damping and dispersion to be almost 

., ,  _    .      ,. . .    n+1/3   n+1/3 
completely avoided. Once intermediate velocities u    , v     are 
c       J.C   11     ....•   i   -^     ... J.  t      TTn+l/3  ,n n+1/3 found for all computational points, unit discharges U     = h u    , 
n+1/3   ,n  n+1/3     ,       _ A V     = n v     can be computed. 

3.2  Second step - Diffusion 

Diffusion step equations are solved between two intermediate time 
notations n+1/3 and n+2/3 in terms of unit discharges. 

yn+2/3 __ yn+1/3    l 

vn+2/3 _ yn+l/3    x 

At 

da 
(K *!l+if^J -) + (K a/3 v" a/s y 

da da  e ' df,   ^  5/5 e> FU 

(6) 

(7) 

Where F is the Coriolis acceleration parameter. Eqs.(6) and (7) are 
well-known parabolic equations. Their numerical solutions are accurate 
even with crude methods, so an ADI approach based on a fully implicit 
finite difference scheme is used for this step in CYTHERE ES 1. It 

gives new values (U,V)     at all computational points. 
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3.3 Third step - Propagation 

This step is a crucial one because of the computer time it 
requires and also because of the numerical inaccuracies generated when 
economy in computer time is sought by using inadequate methods. 
"Polarisation" of velocity fields when using Alternating Directions 
(ADI) methods was described firstly in [3] then in [l]. Let us define 
Courant number Cr as: 

Cr = At vs VS i 
(8) 

At = computational time step, 
h = local flow depth, 
g = acceleration due to gravity. 

Nearly all industrial programs use implicit finite difference schemes 
which enable Cr values of greater than 1 to be used, whereas explicit 
schemes are numerically unstable in these conditions. Since the fully 
implicit methods lead to excessive computational times, the ADI 
implicit methods are widely used. These methods, however, may give 
completely wrong results for Courant numbers greater than 5 to 10. 
Indeed the velocity fields become "polarized" along either x- and 
y- axes when the time step At  corresponds to Cr greater than 5. This 
phenomenon is described in reference [l] and examples of obviously 
absurd results obtained with the ADI method for higher Cr values are 
given. Moreover the ADI method cannot correctly compute velocity fields 
along and a-cross channels which are not parallel to the x- or y- axis, 
as has been shown in [6] . For these reasons a more efficient and 
accurate algorithm was used by the authors. 

Working equations for the propagation step are: 

zn+1 - zn 1 
At e  e „ a    f, 

n+1 _ n+2/3 
a             a 

At ~  S 

At ~  & 

Where: 

£<u«y +ipiya> 

i_ az    j£ dz 
e. da     h    dt c* h2   + p     Sa 

1    3Z*_ldZ VU« 
 ^T    T ~      -      0      T-T 

d/S      h    dt       B    C* hz 
1     T, S/S 

(9) 

(10) 

(11) 

Chezy coefficient, 

IN   =o^ + 91/2. 
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Lack of space does not allow the authors to give details of the 
discretisation, the main principles of which can be found in \_l]. 
Essentially, right hand terms of Eqs (9) to (11) are written under 
implicit formulation such as: 

£hdZ=£_ 
&„ da      e„ 

n+1  ,„ n+1        n  , r 
9h   (f%   + (l-O)h  (f^) 

da da 
(12) 

Then, from Eqs. (10) and (11) expressions for increments AU, AV during 
one time step At, as functions of known values and Z   are extracted, 

(Note: AU = Un  - U    , etc). These increments are substituted into 
Eq (9) which, discretised, becomes an algebraic system of equations for 

the Z    , (k = 1, 2, ..., m), where m is the number of computational 
points in the model. 

This final system of equations is solved by an iterative method 
which is based upon the conjugate gradient method and is, with the 
method of characteristics used for the advection step, of crucial 
importance in the algorithm. Indeed, nowadays models of tidal areas can 
contain anywhere between 2000 and 8000 computational points; this 
effectively prohibits matrix inversion. Explicit formulation would lead 
to excessively small time steps. The ADI methods may give, as mentioned 
above, misleading results even when the time step is physically 
reasonable, hence the use of a special development of the conjugate 
gradient method (iteration through alternating direction operator with 
coordinator) described in [5j. 

The iteration procedure permits the use of high Courant numbers 
(20 and more) without loss of accuracy even when simulating channels 
angled at 45° to the coordinate axes. It should be stressed that with 
efficient programming one iteration needs less computer time than 
resolution of the propagation step by the explicit method. 

4.   ORTHOGONAL CURVILINEAR GRID GENERATION 

The generation of curvilinear computational grid is semi-automatic 
in the CYTHERE ES 1 system at the preprocessor level (see Fig. 1). The 
details of the. method, developed by Sogreah, are given elsewhere [2j, 
only the main features are followed here. 

The mathematical tool used to generate the orthogonal curvilinear 
grid is the conformal transformation. It is assumed that for a given 
domain D, D being a coastal zone or an estuary for example, which 
satisfies a number of conditions, there is a conformal transformation f 
which associates a rectilinear domain D' to D (a rectilinear domain is 
defined as a domain bounded by straight lines intersecting at right 
angles). 
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Fig. Simplified domain D 
for the English Channel 

Fig. 2b A priori shape 
of domain D' 

Fig. 3a Final shape 
of D' with 
cartesian grid 

Fig. 3b Orthogonal Curvilinear 
grid in D 
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Using complex notations, to any point Z = x + iy in D, f 
associates a point T= f(Z) =a+  i/S in D'. The function f is analytic, 
hence a and /i form a conjugate harmonic pair Aa= 0, A/5= 0 and they 
satisfy the Cauchy-Riemann equations: 

M = M §2 = _ il <13> 
dx dy dy dx 

which implies that lines of constant <x  are orthogonal to lines of 
constant /5 . These conditions must hold true on the boundaries which 
are formed of segments on which either a or ft  is constant. 

This method is applied to jagged coastlines or estuaries. In a 
first approach, the real topography of the domain is approximated by a 
simplified contour which represents only the most characteristic 
features. The size of the features to be taken into account for the 
model depends, of course, on the scale of the phenomenon to be 
modelled. The physical domain is thereby schematised into a simplified 
domain D (e.g. Fig. 2a). 

The domain D must satisfy a number of conditions. It must be 

simply connected in the (x,y) plane, i.e. its boundary is a continuous 

line and D does not contain holes. Next, its boundary T  has to be 

composed of an even number of curved segments F, intersecting at right 

angles, T = UT.. Hence, the transformed domain D' will be delimited by 

a contour F' = UT'., T1. being the image of T ., so that all straight 

segments T ' . and F ' , intersect at right angles, since the conformal 

transformation keeps the values of angles. Using this property, the 

contour F' can be drawn a priori, simply by turning at the end of each 

r1, of an angle equal to the angle between T.   and F   . 

Thus, the domain D' is defined in a (a, /5) plane where the a-  axis 
is parallel to horizontal segments and the/J- axis parallel to vertical 
ones. The direction of axes is chosen according to the contour 
orientation (see Fig. 2b). 

The conformal mapping f is then computed numerically, with the 
help of a finite element method by solving a Laplacian equation with a 
Neumann boundary condition given on the contour T, and the final shape 
of D', i.e. the length of each T1.   is determined, as explained in 

hape 

[2]- 

In the second stage a Cartesian grid is built inside the 
transformed rectilinear domain D' parallel to the a and /J axes, the 
spacing between vertical and horizontal lines need not to b£ constant 
(Fig. 3a) . Using the inverse conformal transformation f  , this 
Cartesian grid will be mapped into an orthogonal curvilinear grid 
inside D (see Fig. 3b) since the property of orthogonality is 
conserved. 
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Numerical computation of f  uses the same finite element program 
as for f, for the simultanous resolution of four Laplacian equations 
with Dirichlet boundary conditions. Finally projection parameters and 
metric coefficients e , e„ of Eq. (5) are computed automatically. 

The spacing between Cartesian grid lines in D1 has been chosen to 
suit the desired spacing in the curvilinear grid, however the packing 
of the curvilinear grid lines obtained may be slightly different from 
that expected. It is not possible to add lines after the resolution of 
the second stage computations unless the process is reiterated from a 
new Cartesian grid inside D1. On the other hand, some of the lines can 
be eliminated provided that the new spacing satisfies a regular 
increase or decrease acceptable by the finite difference program. 
According to user's choice, one final program "erases" lines of the 
curvilinear grid, checks the regularity of the spacing and establishes 
a correspondence between the lines that have been kept and integer 
numbering of the finite difference grid (1= 1, 2,... ; J - 1, 2,...). 
The example of the orthogonal grid generated by the preprocessor shown 
in Fig. 3b illustrates the method. All points are determined by the 
intersection of two orthogonal lines, but since they are joined on the 
drawing by straight segments which do not exactly coincide with the 
lines, some drafted angles are different from 90°, as in the top-right 
corner. 

5.   EXAMPLE OF AN APPLICATION TO AN ENGINEERING STUDY 

The CYTHERE ES 1 modelling system has recently been used by 
Sogreah for a complex engineering study of development in South Korea: 
Kwang Yang Bay. The project consists of reclaiming a vast area in the 
bay located on river delta soils, and of dredging from a nearby area. A 
steel mill will be built on the reclaimed site together with a harbour 
for raw materials and finished products, for up to 250,000 dwt ships. 
The study involved: 

in-situ measurements; 

two-dimensional mathematical modelling of tidal currents in the 
bay with the projected steel mill, two options of river discharge: 
average or flood, and three tide conditions; 

one-dimensional mathematical modelling of the tide influenced 
section of the major river flowing into the bay; 

mathematical modelling of large ship navigation in the entrance 
channel in the bay, based on currents predicted for the new 
conditions (reclaimed and dredged area); 
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Fig. 4 Map of Kwang Yang Bay 
(islands in dark) 
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scale model tests (1:25), in a specially equipped lake, of ship 
manoeuvres in the harbour, conducted by ship's pilots. The lake 
dimensions are 255 m by 190 m and the test crafts were scaled to 
represent up to 250,000 dwt ships; 

sediment transport evaluation. 

Figure 4 shows a map of the bay, which has five open boundaries; 
two rivers to the north with given constant discharge, and three 
boundaries with time dependent water conditions obtained from in-situ 
measurements: the southern boundary directly connected to the Eastern 
China Sea, the Nam Hae Do Strait to the north east and Yeosu Strait to 
the south west, both connected to adjacent bays. 

The grid was cartesian with irregular intervals in the x and y 
directions, and varying Strickler friction coefficients were used to 
account for sea weed culture on the tidal flats. 

A most important feature of the model was its rapidly varying 
bathymetry: within a distance of less than 600 meters (three 
computational points) the bottom depth goes from a positive value (above 
lowest low water datum) to -20 meters. The original tidal flat 
computation procedure used in the propagation step (see [l]) and its 
link with deep water computation proved to be the critical point of the 
simulation. 

Once the calibration of the model was completed, computed levels 
and currents compared very well with measured values (fig. 5). The 
current phase agreement was quite remarkable, and of particular 
importance as currents computed with the proposed facilities were to be 
analysed to define the time period of ship entry into the harbour. 
Current fields were drawn at different times during the tidal cycles. 
Figure 6 shows the currents in the vicinity of the steel mill, they are 
parts of the current charts drawn for spring tide at high water and at 
4 hours before high water. 

6.   CONCLUSION 

The original mathematical method used in the CYTHERE ES 1 method 
enables very good accuracy to be obtained at a reasonable computer 
cost. It has been applied to many engineering studies including 
modelling of the thermal impact of 30 coastal nuclear power plants in 
France by the LNH [7], investigation of ocean eroding action (river 
Canche estuary, France, LNH), a pollution study (bay of Saint-Brieuc, 
France, Sogreah),  ... New developments include modelling of 
wind-induced currents and this is being applied to the study of a lake. 
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Fig. 6 Current fields for spring tide with simulated 
reclaimed and dredged areas 



TIDAL MODELLING SYSTEM 597 

REFERENCES 

[l]  Benque J.P., Cunge J.A., Feuillet J., Hauguel A., Holly F.M. , 
(1982), "New method for tidal current computation", 
ASCE, J. of the Waterway, Port, Coastal and Ocean Division, 
vol 108, WW 3, pp 396-417. 

[2]  Chenin M.I., Schwartz S., (1982), "Generation of an orthogonal 
curvilinear computational grid for a finite difference method", 
International Symposium on Refined Modelling of Flows, sponsored 
by IARH, Paris, France. 

[3]  Cunge J.A., (1977), Special presentation during the exhibition on 
mathematical modelling at the 17th IAHR Congress, Baden-Baden, 
Germany. 

[4] Holly F.M. and Preissmann A., (1977), "Accurate calculation of 
transport in two dimensions", ASCE, J. of the Hydraulic Division 
vol 103, HY11, pp 1259-1277 

L5_]  Hauguel A. , (1979) , "Quelques mots sur la methode d'eclatement 
d'operateur avec coordination", Report E42/79.39, Laboratoire 
National d'Hydraulique, Electricite de France, 78400 Chatou, 
France. 

[6J  Weare T.J., (1979)/'Errors arising from irregular boundaries in 
AD I solutions of the shallow-water equations", International 
Journal for Numerical Methods in Engineering, Vol 14, pp 921-931. 

L7j Benque J.P., Hauguel A., Viollet P.L., "Engineering Applications 
of Computational Hydraulics", vol. II, Pitman Books Ltd, London, 
UK, 1982, Part I. 



A THREE-DIMENSIONAL MODEL OF BERING AND CHUKCHI SEA 

*    hy ft 
Shiao-Kung Liu and Jan J. Leendertse 

Introduction 

A part of the continental shelf area of the Bering and Chukchi Sea 
are now being opened up for oil exploration.  For engineering and eco- 
logical risk analyses, extensive field data collection efforts are being 
carried out by various United States agencies and petroleum corporations 
to understand the hydrodynamic behavior of this vast offshore area. 

In addition, modeling studies are being made for which a three-dimen- 
sional model of the area, outlined in Fig. 1, has been developed.  This 
model is dynamically coupled to a two-dimensional stochastic weather 
model.  This weather model contains a Markov synoptic component and a 
storm track component.  The parameters of this model are derived from a 
20-year data base. 

This paper presents a description of the three-dimensional model and 
the results of a series of simulations using the model to compute tidal 
propagation and circulations induced by tides and wind.  The results of 
a simulation of a moving storm through the eastern Bering Sea are also 
presented. 

The Three-Dimensional Modeling System 

The modeling system used for the study is formulated according to the 
equations of motion for water and ice, continuity, state, the balance of 
heat, salt, pollutant and turbulent energy densities, on a three-dimen- 
sional finite difference grid.  The vertical momentum, mass, heat and 
turbulent energy exchange coefficients are computed from the turbulent 
energy, thus the model contains a turbulence closure computation.  Tur- 
bulent energy dissipation due to mixing of heavier water with lighter 
water is accounted for in the turbulence closure. 

The horizontal grid conforms with the earth's ellipsoidal coordinates 
while the arbitrary vertical grid spacing approximates the bottom topo- 
graphy of the modeled area.  The results are subsequently transformed on 
the Universal Mercator projection for graphical representation.  For sim- 
plicity, the system of modeling equations is presented here by use of the 
standard finite difference notation on a regular spatial grid network in 
the horizontal direction, and on an irregular grid in the vertical 
(Fig. 2).  The coordinates i, j, k, n, are used to denote discrete points 
on the x, y, z, t, domain.  The finite difference formulation adapted for 
the computation takes the following form: 

The Rand Corporation, Santa Monica, California 
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V =" £ [sK^
u) + «y(hyv)] at  i,  j,  n (1) 

where the variation of the water level C is derived from the continuity 
equation by vertical integration, and h is the layer thickness. 

The momentum equation in the x-direction 

S   (h*u)  = - « (hXu ^) - 6 (PV uy) - h*« (?7) + fhVy - i- h* 6 p 
—X    X 
p 

h&   (E « u2t) + S   lhA S  u)     + S  (h*!^  S  u 
z\ x z  /   x\ x x /-   y\  y  y (2) 

at i + !j, j , k, n 

where Ex is the vertical momentum exchange coefficient, and Ax, Ay are 
horizontal exchange coefficients in x-direction and y-direction, 
respectively. 

The momentum equation in the y-direction, 

6t(i7v)     = -  6x(17X
u v*)   -  6   (Pv v7)   - h^fi   (vV)   -  fhVy -^i?Jp 

•y      y 

^h/")+ *xpv v)-+ \(hwh (3) 

at   i,   j   + %,   k,   n 

The mass-balance equation for salt, 

(hs)1 = - « (hXui*) - 6 (hyviy) - h« (wsZ) x       y        z 

Sx(^Vxs)- + S
y(^Vy

s)- 
h6 /K6zs

2t]        (4) 

at i, j, k, n 

where Dx and Dy are the horizontal diffusion coefficients and k is the 
vertical mass exchange coefficient.  For temperature 
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6 (hT)L = - 6 (hV) - S (TrW) - h&   (wT2) 
L X V 7. y 

+ 5x(hVxT)- + *y('?rVyT)- + h*z(K'6zT2t) (5) 

at i, j, k, n 

where K'is the vertical thermodiffusion coefficient. 
For the SGS energy density in the system, 

6 (he)1 = - 6 (h^ul*) - 6 (P'vi7) - h6 (wi2) 
t x y z 

+ «   (hXD  S  e^     + 6   (hyD  & e\    + h6   (E   6  e"2t\ (6) 
x\        X x   /- y\        yy   J- z\  e   z        / 

+ hSZ  -  D h at  i,   j,   k,   n e e 

where Ee is the vertical monentun exchange coefficient. For the 
pollutant constituent concentration, 

^..p^S _ * rH^'p^ 6 (hP) = - S   (huP) - 6 (h/vP*) - hSz(wP") 

+ 6 (h*D « p) + 6 (l?»« P)  + h6 (K6 P2t) (7) 
x\  x x /-   y\  y y /-    z\ z  / 

+ hS  - D h at i, j, k, n 

The equation of state is approximated by 

p = [5890 + 38T - 0.375T2 + 3s] /[(l779.5 + 11.25T - 0.0745T2) 

- (3.8 + 0.01T)S + 0.698(5890 + 38T - 0.375T2 + 3s)j 

at i, 3, k, n + 1 

The continuity equation is used to compute the vertical velocity: 

6zW " " SJ^U)  - S
y(^)   atl, J, k, n+1 (9) 

(8) 
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Similar equations for velocity components u and v can be written for the 
top and bottom layers, but now the effects of wind and bottom friction 
must be considered. We have at the surface: 

(h*u ^) - 6 (b7v ^) - h*6 (uV) + fhV - i- h*« 

6p  w?  sin * -    El  u2t) + S   (hA  6  u)     + &  (h^A * 6  u) a a \   x z       /k=3/2        x\    x x /- y\       y      y /-_ 

at   i + h,   j,   1,  n (10) 

where xp is the clockwise angle between the model's y-axis and the direc- 
tion toward which the wind is blowing. In the y-direction, the momentum 
equation becomes 

& (j?v)   = - & (h*u 7
1) - s (T7v v?) - h^ (vzwy) - fhVy - J- h76 p 

U X y z -^V V 

^y 

2 p w    cos a a * - [E  6 v2M + S (hTF1' 6 v)     + S  /hA 6 v) 
\   7 z      /k=3/2        x\       x     x /-        y\    y y /- 

at  i,  j  + %,   1,  n (11) 

where 0 represents the wind-stress coefficient, wa is wind speed, and pa 

represents the density of air.  At the bottom layer, the momentum equa- 
tion becomes 

S„ (h*u)  = - S   (h^u U*) - 6 (iPv 7) - h*6 (uV) + ftiV7 --ftp 
t X V z —x    X y p 

« (hA 6 u\  +6 (h*^ 6 u) 
x\ x x /-   y\       y      y /- J at i + %, j, K, n (12) 
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5 (T^v) > - « (h*u V) - « (Fv P') - \?&  (vV) - fhV<y - i- Fs p t        x        y z -y-  y p'   > 

- P'gv T?y  +v2 W 

/(hAyV)-i    at i* J + h>   K* n     <13> 

where C is Chezy coefficient. 

In the modeled area, each vertical motion of water mass has to work 
'against buoyancy forces induced by the density gradient.  If the avail- 
able kinetic energy of the turbulent motion is insufficient to overcome 
this stabilizing effect, turbulence is inhibited and suppressed.  As a 
consequence, the process of momentum and mass-heat exchange will be low- 
er than the neutral stability condition.  The criteria for the onset of 
this turbulence-suppressing process in the system can be obtained by 
the local density gradient and turbulent energy level.  Therefore, the 
variability of the vertical exchange coefficients in the model is com- 
puted by a turbulence closure technique using local turbulence inten- 
sity e. 

E    = ~?z L/T (14) E    = V• LST y X 
(15) 

Ee - ax L/T (16) (17) 

where a-,,  a* are turbulence closure constants and L denotes the length 
scale, which can be approximated by an additional transport equation 
or by a parametric expression such as 

L = k'z(l - z/d)'5 (18) 

K' is the von Karman constant, z represents the vertical distance from 
the bottom to the point considered, and d is the vertical distance from 
the surface to the bottom. 

In the horizontal direction, the exchange coefficient is computed 
in two parts as a function of the local vorticity gradient and the 
local grid dimension.  The first part is 
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A = Y|(6 ^'+  6 ^)|(A£)3 (19) 1 x    y 

where to is the vorticity, y is a coefficient, and A£ is the local grid 
size. This part represents the exchange for a wave number lower than 
the spatial Nyquist frequency. The second part represents the contri- 
bution from the homogeneous subgrid scale turbulence above the sDatial 
Nyquist frequency, which can be computed according to Kolmogorov's 
turbulence spectrum theory. The gross horizontal exchange coefficient 
is therefore 

Dx = A
X + a5A£

4/3   Dy = A
y + a5AJ>

4/3      (20)   (21) 

where a^ is a function of the energy dissipation rate. In the model, 
the amount of reduction in the vertical exchange due to stratification 
is based on the direct computation of the local gain in potential energy 
induced by vertical mixing.  The exact amount is then taken out of the 
local turbulent (kinetic) energy budget.  In the equation of energy 
(Eq. 6), the generation and dissipation terms become 

(22) 

where the first term denotes production, the second term represents the 
portion supplied that is used in potential energy increase, and the 
third term is dissipation. 
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Modeling of Tides and Currents 

Tide enters the Bering Sea through the central and western Aleutian, 
and enters the Chukchi Sea from the East Siberian Sea.  The largest 
tidal amplitudes are found over the Bering shelf region and in these 
regions substantial tidal velocities can be observed.  The tidal veloc- 
ities in the Chukchi Sea are much smaller except in areas north of the 
Bering Strait where two tidal systems interact. 

To study the tidal dynamics of the coastal system, the deep water 
tides at the model's open boundaries are generated using astronomical 
tidal prediction coefficients obtained from field measurements.  A period 
in the beginning of August 1976 was selected for simulation as current 
data was available for this period which could be used for comparison of 
model results with field data.  The simulations indicated that the propa- 
gation of tide in the study area is dominated by the bathymetry (Fig. 3), 
and to a certain extent, also influenced by the vertical density struc- 
ture.  The latter was known to cause the shifting of the location of 
amphidromic points during summer when strong pycnocline exist.  Figure A 
shows an instantaneous distribution of computed tidal currents and water 
level in the modeled area projected on the Mercator plotting scale. As 
the figure indicates, at 0600 hours (GMT) on August 2, 1976, ebb tide 
occurred over the shelf break in the eastern Bering Sea.  At the same 
time, water levels were rising in the Bristol Bay, Norton -Sound, and 
over most of the Chukchi Sea. 

To represent the tidal propagation in an efficient way co-tidal and 
co-range charts were prepared.  The computed co-tidal chart for the semi- 
diurnal tidal component (Fig. 5) indicates that there are six major 
amphidromic systems in the modeled area.  Over the eastern shelf area, 
the computed amplitude and phase, as well as the locations of the amphi- 
dromic points, agree extremely well with the observed values (Fig. 6) 
compiled by the National Oceanic and Atmospheric Administration.  The 
computed co-tidal chart for the diurnal tidal components (Fig. 7) also 
agrees extremely well with the chart derived using observed data (Fig. 8). 

Tidal currents in the study area have also been compared to the field 
data. Using a more detailed sub-model of the Bristol Bay, the computed 
tidal currents agree extremely well to the observed current data (Figs. 9, 
10). 

Tide-induced and Baroclinic Circulation 

Circulation and transport associated with tidal propagation constitute 
one of the most important and everlasting driving mechanisms in coastal 
waters.  The non-linear mechanisms generate net circulation over the shal- 
low water in addition to the tidal excursion.  This net "residual" trans- 
port is usually responsible for carrying constituents to areas much beyond 
the extent of tidal excursion over the time span of weeks or months. 
Therefore, one of the major functions of the three-dimensional model has 
been the determination of the tidal residual circulations. 

When a long wave (e.g., the tide) propagates from the deep water 
through the shallow areas, the non-linear advection terms in the equation 
of motion, along with non-linear transport terms, generate higher harmon- 
ics of the fundamental frequency.  In particular, the second harmonic 
increases in amplitude with the distance of propagation.  Bottom friction 
generates odd harmonics.  The varying depth and complicated boundaries 
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generate dispersion of energy by a combined effect described above and by 
the generation of local circulation through advection.  Due to the non- 
homogeneity of the density in the vertical, the velocities over any ver- 
tical are generally not uniform in magnitude and direction.  Since advec- 
tion is the main mechanism by which the tidal residual is generated, a 
three-dimensional model is required to compute this non-linear circulation 
at various levels in the water column.  The tidal residual circulation 
pattern is extremely difficult to establish by measurement as only a 
limited number of current meters can be employed in these vast area's. 
In addition, these residual currents are difficult to measure accurately 
because its magnitude is usually below the sensitivity of most current 
meters.  Even with drogues, the wind effects are difficult to separate 
from the tidal residual components. 

The seasonal changes of the density field in the horizontal direction 
contributes also to the residual circulation through the mechanisms in 
the baroclinic modes.  Consequently, the residual circulation of a coastal 
area should be studied by considering both barotropic (tides, etc.) and 
bar.oclinic modes.  In most cases, residual circulations derived from models 
using field data for adjustments, is extremely difficult to separate the 
contributions from these two different modes. 

Field data collected over the past decades seems to indicate that the 
residual transport is from the Pacific Ocean to the Arctic Ocean through 
the Bering Strait.  However, because of the vast area involved, it is 
rather difficult to obtain a set of records free from the weather's (wind) 
influence on the residual transport.  In order to determine the net circu- 
lation pattern, simulations were made using the model with only tides and 
density field as its inputs.  The computed tidal ellipses and residual cir- 
culation pattern in the surface layer for the summer season are shown in 
Figs. 12 and 13.  It is derived by a numerical filtering process using a 
tidal eliminator.  Again, the residual transport contains contributions 
both from tide and from the density field.  One of the significant features 
is the northward transport along the shelf break (depth = 300 m) and along 
the 50-m isobath. Along this isobath is a transition from a well-mixed 
system in the shallower area to a two layer system.  The general direction 
of the transport at this transition agrees with the basic theory of coastal 
residual circulations of non-homogeneous waters.  It also agrees with the 
general drift of satellite-tracked drogues released in various locations 
in the Bering Sea. 

Residual transport through the Bering Strait have been the subject of 
significant interest in the oceanography of the Pacific Ocean and the Arc- 
tic Ocean.  The computed residual transport through the Bering Strait is 
about 0.5 Sv. in the absence of the north-south atmospheric gradient.  This 
agrees with the value observed by Tripp, et al (Ref 1). Another large 
scale field monitoring program is presently being conducted to further 
confirm this. 

Figure 14 shows the components of the tidal velocities at six differ- 
ent depths of a station in the Bering Strait.  The east-west component of 
the velocities are predominately eastward and only during a short period 
in the tidal cycle the flow reverses. 

The north-south components of the velocities are nearly always direc- 
ted toward the north.  The maximum velocity is in the surface layer and is 
22 cm/sec.  The magnitude of the current at that time is about 23 cm/sec 
and the direction is about 17° from the North.  Higher modes (overtides) 
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can be noticed in the computed currents.  They appear mainly in the lower 
layers where frictional effects are strong and the velocities lag behind 
those in the upper layers.  These characteristics are more obvious in the 
computed vertical velocity components (top graph, Fig. 14). 

The turbulence variation in the bottom layer leads the variation on 
the upper layers as the transfer is inefficient by the vertical pycno- 
structure as shown in the bottom graph of Fig. 14. Note that the great- 
est turbulence intensity exist in the bottom layer.  The intensities in 
this layer are indicated by small squares. 

The vertical variation of velocities, energy densities and their 
phase differences are due mainly to the density variation (Fig. 15). 
The depth of thermocline in this area are generally deeper than the 
pycnocline associated with the salinity.  This may be due to the more 
efficient heat diffusion process than the vertical mass exchange. 

Residual circulation and stratification-related turbulence field 
also influence the diffusion process.  The amount of diffusion and the 
net displacement varys throughout a water column. As illustrated in 
Fig. 16, for a case without surface wind stress particle group releases 
in the top layer experiences different amounts of advection, turbulent 
diffusion and net transport than the group release in a lower layer over 
a 24-hour period. 

Storm-Induced Responses 

The modeled area is situated within the climatological zone of "Aleu- 
tian Lows" which is one of the two major storm areas in the northern hem- 
isphere (the other, Icelandic Lows).  The average occurrence of a storm 
is approximately 3.5 per month with an average duration of 1.5 days. 

Many simulations with a moving storm have been made.  The weather in- 
puts were derived from a simulation of the weather model.  A typical wind 
and pressure field generated by the stochastic weather model (Ref. 2) is 
shown in Fig. 17.  This particular storm is moving with a speed of 5.1 
m/sec. 

The computed flow field in the surface layer of the three-dimensional 
model are shown in Fig. 18, together with the contour lines of the water 
levels. 

At the time of the graph a storm setup occurs in Bristol Bay and in 
the area northeast of Cape Navarin while low water levels are present in 
Norton Sound. 

Model Use 

The three-dimensional model and the stochastic weather are used to- 
gether with a wind variability model to make simulations of the movements 
of spilled oil in case accidents would occur during oil exploration or 
exploitation.  The movements are simulated for periods of one to two 
months originating from selected hypothetical spill sites. The movements 
can be traced either on the water surface, in or under the ice cover or 
dispersed in the water column 

Results of many simulations are subsequently used to define the risk 
that certain sensitive areas are exposed to accidentally discharged oil. 
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_. , c       Vertical   temperature distributions through two cross-sectloi 
rig.      I 0      of the model . 

«^s 
LAYER=        4 

LAYER-        6 

Partially insulated by the pycnocline, 24-hour trajectories of particle 
p:    16  groups released in the upper five layers experience less turbulent 

^*     diffusion than the lower layers when the system is forced only with 
t idal energies 
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A FINITE ELEMENT  METHOD FOR  THE   SHALLOW WATER  EQUATIONS 

by 

A. HAUGUEL (l), G. LABADIE (2) and B. LATTEUX (3) 

ABSTRACT 

The paper reports the current progress in developing a finite 
element method for the shallow water equations. The main feature of 
the method is the special care given to the advective and diffusive 
parts of the equations, so that it can be of interest to use it when 
dealing with flows strongly influenced by convective and boundary 
layer effects. The solution procedure has been chosen so as to allow 
a calculation with a big number of nodes. 

Section 3 of the paper outlines the method. In section 4, is 
detailed the procedure for the advective terms, involving the 
determination of the characteristic curves. Section 5 is devoted to 
the diffusion and propagation terms. Finally numerical results are 
presented in section 6. 

1. INTRODUCTION 

Environmental hydraulics often requires the calculation of flows 
in complex domains. Moreover, one often wishes a finer 
description for some zones of particular interest, while most of 
the domain can be approximated by a rather coarse grid. The 
finite element method provides such a flexibility and a growing 
interest is taken in its potential. 

However the size of the resulting discrete system restricts the 
possibilities of using it. An interesting approach, presented 
here, leads to consider separate problems on each of the scalar 
variables (water level and flow discharge components) and hence 
allows to reduce the storage requirement. 

(1) Head of the Research Hydraulic Division, Laboratoire National 
d'Hydraulique, E.D.F., Chatou, France. 

(2) Research Engineer, Laboratoire National d'Hydraulique, E.D.F., 
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2. NOTATION 

F = Coriolis and friction forces (components F^) 
g - acceleration due to gravity 
h = depth of water 
nm =  average   of  h   in  time 
K = momentum diffusion coefficient 
Q = uh flow rate per unit length (components Q-[) 
u - velocity field (components u-^) 
z -   free   surface  elevation. 

3.   EQUATIONS 

The  shallow  water  equations  consist  of  the  mass  conservation 
equation and two momentum equations I 

dz  +  V.Q = 0 
3t    ^ 

(1) 
9Qi + V.(Qi u) + gh — ~ KAQi * Fi 
9t ^      9xi 

A fractional step algorithm is used to decompose the equations into 
a pure convection system and the remainder. 

Qn,  Zn  being  given  at  time  tn,  the  unknowns  at  time  tn+l, 
Qn+1, Zn+1 are computed by the two following successive steps ; 

- Determination  of  auxiliary  unknown  Qn+"2  solution  of  the 
convection equations ; 

(2) ^_Qi + V .(Qi un) - 0 
3t ^ 

- Resolution of the diffusion and propagation problem 

2-?.     + V.Q   =  0 

(3) 
JL5j       " K AOi   + ghjlz     = Fi 
3t 3xi 

*ith initial conditions Zn, Qn+y 



SHALLOW WATER EQUATIONS 619 

4. ADVECTION STEP 

It involves the resolution of equations (2) , which can be 
transformed into equations on velocity, by use of the continuity 
equation ; 

(4) Jui   + u11 '. Vu{ = 0 
9t      ^ 

This form has been prefered to the original form (2) as explained in 
section 6. 

A characteristics method has been used to solve those equations (4). 
It requires two steps : 

- computation of the characteristic curves passing through the nodal 
points ; 

- interpolation at the foot of those curves. 

The method is unconditionally stable and the time step has just to 
be small enough to catch the time variation of the velocity field u. 

a, 

Moreover the amount of computation needed is very reasonable. In 
particular, there is no non-symmetric system to assemble and solve 
at each time step, as would appear in a standard implicit method. 

As for accuracy, it is quite satisfactory, although somewhat 
depending on the time-step : the only significant error being made 
when performing the interpolation at the foot P; of the 
characteristic, the accuracy decreases when Pj is far from a 
mesh-point, particularly when using a linear interpolation. Finally, 
conservativity is not ensured by the scheme ; this is probably the 
main drawback of the method. 

This technique has been applied for a long time in the solution of 
the Navier Stokes equations and is described in more detail in [1]. 
Some more research is done on the subject [2], 

5. DIFFUSION AND PROPAGATION STEP 

An implicit discretization has been chosen for system (3) except for 
the non linear term ghVZ which is partly explicited. There is no 
need for a second order scheme in time for such long waves as the 
tide. 

If we drop, for sake of simplicity, the superscripts n+1, the system 
to solve in this step is of the form ; 

(5) az + V .Q = R 
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(6) aQ - KAQ  + ghmVz =  T 
a, ^ % 

with   ;f,= ij   R=izn,   and   T  = J Q   + F^  -  g(fcn  -hm)V zn 

DT DT a,       DT ^       ^ 

(hm being the average in time of h, that is a function of space 
coordinates   only). 

The discretization of equations (5), (6) with their boundary 
conditions (Q given) yields to a large size linear system. A natural 
idea to reduce this size, is to eliminate Q between equations (5) 
and (6). This is achieved by applying the divergence operator to (6) 
and  plugging   (5)   into  the  result.   The  equation  obtained   is   ; 

(7)a
2z  - V.   (Ka + g  hm)V z  = W 

with   ;   W = aR " KA. R "V.T. 
a, 

Equation (7) is an elliptic equation, giving by discretization a 
symmetric matrix. It can easily be solved if a boundary condition is 
provided for z. If so, Q can be straight forwardly computed from 
equation (6) where the teVm ghmVz is now a known function and can 
be rejected into the right hand side. With Dirichlet boundary 
conditions, equation (6) decomposes into two decoupled equations, 
one for each component Qi of Q leading to the same symmetric 
matrix for the discrete system.   ^ 

The problem then amounts to the determination of the trace of z on 
the boundary. The procedure used for this purpose is an extension of 
the technique proposed by Glowinski-Pironneau [3] for the Stokes 
problem. It is described in detail in [5]. 

This technique is advantageous on the point of view of computational 
efficiency. Two "domain" matrices have to be stored, one for the 
variable z, another for each component of Q (it is the same matrix 
for the two components). They are symmetric and sparse and small 
enough to be processed by an in-core solver such as an incomplete 
Choleski preconditioned conjugate gradient. In addition, the matrix 
of the boundary operator has to be factorized and stored. 

NUMERICAL RESULTS 

Several applications have been performed, from a very schematic 
case, in order to have a first view on the possible problems, to a 
realistic complex one, to give a more comprehensive test of the 
method. 
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Fig.1.Finite elements discretization 

3 < 13 18 
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k      Theoretical   value 

*~\s  Computed  value 

Fig.2. Average surface elevation 

Fig.3 

Velocity fields  and 

free surface 

elevation lines 

Low water High  water 

SCHEMATIZED  MASSACHUSSETS   BAY 
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6.1. Schematized Massachussets Bay 

In this first experiment, emphasis has been laid on the general 
behaviour of the method rather than the comparison with actual data. 
Thus neither the friction and Coriolis force, nor the varying bottom 
topography were simulated. The domain was coarsely approximated by a 
rectangle (fig.l) divided into 192 triangular elements with 
respectively 119 and 429 nodes for piecewise linear and quadratic 
approximations. Both components of the flow discharge were 
prescribed on the boundaries ; this discharge was taken to be zero 
on the land limits, and was schematized on the ocean limit by a 
sinusoidal uniform flow. 

Results as regards current fields and free surface elevation (fig. 2 
and 3) were found to be quite satisfactory ; in particular global 
mass conversation has been insured at less than 1% of the total mass 
flux over a whole tide. 

Teachings of this first application are as follows ; 

. linear and quadratic approximations for the water height, together 
with quadratic approximation for the flow discharge, have given 
closely the same results ; 

. there exists some stability condition for the diffusion step ; the 
nondimensional number (K.DT/DX^) has to be more than about 
10"^" to avoid oscillations of the computed solution (probably 
because of the conflict arising between a nearly hyperbolic system 
to solve and boundary conditions related to the diffusion, i.e. 
prescribed velocity on the limits) ; 

. some kind of "overshoot" can appear in the advection step near the 
boundary when the flow gets out, due to a bad property of the 
quadratic interpolation on the flow discharge. 

6.2. Dunkirk outer harbour 

The second application, which is less schematic, concerns the 
computation of the tidal flow pattern in the vicinity of the new 
outer harbour of Dunkirk, located on the french coast of the North 
Sea. 

This example has been chosen for two main reasons ." 

. the shape of the domain and the complexity of the laying out of 
the limits give the typical case where a finite clement method 
turns out to be specially suitable (good boundary representation 
and local refinement facilities) and provide a rather severe test 
of the model ; 
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0        1        2 3km 

a. Mesh of  the whole  area 

0       0.5       I       1.5 km 

b.  Detail   of   the   harbour 

Fig.A_FINITE ELEMENTS MODEL OF DUNKIRK 

OUTER HARBOUR 
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this case has been previously studied by means of a scale model 
and of a finite difference model ; so there exist references to 
which compare the results of the finite element model. 

The finite element grid (fig.4) has been generated automatically by 
a program developed in our laboratory. As it can be noticed from 
this illustration, a special mesh refinement has been introduced 
near the limits, in order to obtain a better consideration of the 
boundary conditions (which is particularly useful for the land 
boundaries). 

In this experiment a piecewise quadratic approximation, has been used 
for each variable ; there are about nine hundred triangular elements 
and two thousand calculation nodes. 

The characteristics of the computation are as follows ; 

. tide range is about five meters ; 

. maximum velocity is about 1,5 m/s ; 

. tide and current are in phase (that is to say that the tide wave 
is here quite purely progressive) ; 

. eddy viscosity coefficient is equal to 5 m^/s • 

.   time step is sixty seconds  and Courant number for propagation 
varies locally from 1 to 5. 

Finally both components of the flow discharge are prescribed on the 
boundaries. 

In fact two computations have been carried out successively in this 
case of Dunkirk ; the first one under schematic conditions and the 
second one in a more realistic way. 

6.2.1. Sc_hema_t i_c £ompjjt a_t_ion 

In the first trial the flow discbarge is assumed to be sinusoidal 
and parallel to the upper limit ; the bottom is flat and bed 
friction is not considered, just as in the example of Massachussets 
Bay. 

Some instabilities appeared in the current field during the 
computation ; the problem turned out to come from the advection 
step, solved at first on the flow discharge Q ; 

3Qi  + u11 . V Qi = " Qn V -un 

The discontinuity of the term in the right hand side was found to be 
responsible for the instabilities. When using the formulation on 
velocity only, those instabilities actually disappeared. 

Fig. 5 shows the evolution of the flow pattern in the vicinity of 
the harbour at the beginning of the flood current (slack occurs 
about three hours before high tide) : the flow deflection in front 
of the harbour and the formation of two eddies can be noticed ; 
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4.00 after HW 

5:00 after KW 

0        I        2        3km 

6:00 after HW 

Fig. 6 
i i i—i 
0  2  4 6m/s 

SCHEMATIC  MODELISATION OF DUNKIRK OUTER   HARBOUR 
COMPUTED  CURRENTS  IN  THE WHOLE   DOMAIN 
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. The first one in the harbour entrance ; it becomes weaker and 
weaker as the harbour fills in. 

. The second eddy downstream the east jetty expands gradually 
eastwards and in fact it will fill at the end of the flood the 
whole eastern part of the domain because of the absence of bed 
friction and because the boundary conditions don't allow it to get 
out. 

Fig. 6 points out in the whole domain the same phenomenon during the 
ebb ; an eddy appears at the beginning of the ebb on the left of the 
west jetty and expands progressively till the end of the ebb. 

Finally mass conservation was found to be as satisfying as for the 
first example ; here also the global error regarding the free 
surface elevation over one tide is less than 1 % of the tide range. 

6.2.2. Rea.l_is_tic computation 

A second computation has been carried out after the insertion in the 
model of the bed friction and of the variability of the bed 
topography. 

Fig. 7 exhibits the bathymetry in the vicinity of the harbour : the 
depths are quite variable, especially because of the navigation 
channel for oil tankers ; the steepness of the edges of the channel 
(about 1;10) is in fact a severe condition for the shallow water 
equations. 

Boundary conditions are now deduced from the results of a previous 
computation made with a finite difference method on a larger domain. 

The computation has been worked out during more than one tide, and 
the re suits have been compared to the data obtained by photograph s 
of surface floats on the scale model, built about twelve years ago 
for the study of the new outer harbour. 

Fig. 8 to 10 display this comparison during the most interesting 
period, from the beginning of the flood till high water. 

On fig. 8, at the beginning of the flood, an eddy appears in a 
similar way on both models, just behind the end of the west jetty, 
while the harbour fills in ; half an hour later, both eddies have 
shifted and spread out likewise. 

Afterwards (fig. 9) the eddy expands gradually till it covers the 
whole entrance in both models, with perhaps a slight difference in 
the shape. The flow deflection due to the harbour can be noticed 
farther than one kilometer away from the entrance in both cases. 
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From one hour before high water till high water (fig. 10) the eddy 
remains stable ; downstream the harbour, a slight flow separation 
can be noticed, but the computation does not develop a big eddy as 
in the case of the first computation (fig. 5). 

The mass conservation is less accurately obtained than in the 
previous experiments ; the global level error over one tide is 
about 3 % of the tide range ; this seems to be due to the steepness 
of the sea bed near the breakwaters ; the problem can probably be 
overcome by taking a more severe threshold of convergence in the 
numerical resolution of the linear systems. 

7. CONCLUSION 

Compared to the classical finite difference method, which is now 
currently used to solve the shallow water equations, this finite 
element method presents many advantages, such as a better 
description of the boundaries and a greater flexibility of the 
grid ; on the other hand, the implementation of the model is rather 
longer and more complex, and involves a bigger consumption of 
processing time ; nevertheless, due to the special care given to 
reduce the size of the systems to be solved, the in-core memory 
requirements are quite reasonable. As an example computation over 
one tide (12 h 24 mn) using nearly 2 000 nodes of discretization 
and a time step of sixty seconds has required about 2 hours of CRAY 
1 processing time and 1 000 K bytes of in-core memory. 

Numerical experiments have clearly shown that even under rather 
severe conditions the model has a nice behaviour and exhibits a fair 
comparison with experimental data . 

At present, improvements are in progress, with the implementation of 
an incident wave condition and the consideration of the influence of 
wind stress and atmospheric pressure field. The model will soon be 
used on a domain covering the whole English Channel up to the edge 
of the continental shelf (fig. 11), with two purposes : 

- firstly to examine the impact of a possible tidal power plant on 
the tidal pattern in this area ; 

- secondly to study the generation and propagation of storm surges 
in the English Channel. 
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TRIDIMENSIONAL NUMERICAL MODEL FOR TIDAL AND WIND GENERATED FLOW 

M.C. BURG A. WARLUZEL  Y. COEFFE 

Abstract : 

This report presents a three-dimensional numerical model, which 
calculates by a finite-difference method the vertical profile of 
horizontal velocities. The unsteady three-dimensional Navier-Stok.es 
equations with a free surface are governing this flow. We assume a 
hydrostatic pressure, and simulate the turbulent effects by the 
Prandtl's mixing-length hypothesis. The model is validated by 
experiments carried out in a laboratory flume with a prismatic channel 
inclined 45° over the flow. Then, the model is applied successfully in 
Gironde estuary and coastal areas in France for the computation of 
tidal and wind generated currents. 

I. INTRODUCTION 

Very little information is presently available about currents induced 
by tides and wind in their time and space variations. In the particular 
case where the bathymetry is very irregular, the two-dimensionnal 
models cannot be used, considering the important three-dimensional 
aspect of this flow. 

The purpose of this paper is to describe a numerical model dealing with 
this kind of flow and to present different applications. 

II. ASSUMPTIONS AND EQUATIONS 

The unsteady three-dimensional Navier-Stokes equations with a free 
surface are governing this flow. In the case of tidal or wind induced 
flows and if the slope of the bottom does not exceed 10 %, the flow 
pattern is almost horizontal. It is then possible to simplify these 
equations. The vertical acceleration can be assumed small compared with 
gravity. The pressure is thus directly related to the movement of the 
surface by a hydrostatic relationship. 

* Engineer of the Research Division, Laboratoire National d'Hydraulique 
EDF Chatou. France. 

** Engineer of the Research Division, Laboratoire National 
d'Hydraulique EDF Chatou. France. 
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The second assumption is related to turbulent effects. The vertical 
mixing is modelled with the Prandtl's mixing-length hypothesis : the 
turbulent fluxes of momentum are simulated by vertical and horizontal 
eddy viscosities v    and y, . y     is expressed by 

I dz | 

where * , mixing-length is assumed to be constant in the fluid except 
near the bottom and the sea-surface where it linearly varies with the 
distance from boundary. Horizontally, the velocity gradients are 
generally small and the convection transfers are predominant compared 
with the diffusion effects. Then it is possible to choose a constant 
horizontal diffusion coefficient with a reasonnable value. 

In order to represent the bottom topography and the free surface, a 
curvilinear coordinate z* is used to get a flat and independant of time 
domain of integration. A rectilinear irregular finite difference will 
be used on this transformed domain (fig. 1). 

z*   is expressed as 

z* = S   (z - zf) 
(S - zf) 

© 
Where S is a horizontal reference level, i.e. water surface level at 
initial time 

zf (x,y) bed level 

S (x,y,t) water surface level 

z (x,y) vertical coordinate at any point. 

±z 

s" 

z 

0 xorY 

TRANSFORMED DOMAIN 

Fig. 1 - Vertical transformation. 

The equations written with this new coordinate are of the same form, if 
a vertical velocity w* is introduced (see [l], [2j, [4j). 

dz*   , d z*   ,   d z* 
, ,  + U -5  + V -3  dt d x     d y 

dz* 
dz ® 
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Then the modified equations must be solved with appropriate boundary 
conditions, 

A) Boundary conditions 

Generally on open sea boundary, mass-currents integrated over the depth 
are known through field measurements or by mean of a two-dimensional 
computation of tide at a larger scale. 
In order to obtain a velocity profile on the boundaries an Ekman type 
relation is used.  In that case,  it is necessary that around the 
boundaries the bathymetry is regular, in order to neglect horizontal 
gradients. 

The Ekman type integration is done by solving the following relations. 

du       d   ,      dux   ,  f       id? (T) ~T   =   -~'   (VZ   -5—)    +   fv   -   — -T— V7 

dv       d    .      dv.      f       1   dp (T) 
-5— = —^— (l/z -5—)   - fu - — -r— viz dt         dz              3z7                    £   ^y 

where the pressure gradient is expressed in terms of mean currents 
(u, v) over the depth through depth averaged long wave equations Tox, 
Toy being shear stresses at sea bed, and f Coriolis parameter. 
Integration over the depth gives : 

1 J$L  = A duH  Tox 
p    d*       HdtH~tV 

• I _^I = 1 <3vH , Tov_ 
P    dy      H dt H 

© 

B) Coastal boundary 

Velocity components are taken to be zero. 

C) Free surface 

- Without wind we assume 

du = 0     _cVv  Q     w = 0 
dz d z 

- With wind, it is assumed that wind action produces only a surface 
shear stress which is expressed in term of the wind speed at some 
standard height above the sea surface : Tow = 1,3 x CD x |v |x v , 
where CD is a frictional coefficient evaluated by experimentations. 

The shear stress can be related to the fluid flow field by the 
equations 

du = i_ TOWX fe) 
d z p    Vz ^^ 
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d v _  1_ Towy 
dz      p   vz 0 

the eddy viscosity being : v     =£2  /, du.2 , , d v. 2     (8y 

In this condition, at the sea surface, the viscosity is related only to 
shear stress by a relation independant of time 

where £, is the mixing length. 

D) Sea bed 

Two types of condition have been tested : 

- the velocity is zero. This first type of condition imposes to have a 
very small discretization near the bottom, in order to have a good 
description of the gradient. Therefore another solution was tested. 

- Condition of slip on the sea bed. 

A slip velocity condition has been imposed by assuming that shear 
stress is a quadratic function of the bed velocity. Introducing a 
constant c, the imposed relation can be written in the following form : 

du       u -/ u2 + v2 dv      v -/u2 + v2 
V Z —r— =  2  V  2 -3— =  2~ 

with y 

Where Az (distance between the point where the condition is applied and 
the bottom) is chosen in order to stay in the logarithmic boundary 
layer. 

It is possible, in the hypothesis of unidimensional flow, to calculate 
this new constant c in function of the mean diameter of the roughness, 
or if prefered in function of the mean water depth and the Chezy 
coefficient. 

III. NUMERICAL SCHEME 

The numerical discretization uses finite differences on an irregular 
rectilinear grid in three directions x, y, z*. In fact, the 
introduction of the vertical coordinate z* instead of z (real 
coordinate) leads to a curvilinear grid in the vertical direction, 
which fits very well the bottom topography and the sea surface. 

u y u2 + v2 

c2 
dv 

vz -j— 
0 z 

(0,41)2Az2      , 
^^ + ^>2 
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Due to the large number of unknowns and computation points in the area, 
a complete implicit solution of all equations leads to an excessive 
storage requirement, and prohibitive computation time. On the other 
hand, a completly explicit solution would induced severe restrictions 
upon the time-step for the different parts of the resolution. These 
restrictions are mentionned below : 

Surface-wave stability along the two horizontal directions. 

„   ,     .     , Ax ,   Ay . t <: rain  (— —        / ) 
Vg(S -  zf)     Vg(S -  zf) 

Stability  for horizontal and vertical diffusion. 

A„   ,     .      ,Ax2,   Ay2
x   and   At  <   ,Az2, At.< mm   (—   —^) (lT7) 

Stability for horizontal and vertical advection. 

A 4- •  •  /Ax, Ay, Az, 
u   v   w 

For a channel in a not very deep sea, the order of magnitude of the 
unknowns are 

Ax =Ay = 100 m 

vh from 1 to 10~3 m2/s 

u from 0,5 to 1 m/s. 

l/z 5 10"2 m2/s. 

(S - zf) depth 20 m 

i.e. for a time-step. 

Ax Ax       Ax2 Az2  Ax, Ay, Az 
^ —  ^ „    2 y h 2 y z    u   v   w 
Vg(S - zf) VgCS - zf) 

7s        7s      10 s  10 s        100 s 

Among all these restrictions upon time-step, the most inconvenient are 
those of the free surface wave and the vertical diffusion. For solving 
these equations we have then been led to use the so-called fractionary 
step method, where the stages are treated by the best fitted method 
(implicit or explicit). 

- Horizontal diffusion and advection. 

This stage is entirely solved by explicit method and the time-step must 
respect the restrictions relative to this operator. The advection is 
treated with the help of characteristic method. 
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- Vertical diffusion. 

The system is solved by a double sweep algorithm, the discretization 
used is implicit. 

- Continuity and pressure or sea surface gradient. 
The last left terms plus the continuity operation are solved together. 
The average over the depth of the remaining equations gives 2D 
equations relating sea surface elevation and the two components of the 
fluxes. These are solved first by a 2D implicit method in the same way 
than in our shallow water wave model, (see ref.jll). 

Then the horizontal velocity profiles are modified with the new sea 
surface gradient and the vertical velocity is calculated by integration 
of the local continuity equation. 

IV. APPLICATIONS 

To validate the model and evaluate the eddy viscosity, some 
measurements were carried out in a schematic physical model. A 
prismatic channel was set in a flume and a steady current was run with 
an incidence of 45° with the channel (fig. 2 and 3). 

Different horizontal velocities profiles were obtained in the channel 
by micro-current meter of 0,01 m diameter. They showed an important 
deviation of the velocity near the bottom although there is a small 
deviation near water surface. 

The numerical model includes the central part of the flume over 5,5 m 
length and 2,50 m width. The horizontal grid size is 0,212 m. The model 
includes 27 x 13 horizontal points and 24 points over the depth. The 
horizontal grid is regular, but the vertical discretization is very 
irregular ; the grid size is smaller near the bottom. The flow 
characteristics are the following : 

- depth in the channel 0,125 m 

- depth out of the channel        0,080 m 

- mean up-stream velocity 0,17 m/s 

4 
- Reynolds number 2,5 10 

"2 
- Froude number 5 10 . 

Up-stream,  the velocities being quite stable, we can adjust the 
constants of the turbulence model in order to obtain, at point 2, a 
velocity profile as close as possible of the measured one.  This 
calibration has led to adopt the following values : 

<* = 0,2     k = 0,12. 

tC is the fraction of the depth on which length scale is linear, k is 
the Karman constant. 
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Flow direction 

quiet grid rails channel 

Fig. 2 - Physical model. 

Experimental set up. 
Velocity measurements : module   velocity micro current-meter 

0,01 m in diameter. 

head whool  thread. 

\\^ 

U           2 E 
8 

^ 

Scale 1/50 

AV 

31 S Slope 15% 

0.30 m        I      0.30 m 

Fig.   3  - Prismatic channel. 



642 COASTAL ENGINEERING—1982 

? LONGITUDINAL COMPOSENT    POLAR   ANGLE 

 ^  
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Fig. 4 - Vertical velocity profiles. 

The value of constant k is small (k *= 0,12) compared with value (k = 
0,41) generally adopted. That probably comes from a low level of the 
turbulence in the flume (see !"2j, [4]). 

With this tested value, the measured and predicted velocity profiles 
are rather similar as illustrated for point 11 situated in the center 
of the channel (fig. 4). 

An important error appears between measured and predicted velocities at 
points near vertical wall along the flume. In fact near the walls, the 
numerical model does not take into account the effects of boundary 
layer. 

With a non slip condition at the bed, the bottom stresses are not 
accurate enough to calculate the resulting sediment transport. Another 
computation was done with a condition of slip on bottom but with a 
Karman constant k = 0,41, a first mesh of 0,75 mm and a roughness of 
0,3 mm. In that case the bed shear stress pattern obtained is more 
satisfying (see fig. 5). The knowledge of bed shear stresses permits to 
estimate bed transport using Meyer-Peter and Mtfller relation. 

•N**. ^ ^ -\* 

* 21 

Fig. 5 - Bottom stresses before evolution. 
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Then, the bottom evolution is computed from the equation of 
conservation of sediment. The two computations are coupled. A bottom 

evolution changes the current pattern and the bottom stresses, which 
induce new bottom evolution. In order to take into account the 
difference of time scales between bottom and current evolutions, the 
current pattern is not re-computed at each time step of bottom 

evolution but after a time inducing significant changements (currently 
900 time steps). 

The predicted channel evolution is qualitatively quite satisfying. The 
accretion is greater on left upstream side, which is normal because the 

right side is more supplied by the cross flow from the channel. On the 
other hand the erosion is more important on the right side (fig. 6 et 

7.). 

E o 
c 
o 

I 
a> . 

•D 
£5 

(0  ' 

CO 
0 • 

Profile a 

Profile b 

Bottom profiles 
Initial 
After2h20mn 

fig. 6 - Bottom profiles. 
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EROSIONS 

SEDIMENTATIONS 

Evo utions •= cm 

•••••••••• \ * ®0C0 'mmms 
Fig. 7 - Evolutions (cm) after 2h 20 

Tidal current computations 

The model was successfully applied in estuaries and coastal areas in 
France for the computation of tidal and wind generated currents (fig. 
8). At first, a study of tidal flow pattern in navigation channel of 
Verdon Harbour in Gironde was realized (model 1 of fig. 8). On the 
boundaries, the mass currents were obtained through a two-dimensional 
computation. In order to correctly represent the bathymetry, the grid 
size was fixed equal to 300 m. The area is included in a rectangle of 
10 x 15 km, and is discretized by 36 x 51 horizontal points, and 15 
points over the depth, the depth varies from 5 to 30 m. The time step 
is 120 s. One tide requires 40 mn of computer time on the CRAY ONE 
computer. The chosen tide is a mean spring tide (coefficient 95). The 
flow pattern was established after one tide and the results of the 2 
tide are compared to those obtained by a bidimensional model and 
measurement.Generally, a good agreement is obtained between predicted 
and measured velocities (see ref. [3]). 
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1LMS ©Estuor, ofGironOe 

i* NAZAIRE @ Coast   Atlontlque 

Fig. Coastal area model. 

During flood tide and ebb-tide the flow is in the direction of channel 
axis and the bathymetry has no influence upon direction of flow near 
sea bed. At the end of the ebb-tide (low tide fig. 9) we observe a 
difference of head between sea bed and surface water, specially in the 
northern part of the channel submitted to a cross flow, at this moment 
of the tide. Likewise at the end of flood (high tide fig. 10), it is in 
the Northern and Central part that the differences are most important. 
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LOW TIDE HIGH TIDE 

Fig.   9 Currents  at  sea bed and 
free surface. 

Fig. 10 Currents at sea bed 
and free surface. 

The present model has also been used to study wind induced circulation 
patterns on Atlantic French coast (model 2 on fig. 8). On the 
boundaries, the mass currents has been obtained through a 
two-dimensional computation of larger scale. At sea bed we have a no- 
slip condition with zero velocities. In order to simplify the 3D 
problem, the Atlantic has been schematically represented by a rectangle 
of 110 x 460 km. (see fig. 11). The bathymetry used is presented in 
fig. 12. In the in-coast areas, a schematic regular bottom shape has 
been introduced. The depth varies from 140 m to 10 m near coasts. There 
is a very deep region (500 m) in open sea in front of Gironde estuary. 
On the vertical axis the depth was divided into 23 elements of 
different length. The smallest are near bed and near free surface. The 
first grid size near the bed is 0,3 % of the depth and the last near 
free surface is 0,1 %. 
The horizontal grid size is 10 km. On the whole area, there are 13500 
points. 
The time step is 120 s. A tide requires 1200 s of computer time on the 
Cray 1 computer. The computations of tide were made without or with a 
wind of 22 m/s parallel to Ox direction. 
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The shear stress induced, at sea surface by wind is calculated with a 
coefficient CD = 0,9 10 if wind speed is smaller than 10 m/s, and CD 
= 2,9 10 if wind speed is greater than 10 m/s. The sudden change of 
value of CD is subjected by different behaviour of wind suddenly 
transformed at this speed of 10 m/s. 

1009080706050       40 302010 

A iva Rochelle 

20,'0l009080TO60 50«;io20 l0 

Le Boucau 

Fig. 11 - Area of coast Atlantic,    Fig. 12 - Bathymetry of 3D model 
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Without  wind  the  results  are  in  good  agreement  with  field 
measurements and with two-dimensional computations particularly on 
tide level. 
The circulation pattern is very modified by a prevailing western 
wind. 
The flow pattern is influenced not only near surface where a large 
velocity is established but also near the bed. The velocity induced 
at surface is about 3,5 % of wind speed. The different directions 
between surface and bottom create a vertical circulation of water. 
It is important at the ebb tide when wind is in reverse direction. 
The depth of the reverse points is a function of depth flow 
(fig. 13). 
Preliminary studies on only one vertical axis (solution of Ekman1 s 
equation in one point) seem to show that it is possible to discouple 
in that case the calculation of a tidal action from the one of wind, 
since the predicted velocities induced by coupled tide and wind are 
nearly equal to the addition of separate action of wind and tide. In 
the whole area, the results showed that the velocities induced near 
surface can also be computed separately. The error is 3 % of surface 
velocity. 
However in the average mass currents calculated for a tide of period 
T by 

are a few differences between coupled or separated action of wind 
and tide. In fact the velocities induced into the depth are 
different even if the surface velocities are the same. (fig. 14) 

CONCLUSION 

We have presented in this paper a numerical three-dimensional 
hydrostatic model and different applications. The turbulent effects 
are simply taken into account by an eddy viscosity. This model was 
successfully tested against laboratory flume data, then was applied 
in studies where three-dimensional effects were very important : 
navigation channel and wind-induced current s. This numerical mode 1 
which gives velocity profiles over the depth and induced bottom 
stresses for tidal and wind generated flows is an important tool for 
a large range of studies : sea-surface, pollution transport, 
dispersion of a polluant in the water column (where vertical 
velocity profiles are fundamental), transport of sediment near the 
bottom, etc.. . 



TIDAL AND WIND GENERATED FLOW 649 

FLOOD 

100 Km 
4 • 
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Velocity Scale 
i J 
0      0,5 m/s 

Fig. 13 - Vertical flow pattern in section CD. 
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Flow pattern 

Current   mass Velocity  rear   surface 

Fig.   14 - Comparison flow pattern. 
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COMPUTATION OF PARTICLE PATHS USING THE LAGRANGIAN 
LONG WAVE EQUATIONS 

M. A. Savoie1 and J. van de Kreeke 

0. ABSTRACT 

The Lagrangian long wave equations and the Lagrangian 
expressions for stress and strain are derived. Retaining the 
dominant terms the long wave equations are solved using an ex- 
plicit finite difference method. 

Using the numerical solution, particle paths are computed 
for the tidal motion in a basin connected to the ocean by a single 
inlet. At the open boundary particle displacements are described. 
Computations are carried out with and without the Coriolis force 
and for linear and nonlinear bottom friction. 

1. INTRODUCTION 

With regard to the physical oceanography of estuaries and 
lagoons,  the  coastal engineer's interest  traditionally has been 
with current  velocities  and tide  levels.     Only recently as a 
result  of the development  of water quality models knowledge  of 
water particle trajectories have become important.     The  current 
method of computing particle trajectories is to first  solve  for 
the Eulerian velocity field and then to calculate the  successive 
particle positions by numerical integration and interpolation. 

This paper illustrates the  calculation of  particle  paths  by 
integrating the Lagrangian form of the  long wave equations.     The 
Lagrangian long wave equations describe the  particle  position as 
a function of its  original  particle  position and time,  whereas 
the Eulerian equations  describe the  velocity  (flow)  at   a fixed 
position in space.     In addition to the particle trajectories, the 
Lagrangian long wave equations yield the water  level  and depth 
associated with a traveling parcel of water. 

The Lagrangian equations are  often overlooked because of the 
severe nonlinearity of some of the terms, the difficulty in calibrat- 
ing and verifying the results and the  lack of appropriate boundary 
conditions.     Nevertheless the technique has been successfully applied 
to 2-D vertical  fluid flow problems. 

1Oceanographer,   Kinnetic Laboratories,   519 W.  8th Ave., 
Anchorage,   Alaska     99501 

^Professor,  Dept.  of Ocean Engineering,  RSMAS,  University of 
Mfmai,  4600 Rickenbacker  Causeway,   Miami,   Fla.   33149 
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The  general three-dimensional  Lagrangian form of the Navier- 
Stok.es equations  can be  found in various text  books,  e.g.  Lamb   [1932], 
Neumann and Pierson  [1966],  Defant   [1961]  etc.     Because a literature 
search revealed no previous studies  aimed at  specifically developing 
the Lagrangian form of the two-dimensional horizontal long wave 
equations a rather detailed derivation of these equations together 
with a derivation of the expressions for strain and stress is pre- 
sented.     Wherever possible, equations  are  derived starting  from physical 
principles  rather than applying a straight  transformation from Eulerian 
to Lagrangian variables. 

Past  work utilizing the Lagrangian form of the  fluid  flow 
equations has  been mainly in the  area of  surface  gravity waves. 
MLche   [1944]   uses  a perturbation technique to  solve the Lagrangian 
equations  for first  and  second order  surface  gravity waves.     To a 
first   order of  approximation his  results  yield a wave  profile  similar 
to Gerstner's trochoidal wave,  whereas  in the Eulerian system this 
isn't  possible until the third order of  approximation.     Goto  [1979] 
and  Shuto and Goto   [1978]  numerically computed tsunami  run-up using 
the  nonlinear   1-D long wave equations.     In the equations  bottom 
friction and viscosity was neglected.     Brennen   [1970]  and  Brennen and 
Whitney  [1970]   present  a numerical  solution to the problem of unsteady 
free  surface gravity waves using the  2-D vertical Lagrangian equations. 

Other  studies  of  interest  utilizing the Lagrangian equations  are 
mainly in the  field of  turbulence,   Pierson   [1962],   and the  related 
problems  of  stirring,  mixing and dispersion. 

2.        THE   MOTION  OF A  FLUID  ELEMENT;   STRESS  AND  STRAIN 

2.1     Coordinate  System 

Considered is a  fixed  Cartesian coordinate  system x,   y,   z.     The 
position of  a particle  is  designated  s(a,b,c,t),   p(a,b,c,t)  and 
r(a,b,c,t) where  s,   p  and  r,   and a,  b and c  are measured in respectively 
the  x,  y and  z direction.     (a,b,c,0)  represents  the  original position 
of the  particle.     In some  instances  it   is  convenient  to use the 
particle positions  s'(a,b,c,t),  p'(a,b,c,t) and r'(a,b,c,t) where 
s'   = s-a,   p'   = p-b and r'   = r-c.     The  original  position of the particle 
is then s'   =0,   p'   =0 and r*   -  0. 

In the  following  only planar motion in the x,   y plane will  be 
considered. 

2.2    Fluid Deformation 

A fluid element  subject  to stresses undergoes deformation.     For 
a rectangular element  the  deformation after a time   At  is  shown in 
Fig.   1.     In general the  deformation is  a combination of  normal  strains, 
shear strains and rotation. 
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(a,b) 
t = 0 

Figure 1.  Deformation of a Fluid Element 

VSWL 

v~rT~7-^ 

Figure 2.  Cylinder of Fluid Extending from Free Surface n 
to the Bottom -h. 
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The position of the lower left hand corner of the element is de- 
signated s(a,b,t) and p(a,b,t). 

2.3 Normal Strain 

Normal Strain is defined as the change in length of a fluid 
element divided by its initial length. Accordingly, normal strain in 
the x direction is given by 

t+At 
3s 
3a 

Ex   (a,b,t)  = lim 
1 Aa  - Aa 

Aa 
At   + o 
Aa  -> o 

and thus 
3s 

<* =   3a -  1 

similarly 

(2.1) 

ey " 3b ~ ! (2.2) 

By convention an increase in length corresponds to a positive normal 
strain. 

2.4  Shear Strain 

Shear Strain is defined as the change in angle between two 
originally perpendicular lines as the element deforms. Referring to 
Fig. 1, for smal^ deformat ions 

= 1 + 

3P 
3a 

^1  =ls~ 
3a 

3P       , 
"  3a    slnce 

3s 
3a 

similarly 

3s 
3b 

Y2  "   3p 
3b 

3s 
"    3b 

and thus the  shear strain is 

3p 3s 

\y      = Tl       Y2    =~^        "^ (2-3) 

Shear strain is positive for a decrease in the angle between two 
originally perpendicular line elements. 
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2.5 Rotation 

Rotation is defined as   y\  - Y2*     Counter-clockwise 
rotation is taken as positive.    Accordingly for small deformations 
the  rotation in the x-y plane may be written as 

3p       3s 

2.6 Normal  Stress 

Water can be  considered a Newtonian fluid where the stresses are 
linearly related to the time  rate  of strain,  rather than to the  strain 
itself  as in elastic solids.    Assuming an incompressible fluid,  the 
normal stresses in the x direction are given by 

3ex 
a    =  a + 2u-jjr- (2.5) 

where   a is the mean normal  stress  and   y is the dynamic viscosity 
coefficient.     Based on experiments with    incompressible  fluids Daily 
and Harleman   [1966],  the mean normal  stress   a is just  the pressure 
as given below. 

5 = 4 (a   +o   +  a )  = - p (2.6) 
x        y        z 

Substituting for the mean normal  stress in Eq.   (2.5)  and makinhg use 
of Eq.   (2.1) 

°x --P + 2y-|r Cl|> (2-7) 

similarly 

Oy --P + 2yfs ("!•) (2.8) 

2.7    Shear Stress 

The  shear  stress is  linearly related to the time  rate of  change 
of the  shear strain in the  fluid. 

3 
Txz  "   Tyx =   Hit" (Txy) (2.9) 

Substituting for the shear  strain in Eq.   (2.9) yields the shear stress 

3 
lxy - u-g-tt+TE) (2-10) 
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2.8    Vorticity 

Vorticity is  related to the time  rate of  change  of rotation as 
follows. 

1   3 
S = T ~3f (Qxy) 

Substituting the expression for rotation,  the vorticity is 

? =  2   3t   (3a ~   3b> 

(2.11) 

(2.12) 

which is one half times the  curl of the Lagrangian velocity vector. 

3.        CONSERVATION EQUATIONS 

3.1     General Mathematical Relations 

When mapping a region A2  in the sp-plane  into a region Aj  in the 
ab-plane   (see Fig.   1),  the  Jacobian operator is 

3(s,p) 
J =   3(a,b) 

3b 

Jp_ 
3a 

JP 
3b 

(3.1) 

The Jacobian operator is used when transforming double integrals from 
one coordinate system to another. Referring to Fig. 1, 

/   F(s,p)dsdp = /  F[s(a,b,t), p(a,b,t)] J dadb (3.2) 

where F is an arbitrary function.  For a geometric interpretation of 
the Jacobian set F = 1.  The left hand side of Eq. (3.2) represents 
the area A> , which can be expressed as the magnitude of the cross 
product of the vectors representing two adjoining sides. 

,3s       *       dp       ", 3s       -       3p       *• A2 =   I   (15  Aai + -gg  Aaj )  x  (-35 Abi + "^ Abj) | 

which reduces to 

A,  = J A, (3.3) 

Other mathematical relations that will be used in the derivation 
of the conservation equations are the Lagrangina Del operator ( V^) 
and the Lagrangian Laplaclan (\).     The subscript h designates 
a 2-D horizontal operation.  In the s-p system the Del operator is 
written as 
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% 3s i +   3p j 
(3.4) 

A direct  transformation from the  s-p space to the a-b space will be 
employed to find the Del operator in Lagrangian coordinates.     The 
partial  derivatives   3/3a and   3/3b are 

3 
3a  = 

3         3p   3 
3s +  3a   3p 

3 
3b  = 

3s   3          3p   3 
3b   3s +   3b   3p 

(3.5) 

(3.6) 

Equations (3.5) and (3.6) are solved for the partials 3/3s and 
3/3P 

3 
3a 

3p 
3a 

3 
3 
3b 

3P 
3b 

- 
3(   ,P) 
3(a,b) 

1 
3s  " 3s 

3a 
3p 
3a 

J 

3s 
3b 

3P 
3b 

similarly 

3 
3p - 

3(a, 
3(a, 

) 
b) 

1 
J 

(3.7) 

(3.8) 

Substituting Eqs.   (3.7)  and  (3.8)  into Eq.   (3.4),  the Lagrangian Del 
operator is  obtained 

,3(   ,P)     :   ,    3(s,   )   :,   1 
% -  t3(a,b,)  x +   3(a,b) J 1   J 

(3.9) 

The derivation of the Lagrangian Laplacian operator follows along the 
same lines as the Del operator and yields 

..3( , P) 1   ,    ,       3(s, ) 1, 
2 _  3[3(a;b) j, p]    3[s, 3(a,b) jl 1 
\ ' 3(a,b)      +     3(a,b)    J 

(3.10) 

The Laplacian becomes highly nonlinear when converted to Lagrangian 
coordinates. A similar 3-D expression for the Lagrangian Laplacian 
operator is presented in Pierson [1962]. 

In deriving the conservation equations use will be made of the 
Reynolds1 or Kinematic transport theorem.  This theorem expresses the 
rate of change of a property moving with a body of fluid. 
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Let s(a,b,c,t), p(a,b,c,t) and r(a,b,c,t) be the coordinates of 
a fluid particle, where a, b and c are the coordinates of the original 
position. V is the volume of the fluid body under consideration. 
Take F(s,p,r,t) to be any function representing for example momentum 
or constituent concentration, and introduce the volume integral 
G(s,p,r,t). 

G(s,p,r,t) = Jjf      F(s,p,r,t) dsdpdr (3.11) 

tram 
me, 1 

dt" " dF I j j F(s,P,r,t)dsdpdr 

The Reynolds' transport theorem is used in order to find the 
change in G with time, that is the total derivative dG/dt. 

(3.12) 

Since the volume is deforming with time, the order of integration and 
differentiation cannot be interchanged.  Making use of the 3-D 
equivalent of Eq. (3.1), it follows from Eq. (3.12) 

dt" = dt  f \  F[s(a,b,c,t) ^(a.b.c.t) ,r(a,b,c,t) ,t ] Jdadbdc  (3.13) 

V0 

V0 is the volume  at t  = 0.     Because V0  is  constant,  the  order of 
integration and differentiation can be  interchanged. 

= \\)   dt   (FJ)dadbdc =    Jj J ("dF J + F dt)dadbdc 
d£ (3.14) 

It   can be shown,  Aris   [1962]   pp.  84,  that 

dJ 3s3p~9r~ /• i   -i n \ 
-gr =  [V.(lt   i + lt  J  +"§t  k)]J t3-15) 

where the Del  operator  is the  3-D equivalent   of   V^ in Eq.   (3.9). 
Substituting Eq.   (3.15)  in Eq.   (3.14)  yields the  Reynolds'   transport 
theorem. 

dG       d      fff ffC      dF as     -      3p   -        9r   ~ 
~3t  =St  JJJ dsdpdr = 1 II     [^T + FV.("3T   i+ ~9t J  + IF k)]Jdadbdc 

V V0 (3.16) 

where   9s/9t,   8p/9t   and   3r/9t   are the  particle  velocities  in re- 
spectively the  x,   y and z  directions.     This  result  will  be  used  repeatedly 
in the  derivation of the  conservation equations.     For  further  reference 
on the Reynolds*  transport  theorem see Aris   [1962]. 

3.2     Basic Assumptions 

In deriving the Lagrangian form of  the  long wave  equations the 
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following basic assumptions will be employed. 

1) Incompressible homogeneous  fluid 

2) Hydrostatic pressure,  i.e.   92r/9t^ « g 

3) Vertical variations in horizontal velocity are 
negligible,  i.e.  planar motion 

3.3     Conservation of  Mass;   Continuity 

Consider a cylinder with volume V moving with the fluid and 
consisting of the same  fluid particles.     The  surface and bottom of 
the  cylinder are  respectively   n(s,p,t)  and h(s,p).     n and h 
are measured from the  Still Water Level.     From the assumption of 
planar motion it  follows that the   cylinder remains  a cylinder even 
though the horizontal cross-section is allowed to deform;  see Fig.  2. 

Continuity implies that  when moving with the  fluid the volume  of 
the cylinder remains the  same. 

V =    jl   (h+n)dsdp = constant (3.17) 

where A is the  cross-sectional area of the  cylinder.     The change in 
volume with time is  zero.     Making use  of the 2-dimensional form of 
the Reynolds'  transport  theorem,   Eq.   (3.16),  with F = h+n. 

fr/d(h+n) 3s -        9p -     \ 
=     jj{      dt    + <n+n)[V(iri + "3? J>]J  Jdadb dV =   , j^ou^ + ,h+n„^,«. J + ^ h]\   Jdadb = 0      (3.18) 

Ao 

Because ^> is an arbitrary area the integrand must be equal to zero. 
From this and Eq. (3.15) it follows 

It I(h+n)J] - 0 (3.19) 

When integraing Eq.(3.19)with respect  to time  from t  - 0 to some 
later time t, the  condition of continuity can be written in the 
form. 

[h(a,b,t) + n(a,b,t)]  J = h(a,b,0) + n(a,b,0) (3.20) 

It   is noted that  for 3-D and 2-D vertical incompressible fluid motion 
the  continuity equation is  simply J =  1,  Lamb   [1932],   Neuman and Pierson 
[1966],  Defant   [1961],   MLche   [1944],  Goto  [1979]  and Shuto and Goto 
[1978],  where J is  respectively the  3-D and 2-D equivalent  of Eq.   (3.1). 

3.4     Conservation of  MDmentum;  Equations  of  Motion 

The rate of change of momentum within a material volume  (cylinder) 
moving with the  fluid equals the  sum of the external  forces.     For the 
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momentum equation in the x-direction. 

d       It       3s 
dF   //    P IE" (h+n)dsdp =   Z Fx (3.21) 

A 

Using the  2-dimensional  form of the Reynolds'  transport theorem,  Eq. 
(3.16),  with F replaced by   p(h+n)   3s/at. 

//    p X (h+n)dsdp =   II    p(h+n) —|    Jdadb 

A A,, 

|j-   //    p "5T (h+n)dsdp =    //    p(h+n) -^    Jdadb (3.22) 

The external forces  acting on the  cylinder consist  of the surface 
forces   (Fs) i.e.  pressure and internal stresses,  bottom shear stress 
(F£>)  and Coriolis Force   (Fc).     Shear  stress and horizontal gradients 
of the normal  stress at the  free  surface,   i.e.  wind stress and 
atmospheric pressure  respectively are  assumed to be  zero.     In the 
following each of the external  forcing terms will be discussed 
separately. 

The total  force associated with the pressure  and internal  stresses 
in the  x-direction is  given by the   line  integral 

Fs  =   f [°x dP _   Txy dsl (3.23) 

in which 

/I /I 
„dr 4 -      /I    oxdr and  xxy -   £ lxy" 

The  line integral  is  along the  intersection of the   cylinder and  a 
horizontal  plane.     Green's theorem in the  plane may be  applied to Eq. 
(3.23)  to  transform the   line   integral  into  a  double   integral 

•/ 

30x        3rxy 

[~3s~    +lp~ 1  dsdP <3-24) 
A 

where  as before A is the  cross-sectional area of the  cylinder.     Sub- 
stituting the expressions for   cu and   T 

fl /I 
/     °x' 
/ -h . 

[ 3s + 3p 1   dsdP (3.25) 

3        /     oxdr 3    I        tjjydr 
-h /    -h 

The normal   stress ox  is  composed  of  pressure and normal  stresses 
associated with deformations.     Considering the  contribution of the 
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pressure  only,  Eg.   (3.25)  reduces Co 

I     -p dr 
/ -h 

•// 
dsdp (3.26) 

(note the difference between the notation p for pressure  and p for 
particle  displacement  in the y direction).     The  subscript   i refers to 
the contribution of pressure to the  surface  force term in the x- 
direction.     Transforming to the a-b space  and making use  of Eq.   (3.7) 

/ 

/     P dr 3   /   P 
/ -h 3p / -h 

dr 
     3p / -h 3p 

Fsl  =   II     I 3a 3b    ~ 3b "alHadb (3.27) 

From the assumption of hydrostatic pressure p =  pgr +  pgn,  the 
pressure may be vertically integrated to yield 

n 
1 2 

p dr = 2   Pg   (h+n) (3.28) 
-h 

Substituting in the expression for Fsi,  the pressure  force is obtained 

ff        /^       3(h+n)3p       3(h+n)   3p       jv Fsi - -  Jj   pgO>+n)[-gi     at" -     ab   ar"]dadb 

*o 

/ 
Ao 

9(h+n),p) 
Pg(h+n) 9(a,b)  dadb (3.29) 

An attempt was made to evaluate the contribution of the viscous 
stresses, ?s2>  DV substituting in Eq. (3.14) the Lagrangian formulation 
for the normal stress a* and shear stress TXV respectively 
Eqs. (2.7) and (2.10).  This resulted in a long and cumbersome 
expression.  In order to arrive at a simpler and manageable result a 
direct transformation from Eulerian to Lagrangian variables is applied. 
Noting that f(s,p,t) is equivalent to f(x,y,t), the Eulerian expressions 
for the normal and shear stresses (Daily and Harleman [1966] pp. 102- 
104) can be written as 
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Lxy =   p[" 

3p 

3p      +     3s ] 

Neglecting the pressure part  of the normal  stress term since it has 
already been accounted for,  and substituting the expressions  for the 
stresses in Eq .   (3.25)  yields 

«s2 IV 3[(h+n) 
3(TE-> 

+ y 

3(-§T) 
a[(h+n) -^~   ] 

3p 

+ V 

3p 
3(-3t) 

3[(h+n)    ai-1 
3p dsdp (3.30) 

or,  when rearranging 

rs2 u(h+n)   [• 

2 JS.           2 JS. 
3 (at)       3 (at),         „     3(h+n)/

a^3t) 
 5-    + •=-]     + 2u  

small 

3       3(" 
+ u(h+y)7- [' 

0  (continuity) 

(3.31) 

If typical values are taken for the particle velocities in long waves 
[ 3s/3t  =   n v'gTh sin  (kxs + k p -  at)],  it  can be  shown that the 
first  term on the righthand side  of Eq.   (3.31)  is the dominant term. 

Thus, 

Fs2 =    (I   ,J<:h+rl)   ^  ("f")  dsdp (3.32) 

Transforming to the a-b space 
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// u(h+n)V2    (-g^) Jdadb (3.33) 

In the   case  of turbulent  motion the  coefficient   of  dynamic 
viscosity,   u,  is  replaced by the eddy viscosity or momentum 
transfer coefficient  A^. 

In addition to stresses  on the  cylinder wall,  the bottom of the 
cylinder is  subjected to a shear stress.     In general, the horizontal 
components of this  stress are taken proportional to the  square  of the 
velocity.     E.g.  in the  x-direction 

V <1F>    + Cf) *xz -    P* IF   V ("* >    + <1F) 

where F is the  friction coefficient.     Integrating over the cross- 
section of the  control volume, the  bottom frictional  force is 

/3s   \/3s  2 3p  2 

f* IF   V("*)    + ^    Jd Jdadb (3.34) 

"Ao 

Sometimes the bottom stress is taken proportional to the velocity. 
In that  case, the expression corresponding to Eq .   (3.34) is 

*•-/ 
PF£lFJdadb (3.35) 

*o 

where F^ is the  linear bottom friction coefficient. 

Assuming the vertical  velocities to be  small  compared to horizontal 
velocities the  Coriolis force per unit  volume  can be written as 

9p 
pf -jfc x-direction 

3s 
~    pf IE y-direction 

where f = 2Q sin  $ 

SI - angular velocity of earth 

<j> = latitude 

Integrating the  Coriolis  force  over the volume  of the  cylinder,  the 
force acting  on the  control  volume  in the x-direction is 

( 

3P 
p(h+n)  f "gt   Jdadb (3.36) 
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Similarly for the  Coriolis force  in the y-direction 

/( 

3s 
p(h+n) f   at-Jdadb (3.37) 

Equating the rate of  change  of momentum and the external  forces 
for the  x-direction,  omitting the integral  signs  (this is justified 
because the integration is over an arbitrary area)  and dividing by 
p(h+n)  yields 

at' W + cf )2 l     o + V.4.T, at-    V »•;»-1    + <• at- > z at 

Ai     o   ,8s,, 3(h+n,   p) 
-  V^   (T)]  j.-g   3(a^

P (3.38) 

This  is the  Lagrangian conservation of momentum equation  for  long waves 
in the x-direction.     Similarly for the y-direction 

Sf^i fe2 + <f>2- 
— Vh  C^)]   J - - g      3(a>b) (3.39) 

An alternate form of the Lagrangian equation of motion is obtained by 
multiplying Eq.   (3.38)   by   3s/3a and Eq.   (3.39)  by   3p/3a. 
This yields 

ri!l + _I il \/A2
 + A2'_ f i£ l~2 + h+n 3t   Vt3t)    + (3t)        *   at 

£ V2  <£>,£ (3.40) 

 F 
h+ nf\/(t>2 + ^2' + 

A
h    2  , 3p,,3p 3(h+n) 

7" V
h  

<1E"> ]"te = - g ~~3T~ 

Similarly multiplying Eq.   (3.38)  and   (3.39)  by   3s/3b and   3p/3b 
respectively and adding 

1
31;2 

+ h+n at   V^5   + (atJ      f at 

N2   <£>£ (3.41) 
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r3
2p        F     3p    \j 3s  2 3p  2 

Ah    2   , 3p     3p                3(h+n) 
J~\  (~*)]!b = "8 lb  

3.5     Boundary and  Initial   Conditions 

In order to  solve the  Lagrangian long wave equations,   boundary 
conditions have to be  specified.     The type  and number of boundary 
conditions that   are  necessary  are given below. 

for inviscid  flow (A^ - 0) 

at   closed boundaries:     normal particle displacement  is  zero 

at  open boundaries: particle path or water level along path 
is prescribed. 

for viscous  flow (A^ £ 0) 

at   closed boundaries:     normal  and parallel  particle  dis- 
placement 's  are   zero 

at  open boundaries: particle  path or water level along 
path is  prescribed 

Initially the  system is assumed to be at  rest,  i.e.  the water 
level is at  the  Still Water Level and all particle  displacements are 
taken to be  zero. 

4.       NUMERICAL  SOLUTION OF THE 2-D LONG WAVE EQUATIONS 

For  small  deformations  the  non-linear terms  in Eqs. (3.20), (3.40) 
and (3.41) can be  neglected.     Introducing the variables  sT   and p1 

(see  section 2.1).     Equations (3.20), (3.40)and (3.41) reduce to re- 
spectively 

3s' 3h' 
+ h-gs- =  n + [h-h(a,b,0)]  = 0 (4.1) 

32s' 

3t2 

32p' 

at * 

3p'         3(h+n)            F            3s' \ / 3s'   2        3p'   2' 
~ r 3t     + B   3ia                   h+ti         3t     V   3t                & 

3s'         3(h+n)          F       3p-    \ /as'   2        3p-  2 
+ f3t     +s       3b    = " h+n  3t        V(3t   }    + (3t   > 

(4.2) 

(4.3) 

ttien assuming  linear bottom friction the  righthand sides  of Eqs.   (4.2) 
and(4.3)are  respectively - F»   3s*/9t/h+n and - F*   3p'/3t/h+n 
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The employed difference equations, are 

\,i+hli[(slrl-i,i)/Aa + (>i,rpi,d-i)/ibl+h« = hL      (4-4) 

1       , n+l       „ n n-1, f        . n     ,. n ,   n     ,   n n-1 
 o   (s.   .   - 2s.   .+s.   .)   - y—— (p.   ,+P.,.   .+p.   ,+P.,,   .   .-P.   7 

At
2       i,J i,J     1,3 AAt 1,3     l+l,:     1,3     1+1,3-1     1,3 

n-1 n-1 n-1 ,    , I ,  n+l    n-1, 

-Pi+i.rPi^r'i+i.j-i^^i^^i.r8!^ 

-^-(Pn+1 -2P
n   .+Pn-7)  +T|-(Bn   ,+^n .   ,+sn   .    +sn  .   ,^-s"-1 

At2     *l,3 1,3     1,3 4At       1,3     1-1,3     1,3+1     1-1,3+1     1,3 

n-1 n-1        ,n-l ,    , I ..n      . n-1, 

-Vi,J-
si,d+rvi,J+i'+^=-^i,rpi,j) 

= -fb [(h+<j+r
(hK,3] 

(h+n).   .  +  (h+n)'       . 
*<iSn")  =  id 1±LJ. 

2 

(h+n)n  . + (h+n)n  ,x1 

<(h+T)   -  id- i^±i~ 

sn . + a? i .  Pn . + pn . , 
hn . - function [Jiil—-iriil  „i,3   i„1tl_3 
i,3 2 2 

These equations operate over a finite number of points on a spatial and 
temporal grid.  For a nonlinear bottom stress, the difference form of the 
friction term in the x momentum equation is written as 

h+n at \/^t >   (3t    2x(I^)A/i.J i>At
2 ^ ^ 

16At2  i,j  1+1,j  i'3"1  1+1'J_1  ^  i+1'j  1,j_1 ±+1'i~1 

Given the bottom topography the depth can be found as a function of the 
particle position. 
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Computations  are  started from rest.     First  h*.   is  computed 
using the known bathymetry and particle  positions  at  nAt.     Then 
r$.   values are  computed from the  continuity equation,  Eq.   (4.4). 
Last  the particle positions,   sj J   and pn ^   at  the next time 
step are  computed from the momentum equations,  Eqs.   (4.5) and  (4.6). 
For an analysis of the stability of the scheme the reader is referred 
to Savoie and van de  Kreeke   [1981]. 

5.       NUMERICALLY COMPUTED WATER PARTICLE  TRAJECTORIES  IN A SEMI- 
ENCLOSED BASIN 

Considered is  a semi-enclosed basin of   constant  depth connected 
to the  ocean by an Inlet;   see  Fig.   3.     The  values used in the 
computations for the length of the  basin,  depth of the basin,   and the 
tidal period are respectively L = 6,400 m,  h = 3 m,   T = 43,300 sec. 
The   length and width of the  inlet  are equal to L/2. 

Assuming nonlinear bottom friction, the water motion is described 
by Eqs.   (4.1)  - (4.3).     For  linear bottom friction the appropriate 
expressions for the friction terms are substituted.     The  friction 
terras are further simplified by assuming h+n  » = constant. 

The  boundary conditions  at  the  open boundary are given by the 
particle trajectory p = 2000 sin  (2irt/T)  m.     This  results  in a 
tidal  range  of  approximately 0.7 m when assuming the water level  in 
the  basin to  fluctuate  uniformly.     The  boundary conditions at  the 
closed boundary require that   a particle  initially at  the wall  stays 
at  the wall,  that  is the particle  is  allowed to  slip but  no flow is 
permitted through the wall. 

The trajectories of the particles originally located at the 
position of the water levels  (+ in Fig.   3),  are  computed for different 
values  of the linear friction factor,  the nonlinear friction factor, 
and the   Coriolis  coefficient. 

The equations  are  solved using the explicit   finite  difference 
scheme presented in section 4,  where the time  step  At = 90 sec 
and the  space  step   Aa =   Ab =  800 m,   see  also Fig.   3. 

Examples of  computed particle  paths  are  presented in Figs.   4,   5 
and 6.     In these  figures the particle paths  starting from t  = 0 
(designated by the symbol x) to t  = 2T are  shown.     For linear friction 
and zero  Coriolis acceleration the  computed particle paths are  presented 
in Fig.  4.     The particle paths are virtually straight  lines. 

The straight   line paths  can be explained as  follows.    When 
neglecting the   Coriolis term and assuming linear bottom friction and 
h+n = h = constant  in Eqs.   (4.2) and  (4.3), the  corresponding 
vorticity equation is 

IS    ,    I*L « C5.1) 
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<h+Tl)i,j+l + 

Pi,j  '     '  Ab 
+ - + 

(h+rj). .  s. . (h+n) .., . 
i,j  i,:    1+1.3 

I        I I        I 

+ -+-+-+H 

^        ^^        ^       ^^ 

L 
*   2 3 

•^ Open boundary 

+ Water levels 

y — Particle position in 
x-direction 

| particle position in 
y-direction 

Figure 3,  Configuration of Semi-enclosed Basin 
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/ / 

/ 

OPEN  BOUNDARY 

IflTER   PARTICLE 
TRAJECTORIES 

FIGURE  4 

FRICTION COEFFICIENT F£ = .0005 

CORIOLIS COEFFICIENT f = 0.0 

"V.00 60.00    160.00   240.00   320.00   400.00 
X-flXIS IN METERS  *1CT 
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Because the basin is initially at  rest,  it  follows from Eq.   (5.1) 
£(t)  = 0.     Thus the  fluid motion is irrotational which allows 
introducing  a  (Lagrangian)  velocity potential   <t>(a,b,t).     Substituting 
in Eq.   (4.1)  yields 

For a basin with dimensions much smaller than the wavelength 

in 
at 

uAr 
Z    cos at (5.3) 

where A„  is the  cross-sectional  area of  the  inlet,  A^ is the  surface 
area of the basin and   $, sinot   represents the motion of the 
plunger.     Combining Eqs.   (5.2)  and  (5.3) 

^c     * 
V2<f) = -    -j^£-     I    coswt (5.4) 

The solution to Eq .   (5.4) is of the  form 

<J>(a,b,t)  =  <f)(a,b)  cosut (5.5) 

It   follows that  the particle velocities 

9s        3 4> 3p        9ij) 
8t   =   3a and   3t  =   3b 

are in phase and thus the path of a particle is a straight line. 

The results when the Coriolis force is added to the linear 
equations is presented in Fig. 5.  The Coriolis acceleration causes 
moving particles to follow elliptical trajectories in the direction 
of the indicated arrows. 

Nonlinear bottom friction is employed to compute the particle 
paths presented in Fig. 6. Particle paths are elliptical as opposed 
to the straight lines in the case of linear friction. When using 
linear friction particles in the basin are found to oscillate about 
their initial locations.  For nonlinear friction particles encounter 
an initial displacement when the computation is first started and 
then oscillate about the new equilibrium position.  The initial dis- 
placement can be explained by means of the equations for the mean 
particle displacement and mean water level. 

To derive these equations the Lagrangian long wave equations, 
Eqs. (3.38) and (3.39) are written in the form 

32s'  , 9p*   _3r,  F£ jte^ (5 6, 
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X 

OPEN BOUNDARY 

WATER   PARTICLE 
TRAJECTORIES 

FIGURE 5 

FRICTION COEFFICIENT F. = 0.005 

CORIOLIC COEFFICIENT f = 0.000126 

^Voo 8C.00    160.00   2*0.00   3EO.O0   400.00 
X~flXIS IN METERS  KtQT 
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/ / / 

-    O 

2° 

/ 

OPEN BOUNDARY 

'b.oo 

WRTER PARTICLE 
TRRJECT0RIES 

FRICTION  COEFFICIENT  F  =   .0025 

CORIOLIS   COEFFICIENT     f   =   0.0 

8C0O 160.00 2*0.00 320.00 400.00 480.00 560.00 6*0.00 
X-AXIS IN METERS  *L0 
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3n       F£   9p! 

+ ir^r = NL2 (5.7) 

r 3s *     • 9p * 1 
n = NL3 (5.8) 

NLj_, NL2 and NL3 , constitute the (higher order) nonlinear terms.  It 
is assumed that the bay bottom is horizontal, i.e. h(a,b,y) = h.  The 
nonlinear friction is approximated by a linear friction; the difference 
is contained in the terms NLi and NLo. 

Assuming a periodic forcing at the open boundaries in terms of 
s', p' or n, the solution to the Eqs. (5.6) - (5.8) can be written 

s'(a,b,t) = <s!>(a,b) + s£(a,b,t) (5.9) 

p'(a,b,t) = <p'>(a,b) + p£(a,b,t) (5.10) 

n(a,b,t) = <n>(a,b) + TTp(a.b,t) (5.11) 

Sp,   pp and   Hp are  periodic in t  with a period equal to the 
tidal period.     < > denotes  averaging  over the tidal period.     Sub- 
stituting in Eqs.   (5.6)  -  (5.8)  and averaging the equations  over the 
tidal period yields the equations  for the mean particle  displacement 
<s'>,   <p'> and the  mean water  level  <n>. 

3<n> 
9a - <NLX> (5.12) 

3b * <NL2> (5.13) 

fa<sf>        9<p*> 
h ["£— + -gp^ <n> * <NL3> (5.14) 

R»r the  semi-enclosed basin,  when using the  linear equations,  i.e., 
NLj,  NL2  = NL3 =  0,  it   follows  from Eqs.   (5.12)  -  (5.14)  and the 
boundary condition that  <s> = <p>  = <n> = 0 everywhere.     Particles 
thus  oscillate about their original position.    When the values of 
NLj,  NL2 abd NL3 are not   all  zero,  e.g., when using nonlinear friction, 
particles encounter a net  displacement  <s'>  (a,b),  <p'>  (a,b)  and 
will  oscillate  about  this  position. 

6.       SUMMARY AND  CONCLUSIONS 

A rigorous derivation of the Lagrangian long wave equations,  and 
expressions  for the  deformation of  a fluid parcel is presented.     In 
the  derivation no use  is made  of the  corresponding Eulerian form of 
these equations and expressions.     The purpose of this is to preserve  a 
true Lagrangian approach to the problem even though in some  instances 
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it would have been easier to transform directly from the Eulerian 
equations. 

The equations  of motion and  continuity are highly nonlinear in 
Lagrangian form.     The nonlinearities are associated with the de- 
formation of the horizontal  cross-section of a traveling water column. 
The  Lagrangian expressions  for stress,   strain,   rotation,   and vorticity 
remain relatively simple. 

An explicit   finite  difference  solution is presented for the 
simplified set   of equations  i.e.  neglecting the  nonlinear terms except 
for the bottom friction.     The technique  is  applied to a square  bay  of 
constant  depth connected to the ocean by a single inlet.     Particle 
trajectories in the basin are  computed for different values of the 
friction coefficient  and  Coriolis parameter.     The  boundary condition 
i.e.  the particle displacement  in the inlet  is described by a simple 
harmonic function of time.     For nonlinear friction the particles tend 
to follow clockwise elliptical trajectories, whereas for linear 
friction the trajectories become  straight  lines.     The  Coriolis 
acceleration also induces  an elliptical motion.     In the  case  of 
linear friction the  particles  in the  basin oscillate  about  their 
original  locations.     For nonlinear friction there  is  an initial 
displacement  when the  computations are  started,  but  after the first 
tidal  cycle the  particle trajectories  become  virtually identical. 

In summary it   can be  stated that 

1) The numerical  solution to the Lagrangian long wave  equations 
when neglecting the nonlinear terms is not more involved 
than the numerical  solution to the Eulerian equations. 

2) Aside from the difficulties in prescribing the  open boundary 
conditions,  the method of  computing particle trajectories 
using the Lagrangian equations  rather than the  Eulerian 
equations has  a clear  advantage  in that   it  bypasses the  com- 
putation of the velocity field. 
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1. ABSTRACT 

The present paper deals with a new non-linear technique for generation of violent 
breaking freak waves (plunging breakers) at specified positions and times in wave basins. 
First, results concerning generation of non-linear wave trains, Stokes-waves and wave 
solitons in deep water are given. Then the technique for generation of non-linear wave 
transients are given with specified non-linear dispersion properties. Finally, the new 
techniques are used to obtain collisions between non-linear solitons coming both from the 
same direction (2-dimensional case), and from different directions (3-dimensional case) 
leading to generation of steep and violent plunging breakers. 

2. INTRODUCTION 

The amount of high violent breaking waves that is contained in a sea, is a most 
important factor to consider for design of both offshore structures, coastal structures and 
ships. Some critical events might happen just in certain kinds of steep extreme waves, but 
the same events do not happen in a normal sea state described and simulated in the 
laboratory by the use of the traditional wave spectrum. Stochastic simulations contain 
normally a low amount of breaking waves, and in most cases they do not contain extreme 
wave events, such as very high waves breaking as plunging breakers in deep waters. Further, 
the wave spectra might be identical for two wave simulations, one containing a very violent 
and dangerous freak wave leading to a critical event, the other not containing such a wave. 
Thus, use of a wave spectrum is not a complete and adequate description of a sea state and 
the effect it might have on structures. Finally, in stochastic simulations of irregular seas in 
the laboratory it is very often observed that the ratio between the maximum observed wave 
height and the significant wave height is too low.   (The required ratio is 2 in most cases.) 

An alternative technique for a fast, efficient and accurate determination of extreme 
responses and critical events that might occur at sea, is a new non-linear technique for 
generation of solitons that interact and break as very violent freak waves at a predeter- 
mined position and time in deep waters. The critical events that are under consideration 
here, are shown in Fig. 1. 

1)       NORWEGIAN HYDRODYNAMIC LABORATORIES 
Division:  Ship and Ocean Laboratory 
P.O. Box 4118 - Valentinlyst 
N-7001   Trondheim   /  Norway 
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CRITICAL   EVENTS 

# Breaking Strength Exceeded 

* Plastic Deformation 

* Capsizing 

* Extreme Roll 

# Shift of Cargo 

* Shock Pressure, snap load, vibration 

* Damage to breakwater, sliding of blocks 

Fig. 1 Critical events. 

Very often the designer has to investigate if such a critical event might happen or not. 
If the answer is yes, the designer then has to decide if such an event is acceptable or not. 
Very often he will then raise the question: "What is the probability for such an event?" If 
the probability is very low, he might then find that the conditions are acceptable. However, 
if the probability is high, he will often find that the conditions are not acceptable and he 
will develop a new design. Therefore, at the Norwegian Hydrodynamic Laboratories a new 
design philosophy is derived as follows: 

1. Generate an extreme breaking freak wave in the laboratory. 

2. Determine from wave statistics the statistical probability for occurrence of such a 
wave. 

3. Measure the extreme response in an experiment. 

4. Observe if a critical event occurs and repeat the experiment. 

5. Give the probability for failure of the structure. 

The procedure is shown graphically in Fig. 2. 
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Design philosophy 

Extreme freak 
wave breaking 

Probability for 
selected wave 

Extreme response 

Critical event ? 

Probability for failure 

Fig. 2 Design philosophy. 

This philosophy was first derived in a research programme "Ships in Rough Seas" (see 
publication from NSFI/RINA (1982)), but has now obtained much more international 
attention, and have recently been used in two projects performed for the offshore industry 
with experimental simulations performed at the Norwegian Hydrodynamic Laboratories. The 
same kind of philosophy might very well be applied to coastal structures. The present paper 
will only deal with the generation of extreme breaking freak waves in deep waters. 
Selection of design waves and probability calculations is given by Kjeldsen (1981). 

3. STATE-OF-THE-ART IN WAVE GENERATION TECHNIQUES 

In the following a brief summary of available wave generation techniques shall be 
given. Perfection of generation techniques for steady state longcrested, regular gravity 
waves (Stokes waves, cnoidal waves and sinusoidal waves) may be regarded as a first step in 
state-of-the-art of wave generation in hydrodynamic laboratories. The most interesting 
here is the non-linear generation techniques for Stokes waves in deep waters and cnoidal 
waves in shallow waters. However, it is also very well known that a sinusoidal command 
signal applied to a wave generator will not lead to generation of a sinusoidal wave train. 
Instead irregular waves are observed in the wave flume with the basic frequency superposed 
with freely travelling higher harmonics. Thus, the simple demand to reproduce a "clean" 
sinusoidal wave train in a wave flume without parasitic disturbances demands a laborous 
phase-compensating tehcnique, in which higher harmonics is supplied artificially in anti- 
phase with the unwanted parasitic noise. This technique is well known and described by Buhr 
Hansen, Schiolten & Svendsen (1975). The present paper will deal with the more 
complicated non-linear generation technique for generation of Stokes waves in deep waters. 

The second step in state-of-the-art of wave generation techniques in laboratories is 
then the generation of a steady state stochastic sea containing irregular wave fields in 2- or 
3-dimensions. The available techniques for generation of stochastic seas are all linear and 
are based on the use of Fourier analysis and one-dimensional or directional wave spectra. 
However, both the directional spectra for the 3-dimensional wave field, and the common 
frequency spectra for the 2-dimensional longcrested wave field must necessarily be 
truncated, due to the physical limitations in the frequency range that is present when a 
prescribed spectrum is simulated artificially with mechanical wave generators. In simula- 
tions  of  a directional  spectrum   the  selection  of  the   truncation  parameter   affects  the 
magnitude of the spectral moments m and also the obtained crest lengths that 
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are achieved in the experiment (Kjeldsen & Price (1982)). Further, it is well documented 
that the frequency spacing in the spectral simulation is essential for correct reproduction of 
slow-drift phenomena. However, even the two-dimensional directional sea spectrum appears 
to be insufficient, for a proper description of sea states containing extreme waves, wave 
trains with sequences of breaking waves and wave groups. Several radically different time 
series have been found -some containing violent breaking freak waves or wave groups - 
others not, and all have the same wave spectrum (Johnson, Ploeg, Mansard (1978))v A quite 
high frequency both of damages to coastal and marine structures and of capsizings of 
smaller vessels that recently have been experienced in different parts of the world, suggest 
that state-of-the-art in selection of proper design waves or design spectra for various kinds 
of maritime structures is just not good enough (Baird et al. (1980), Bruun (1979), Nedrelid 
(1978), Stephens et al. (1981)). 

With this background a third and more advanced step in wave generation techniques is 
under rapid development (Kjeldsen (1978), Funke & Mansard (1979), Takezawa (1981), 
Kjeldsen & Myrhaug (1980), Kjeldsen, Vinje, Myrhaug, Brevig (1980), Mansard, Funke, 
Barthel (1982)). These new techniques contain sequences of deterministic transient waves 
leading either to violent breaking freak waves or to formation of wave groups with specified 
characteristics, and these sequences might be included in a stochastic time series in such a 
way that a certain specified wave spectrum is matched. The present paper will deal with 
the following 2 subjects: 

1) Description of development of a new non-linear experimental technique for 
deterministic generation of freak waves both in 2 dimensions (longcrested freak 
waves) and in a directional 3-dimensional shortcrested wave field. 

2) Discuss various possible combinations of superposition of deterministic sequences 
containing wave transients, with stochastic time series as obtained in a 3- 
dimensional wave field. 

Fig. 3 gives a summary of all available combinations. 

Development of wave generation techniques for case no. 4, 8, 10 and 12 will be dealt 
with in the present paper and is therefore circled. Thus, in the following we shall 
concentrate on 

case 4) Generation of non-linear steady-state wave trains. 

case 8 & 10) Interaction and collisions between non-linear solitons in 2- and 3- 
dimensions. 

case 12) A combination of the steady state stochastic simulation with the 
transient state deterministic simulation. This last case is linear 
because the stochastic directional sea is simulated using linear 
assumptions. 

All the experiments and developments referred to in this study are performed at the 
Norwegian  Hydrodynamic Laboratories in Trondheim, Norway. 
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Ait of wave generation - steady state 

1 Regular Sinusoidal Waves Linear Deep and 
shallow water 

2 One-dimensional Spectrum — — 

3 Directional Spectrum _ — 

© Stokes Waves Non-linear Deep water 

3 Cnoidal Waves — Shallow water 

Art of wave generation - transient state 

6 2-Dimensional Freak Wave Linear Shallow water 

7 2-Dimensional Freak Wave — Deep water 

® 2-Dimensional Freak Wave Non-linear — 

9 3-Dimensional Freak Wave Linear — 

® 3-Dimensional Freak Wave Non-linear — 

Combined steady state/transient state 

11 One-dimensional Spectrum 
with superposed Freak Wave 

Linear Deep Water 

@ Directional Spectrum 
with superposed Freak Wave 

— — 

Fig. 3 State-of-the-art in wave generation techniques. 
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4.       GENERATION OF SQLITON5 

The familiar non-linear Schrodinger equation (4.1) as first derived by Zakharov (1968) 
describes a wide variety of physical situations. Here, we shall limit the description of the 
theory to gravity water waves in deep water.  The equation is: 

6A       Uo 6A  •.          o «2A 
^T + 2ko Sx           8k 2 

0 
6x2 

A*    k2- 2      oo 
1 A | 2 A   =   0 (4.1) 

Here, A is the complex envelope: 

A   =  a . e10 (4.2) 

and a is the physical amplitude. 

According to the theory there exists a carrier wave number k and a corresponding 
cyclic frequency u> which remains constant throughout the evolution. Thus, variations in k 
can be described as deviations from the carrier wave number: 

k  =  k    +   Ak (4.3) 

The mathematical solution of eq. (4.1) relevant to deep water waves is given by Zakharov & 
Shabat (1972).  Their main results are: 

1) An initial wave envelope pulse of arbitrary shape will eventually disintegrate into a 
number of solitons and an oscillatory tail. The number and structure of these solitons 
and the structure of the tail are completely determined by the initial conditions. 

2) Each soliton is defined as a permanent progressive wave solution to eq. (4.1) and has 
the form: 

sec /Tk 

-<2T   +  V1 

(x-Xn) 

2       2 , 

<*-*n>-<2k7    +Vn>t+6nj} <*•*> 

(Here, n is an index that refers to the n     soliton.   a   is its amplitude and V   is its velocity 
relative to the group velocity o> /2k .    Xn and   0   is its position and phase.) 

3) Provided that wave breaking does not occur, the solitons are stable in the sense that 
they can survive collisions and interactions with each other with no permanent change 
except a possible shift in position and phase. 
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t)       The remaining tail is relatively small and unimportant for a pulse initial condition. It 
disperses linearly resulting in a 1// tdecay of the amplitude. 

Experiments with monochromatic steep non-linear wave trains were carried out in a 78 
m long wind-wave flume at the Norwegian Hydrodynamic Laboratories. It was found that it 
was possible to use a sinusoidal command signal and a wave flap hinged at the bottom to 
produce highly non-linear solitons that dispersed in well controlled transient experiments 
with phase velocities and group velocities that exceeded predictions made from linear 
theory. Also a tail was observed behind the solitons that dispersed linearly. Further, it was 
found that the dispersion velocities for the obtained solitons agreed very well with 
numerical results given by Cokelet (1977) for high order Stokes waves. 

With this knowledge a series of very well controlled experiments were then carried out 
in which two monochromatic steep non-linear wave trains with different frequencies were 
generated at different times. This was performed in such a way that two solitons were 
brought into interaction with each other at a position 60 m from the wave generator. This 
resulted in the generation of a violent plunging breaker in deep water obtained as a result of 
a collision between only two solitons. 

An example of such an experiment is given by Kjeldsen, Vinje, Myrhaug & Brevig 
(1980) (Fig. 5, page 323 and Fig. 9, page 325). A large summary report containing all 
performed experiments will also be available Kjeldsen (1983). 

THEORETICAL STORM MODEL 

In the following a new theoretical model for travelling of wave transients with non- 
linear dispersion properties shall be derived.   We introduce the operator: 

A (oi)  = 
-jW  / W /; -x 1 

(5.1) 

A is a frequency response function for non-linear waves that relates wave heights measured 
at two points separated by a distance x in the direction of travel, to is the cyclic frequency, 
g is the gravity acceleration, while K is a non-linear dispersion factor depending on wave 
steepness. As shown in section 6 the produced waves are solitons with a synoptic shape that 
shows a high degree of coherence with Stokes waves as .calculated by Cokelet (1977) (using 
Pade approximants with series expansions to the order e ). Thus, for the non-linear wave 
transients under consideration here Cokelet's results are very good approximations. Fig. k 
shows K as a function of wave steepness. 

r'Jg' * Wave dispersion factor as a function of wave steepness/a   •   K     =   H       ) 

(From Cokelet (1977)). 
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For non-linear waves we now introduce a "unit impulse response function" X   defined 
by the transformation: 

i   " •      .   ; 

X(T)  = ij      A(u). e,UT , K dw (5.2) 

The unit impulse response function X represents a convenient method of determining the 
response q(t) to an input of any form Q(t) through the method of Duhamel's convolution 
integral: 

CO 

q(t)  =     /     X(t) .Q(t- T)dT (5.3) 
- CO 

Substituting eq. (5.1) into eq. (5.2) gives: 

X(T)  ^Uffi-k.^kdu (j.«) 

introducing trigonometric terms we obtain: 
CO 

X (T)  =2T S cos(a) 2---  »t ) du 

ro 2 

+ rji J     SWUJT   -^i)du. (5.5) 
- CO o 

By use of the symmetry relations we finally obtain: 
.    «> -     . 

X(T)  - £   /    cos(aTf£- o)T)dw (5.6) 

We now consider non-linear waves of constant steepness K . 

We introduce the substitutions: 

« =T7?" "17? «* -fr' <"> 

do    -    1/2  ^172 (5.8) 

and: 

We then obtain: 
,    1/2      1/2     » ,     - 

X(T)
 

= i     1/2—   J"   cos(E -° >d? <5-10> 
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and: 

1    2
1/2       K1/2 

1  IT)   -   A   6 'Jl  A (T'   -  IT 1/2 

+ /   cos  f d£ 
o 

.2 

J  cos r d c 
-a 

2 /   sin ?    &%  + 
J -0 

J   sin CZ d 5     } 

o 

We can now recognise the weii known relations for Fresnel's integrals: 

(5.11) 

J     sin 5   d£    =   J*   cos £   d£   = j ^ j (5.12) 

and: 

C(y) = /    cos(i   IT  u2)d(i 

• A S( u)  -   }   sindj   IT p ) d y 

(5.13) 

(5.1*) 

Substitution then gives: 

(EJS- »(') = (^)1,2( ?+T?r" 
i 
2  + S(/£<r) 

We now introduce a new parameter: 

«/|cr) 

(5.15) 

(5.16) 

Eq. (5.9) then gives: 

Ti      bx 
2 

(5.17) 

and we finally obtain: 

2   2 
i /b T\       u r              TT b   T X(—)  =  b{ I   cos5  T 

.     Hb2!2 

sin ^  ~- 
2 T IC 

I -r I 

} 

C&-) 

(5.18) 
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This is thus the final expression for the "unit impulse response function" X, expressed with 
Fresnel's integrals which are functions of the dimensionless time parameter b * T /K that 
governs the non-linear interactions. 

The freak wave is now approximated with the Dirac-function defined by 

J_ 
2ir 

1    r   -iuu ... (5>19) 

This function has the properties: 

6 (t)  =  0   if t  4  0 (5.20) 

/        S(t)dt =   1 (5.21) 

2 q(t ) if   t.   < t    <  t, 
/     q(t)    6(t-t0) dt  = {        ° '        °  "    l (5.22) 

o otherwise 
tl 

(Eqj(5.22) is valid if q(t) is continuous at t and t., t« are constants with t2 > t.) If index 1 
refers to the position of wave generation and index 2 refers to the position of the freak 
wave, then the time history at position 1 is given by Duhamei's integral eq. (5.3) as: 

n (xr t) =  J"        X(T) • n(x2, t- T ) dx (5.23) 

This can also be expressed as: 

n (xj, t)  =   A (to) • n(x2, t) (5.2*) 

Eqs. (5.23) and (5.2*) are the time domain equivalents of: 

N<x2, u)   -    A(w)  *  N(x1? co) (5.25) 

where N is the transform of the time histories obtained as: 

co \ 

N(x, u>)  = ~-  J     n (x, t) • e~lW t K  dt (5.26) 

The freak wave at position 2 is now approximated with a Dirac-function and we have: 

n (x2, t)  =   6 (t) (5.27) 

N(x,,(D)   =^-  /     n(x„t)  e"ia)tK    dt  = ^ (5.28) 

Then 

M/„    ,., ^   _ __  j      (| yx^, i)  e K;    UL  = 2^r 

and 

N(x., to)  = ~-    A-1 ( oo) (5.29) 
1 I TT 
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The inverse transform is then obtained as: 

°° iu t n(xpt)  =    j      N(xlf w) eiUt K   dw (5.30) 

/      x      l      r     -i {u    - -) - wt} , /s -».% n (x,, t)   = ~~     J      e     L g   K J dw (5.M/ 

n(xpt)   =  i   J      cos(-^~   ~  -  wt) do) (5.32) 

o 

Eq. (5.32) is identical with eq. (5.6) and it is thus shown that the unit impulse response 
function X represents the time series r) (x., t) at position 1. Eq.(5.iS) can then be used 
directly to produce a command signal for trie wave generator. For large values of 0, we 
obtain the simplification: 

and 

C(y) = s( u) = i 

X (T) 
AT,                 / TT     b        "C 

-   V 2 b cos ( 2   T-   ' - -) 

(5.33) 

(5.34) 

Thus, we have obtained an extension and non-linear modification of a technique for linear 
transient waves described by Davis & Zarnick (1964), 

6.       DEVELOPMENT OF COMMAND SIGNALS FOR 2-DIMENSIONAL FREAK WAVES 

The theoretical storm model given in section 5 can now be directly used to develop 
command signals for wave generators. Thus, eq. (5.18 ) or eq. (5.34) can be directly used 
to prepare analog signals for wave generators. Since 1977 experiments of this kind have 
been performed at the Norwegian Hydrodynamic Laboratories in 3 different wave flumes, 
first one 33 m long, 1 m wide and 1.6 m deep, second one 78 m long, 4 m wide and 1.6 m 
deep, and the third one 280 m long, 10 m wide and 10 m deep, all equipped with flap-type 
wave generators. Fig. 5 gives an example of such an experiment performed in the third 
wave flume. A large plunging breaker with a wave height 0.74 m is generated 41 m from the 
wave generator and 66 seconds after the start of the transient signal. 
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..    / 

Command 927 

^ All „ „ 

RUN 185 X 

<m) 

  

- :i:A I        

1 \J \J  \J V v VvV""                

Fig. 5 Deep water plunging breaker generated from an interaction of 4-3 single 
wave.components.   The command signal to the wave generator is shown at 
the bottom. 

It is most important to consider the fact that the analytical model developed in 
section 5 for dispersion of storm waves makes the assumption that all generated wave 
components have the same steepness. Thus, K becomes a constant. To achieve this eq. 
(5.18) or eq. (5.34) has to be multiplied by a correction factor, that is an increasing function 
of time. With such a correction analog signals were prepared for the wave maker. At the 
wave maker waves were generated with a constant initial steepness 0.10, starting at a 
frequency 2 Hz. In this way the final plunging breaker obtained as a result of the collision 
of the H-3 wave components was very close to the maximum that might be achieved. Fig. 6 
shows results from 11 repeated experiments of this kind. Measured parameters are trough- 
to-crest wave height H ,, zero-downcross wave period T ,, horizontal asymmetry factor ]x 
defined as the ratio between crest height and wave height, and finally crest front steepness 
e (defined in Kjeldsen & Myrhaug (1980)). For each parameter both the mean value and the 

standard deviation 0" are shown. From this result compared to 16 mm high speed film 
recordings of the plunging breaker, we conclude that the repetition in the generated freak 
waves is very high. Fig. 7 shows a non-dimensional plot of synoptic wave shape where 
experimental obtained values were compared with Cokeiet's results for high order Stokes 
waves with the same steepness,    e   = 0.70 is Cokeiet's expansion parameter. 

Hzc] = 0.74 m o = 0.031 m 
0.821 , 
0.66) 

3.15[ 
f2d = 2-94 sec 0 = 0.080 sec 

2.7s| 

0.811 
p   • 0.77 0 • 0.019 

0.73|     " 

0.241 
I",   ' 0.20 0 = 0.024^ 

Fig. 6 Control of repetition in experiments. 
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0.6 
V 

E2.0.70 A              - Wave No.  23 

0 
f MWL 

Fig. 7 Non-dimensional synoptic comparison of experimental wave component No. 
23 at x = 5.5 m and Cokelet's results for high order Stokes waves. 

<m) *B 
IXB 

44 

42 ^*^ Synoptic recording 

on high-speed film 

40 
Gain 

Fig. 8 Non-linear  transfer of breaking point as a result of increase in gain on 
analog signal to wave generator. 

The experimental wave component (No. 23) shown in Fig. 5 and measured at 5.5 m is 
converted from time domain to synoptic domain using equations given by Cokelet (1977, 
page 210). A coherence between experimental values and Cokelet's results is observed with 
steep wave crests and flat troughs. This is remarkable because Cokelet's results refer to a 
steady state condition, while the experiment is a highly transient condition. Thus, we take 
the observed coherence as a confirmation of the soliton theory used here. Finally, Fig. 8 
shows a comparison between 3 identical transient tests with the same analog command 
signal but with a different gain on the wave maker. The positions xB where the wave fronts 
become vertical are recorded and measured on high speed film and shown on the figure. 
Thus, when the gain is changed from 800 to 1000 the plunging breaker is shifted downwards 
in the wave flume from xR = 40 m to xR = 4^.3 m. This is a true non-linear behaviour. 
Dispersion velocities of all wave components increase with increasing amplitude, and the 
experimental technique and control are advanced enough to keep the wave focusing 
properties. Thus, this new non-linear experimental technique can be used to finally adjust a 
violent plunging breaker to give a very direct strike on a test structure placed for instance 
Wl m from the point of wave generation. 



690 COASTAL ENGINEERING—1982 

7.       DEVELOPMENT OF COMMAND SIGNALS FOR 3-DIMENSIONAL FREAK WAVES 

The same technique was also extended to 3-dimensions. Experiments were carried out 
in the new ocean basin at the Norwegian Hydrodynamic Laboratories. The basin is 80 m 
long, 50 m wide and 10 m deep. At the 80 m long side 144 individually controlled single flap 
type wave generators are installed in an array. Each flap is a "Belofram" sealed membrane 
hinged 1.02 m below mean water level. At the other sides are efficient energy absorbing 
parabolic beaches. 14ft different command signals of the same type as described in section 5 
were prepared for these wave generators in such a way that focusing of wave energy would 
take place from many directions simultaneously resulting in a large pyramidal breaking wave 
close to the far end of the basin 40 m from the wave generators. Fig. 9 shows a very steep 
shortcrested breaking wave (pyramidal breaker) obtained at sea, while Fig. 10 shows a 
reproduction of the same situation in the ocean basin. The general conclusion from these 
tests is that non-linear effects in steep waves changed directional propagation and amplified 
energy focusing. Further, the small flap generators produced linear waves from linear 
command signals. Thus, it was not possible to generate non-linear solitons as described in 
section 5. (The wave maker used for the experiments shown in Fig. 5 is a large flap hinged 
2.6 m below mean water level.) However, extreme non-linear waves were obtained in the 
end in the ocean basin as a result of the wave focusing, as can be seen in Fig. 10, but this 
was first obtained after a non-linear adjustment of wave phases. Finally, some experiments 
were carried out in which large freak waves were superposed at a certain time on a given 
directional spectrum using linear theory. However, this leads in all cases to spilling 
breakers and no plunging breakers were obtained in this way. A 16 mm film showing 3- 
dimensional experiments were shown at the conference. Further details on these experi- 
ments are given by Kjeldsen (1983). 

Fig. 9 A dangerous  wave captured  at sea by Fukumi  Kuriyama,  Nikkor Club, 
Nippon, Kogaku, K.K. Japan. 
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Fig. 10        Reproduction of a pyramidal breaker at the ocean basin. 

CONCLUSIONS 

Linear wave theory failed to predict the experiments. Instead an analytical theory is 
developed that takes into account the observed non-linear dispersion of wave solitons. 
Command signals for generation of freak waves can thus be obtained as modified 
versions of equations (5.18) and (5.34). 
Close to breaking individual wave components can no longer be regarded as travelling 
independently of each other. Instead, wave-wave interactions take place leading 
directly to generation of violent plunging breakers in deep waters. 
The final amplitude of the obtained freak waves cannot be found as a sum of individual 
wave components measured close to the point of wave generation. A more compli- 
cated physical process determines the maximum amplitude where onset of wave 
breaking is the upper frame. 
Transient non-breaking wave shapes can be generated with steepnesses that signifi- 
cantly exceed the theoretical value 0.14 for limiting steepness of steady state non- 
linear waves. 
Application of this new non-linear transient wave generation technique showed the 
following advantages: 
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a) In most conventional tests performed with various structures in deep water 
plunging breakers are absent. In many conventional tests the total amount of 
breaking waves (spilling breakers, plunging breakers and bores) is too low. If a 
plunging breaker occasionally occurs in a simulated stochastic sea "by chance", it 
is nearly always out of the test section and far away from the structure under 
investigation. The transient test technique, however, can locate a most violent 
plunging breaker at a predetermined time and space that strikes exactly at the 
structure and repeats with great accuracy. 

b) Both the total amount of breaking waves and the different types of breaking 
waves are main factors to consider in simulated seas. The amount of plunging 
breakers in simulated seas might determine if a critical event takes place or not 
{i.e. exceeding of breaking strength, capsizing of vessel). The transient 
deterministic test technique has been developed far enough to excitate reso- 
nance and amplify certain dangerous frequencies in a non-linear coupling. After 
establishment of a resonance a violent plunging breaker strikes the structure as 
the last wave in a long wave train. 

c) The obtained 3-dimensional extreme waves represent a close approximation of 
the maximum wave height that might be obtained in a given directional wave 
spectrum with the physical restrictions and all the non-linear effects from wave 
interaction present. Thus, it represents an alternative choice, to the 100-year 
design wave obtained from an often uncertain mathematical extrapolation of 
limited field data from a short period of years. 

d) Scale effects can be reduced because higher wave amplitudes and higher 
Keulegan-Carpenter numbers can be achieved. Conventional use of wave makers 
leads to lower wave amplitudes and larger scale effects. 

e) Transient tests are more accurate than conventional test techniques. The 
deterministic transient tests can be programmed and planned in such a way that 
unwanted noise and parasitic disturbances on the responses can be avoided. The 
parasitic disturbances considered here are unwanted higher harmonics generated 
by the mechanical wave generators and unwanted reflections from beaches and 
flume walls. For this reason the transient test technique is a most efficient 
method to obtain the frequency transfer functions for responses of various 
structures in waves. 

f) Application of transient deterministic test technique for mapping of extreme 
responses, means much more efficiency in the laboratory and lower costs, due to 
the fact that the extreme situation can be repeated with great accuracy many 
times in a single day of testing. On the other hand, conventional test programs 
for structures in deep waters very often have a long test period and in many 
cases not a single strike is obtained directly on the structure from a plunging 
breaker. 

It was found that traditional stochastic experiments using wave spectra can be directly 
misleading in some cases. Stochastic experiments and transient experiments were 
performed on the same structure and the same maximum wave height was expected. 
However, the trough to crest oscillation in a measured mooring force became twice as 
high in the transient experiment compared to the stochastic experiment. Thus, 
conventional test methods give results that are on the non-conservative side in some 
cases and might lead to a severe underestimation of the wave forces the oceans are 
able to create. 
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LABORATORY PHOTOGRAMMETRIC WAVE HEIGHT MEASUREMENT 

J.D. POS^ and F.A. KILNERZ 

ABSTRACT 

The paper describes the experimental procedure used to produce a comp- 
utor contour plot of the wave height distributions and wave directions 
in a model basin, using photogrammetric techniques.  Only monochromatic 
waves are analysed.  A technique is outlined to simulate and measure 
waves entering a basin of infinite extent, in other words to photograph 
the penetration of a wave train into a harbour basin before the pattern 
has been contaminated by reflections.  Proof is offered that this 
infinite basin technique is a valid representation of the steady state 
situation of a continuous wave train entering an infinite basin. 

INTRODUCTION 

Model harbours are used by coastal engineers as an aid in the opti- 
mization of harbour designs.  The models predict wave heights in full 
scale harbours, the results being used to reduce these wave heights to 
a minimum in order to prevent damage to moored ships, to the wharf 
structure and to the mooring systems.  Two main limitations in experi- 
mental procedures are encountered, however, when attempting to measure 
accurately the wave height distributions within model harbours;  these 
are: - 

(1)  Wave heights in model harbours are commonly measured using 
parallel wire resistance or capacitance wave probes.  A number 
of these probes are usually mounted on a moveable instrument 
carriage which can traverse the wave basin to measure the wave 
heights.  Such a configuration was used by Harms l_3J-  The dis- 
advantage of this system is that the wave height at only a limited 
number of discrete locations can be measured at any one time.  The 
system is also time consuming, since the instrument carriage has 
to be moved within the wave basin until the entire water surface 
has been measured.  Furthermore, excessive spacing of these wave 
probes may result in points of maximum wave heights being over- 
looked. 
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South Africa. 
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(2)  Wave measurements using the above system necessitate (in most cases) 
that the wave paddle must run continuously.  This enables secondary 
effects, (such as wave reflections, basin oscillations, cross waves, 
etc.) to develop and distort the generated wave, thus causing 
marked anomalous wave height variations along the generated 
incident wave crests.  These problems are discussed in depth by 
Harms L3J. 

The two abovementioned problems effectively prevent the achievement of 
accurate wave height and pattern measurement in model harbours.  This 
paper describes research at U.C.T. directed towards solving these 
problems by using stereophotogrammetry.  A photogrammetric technique is 
described which enables an instantaneous, synoptic and permanent three 
dimensional record to be obtained of the deformed water surface in a 
model harbour.  A procedure is also described to achieve a computer 
generated contour plot of the experimental wave height distributions 
in a wave basin. 

DEVELOPMENT OF THE TECHNIQUES USED 

In some early attempts at using stereo-photography for the measurement 
of a deformed water surface, it was appreciated that in clear water 
it is difficult to distinguish surface features from bed details, thus 
some method was needed for making the water surface opaque.  The sub- 
stance used must not significantly affect the wave process under inves- 
tigation, ideally it should also be cheap and non-contaminating with 
regard to laboratory installations.  Surface applications such as 
aluminium powder and confetti were first tried and were found to be 
very inconvenient, then various solutions such as P.V.A. in water were 
tried but were found to settle out quite quickly.  Eventually it was 
found that a low concentration of cutting oil in water, about 0,7 per 
cent, gave a suitably milky fluid which satisfied the above require- 
ments. 

It was found necessary to arrange for special illumination for the 
water surface and this was achieved by employing A conventional lecture 
room type overhead projectors placed 4m above the water surface in the 
plan positions shown in Fig. 1.  However, when faced with the viewing 
and interpretation of stereopairs, it was found impossible to identify 
corresponding points in the photographs without introducing some ' 
optical contrast onto the water surface, and this was effected by 
placing transparencies in the projectors containing black geometrical 
shapes alternating with translucent areas.  Initially, pattern geometry 
was used, for example concentric black rings, but this was abandoned 
because it was found that the pattern interfered with the viewer's 
three dimensional perception.  Subsequently random assemblies of black 
stars and arrows were used, and this is now our standard practice. 
With regard to photography, two Zeiss Jena metric cameras were 
used at an elevation of about 5m above water surface and 1.9m apart. 
At first, the cameras, coupled to their synchronization device, were 
relied upon to give synchronized exposures of identical duration, but 
detailed examination of the camera performance showed that this was not 
reliable, and therefore the projectors were converted into flash units 
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6.1m 

Fig.1     TYPICAL       HARBOUR       CONFIGURATION 
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by replacing the conventional bulbs with flash bulbs, placed at the 
focal points of the focusing lenses, and fired by a common capacitance. 
A shutter speed setting of 1/30 second was used, to allow both shutters 
to be open a sufficient time to encompass the flash duration (allowing 
for the variation in shutter speeds between the cameras and their lack 
of synchronisation) and to ensure that the illuminated control points 
were adequately exposed.   All photography took place at night.   Due 
to the very short flash duration, of less than a millisecond, the water 
surface detail was effectively "frozen" (i.e. very little image move- 
ment) in the stereopairs. 

The next concern is to consider how the photographs are to be inter- 
preted to yield information about wave heights at points in the field 
of view.   Bearing in mind that a wave height is the vertical distance 
between a crest at a selected point and a subsequent (or preceding) 
trough at that point, it is clear that two stereopairs are needed, and 
these were arranged to be taken such that the waves imaged in the 2nd 
stereopair are 180° out of phase relative to the waves imaged in the 
1st stereopair, making use of two electronic microswitches triggered by 
the wave paddle mechanism.   Algebraic subtraction of the two resulting 
deformed water surfaces gave the wave heights at all points where a 
crest or trough appeared in either stereopair.   In the earlier stages 
of the investigation a Zeiss (Jena) Topocart stereoplotter was used to 
analyse the photographic plates, and was found capable of measuring the 
wave heights with an average error of 2 mm.   This method, however, 
requires the use of very expensive metric survey cameras in addition to 
the very expensive stereoplotter (plus a specially trained operator), 
and therefore a cheaper and slightly more accurate alternative approach 
was adopted.   These earlier stages of the investigation are described 
in full by Adams and Pos [2]. 

It was decided that the water surface elevations would be measured 
using projective transformations.   A brief description of the theory 
of projective transformations is given by Adams [1].   The advantages 
of this method are that the plates can be viewed by a relatively 
inexperienced operator using a less expensive Zeiss (Jena) stereocom- 
parator, (i.e. less expensive than a stereoplotter).   The water sur- 
face elevations are determined by microcomputer using the theory of 
projective transformations.   This method is inherently more accurate 
than the previous one since the human error involved in the relative 
and absolute orientation of the stereoplotter is eliminated.   Also the 
projective transformation calculations enable the inner orientation 
elements (principal distance and principal point) of the cameras to be 
determined for each stereopair.  (Thus far cheaper non metric cameras 
can be used). 

PROJECTIVE TRANSFORMATION THEORY 

The theory and mathematical techniques employed are described by Adams 
[1] and Welham [4].   For ease of reference the appropriate formulae 
and their solutions are summarised below. 
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Calculation of Transformation Parameters 

X.b, + Y.b +Z.b +b  - x.X.b  -x.Y.b  -x.Z.b  =x.,       (1) 
111 1    12       i    13        114 1    1    31        1    1    32       1    1    33 l' 

xib2.+ Yib22+zib23+b2,-yiYib3r y±Yib32-y^33 - y±- (« 

where 

X,, Y,, Z. are free net space co-ordinates of point P,  , 

x., y.    are comparator image co-ordinates of point P, 

referred to an aribtrary origin, 

b..       are transformation parameters. 

In the solution of the transformation parameters, both the image and 
object co-ordinates are assumed to be error free and the best mean b. 
terms are determined using normal equations formed from quasi- 
observation equations as follows: 
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0 0 0 0 X, Y, Z, l 

0 0 0 0 X, Y„ z. i 

-yixi    -^iYi     -yizi       yi 

-y2X2   -y2Y2    -y2Z2     y2 

L 
matrix 

From these quasi-observation equations, the 'B' matrix can be solved 
T  -1  T as usual from B = (A A)   A L. 

Most modern desk top or microcomputers can deal with a matrix inversion 
of this size (11 x 11) and the solution equations adopted take into 
account any redundant control points imaged and used for calculating 
the most likely b., values. 
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Calculation of Space Co-ordinates using Stereopair 

(x.b, - b  )X.+ (x.b  - b  )Y.+ (x.b  -b  )Z. = b - x. 
i !1    111     1 32    12' 1     i 33  13  i     1 h i 

(yib31-b2.)Xi+ ^ib32-
b22)Yi+ (^3 -b23)Zi    " ^ " ^1 

(x.b7r —;>x1+ (x.b72- b72)Y.+ (X.E-- b73)z.= blk - 7. (3) 

where the unbarred elements refer to the left hand picture and the 

barred elements to the right hand picture.   Let ' C' be the matrix of 
the left hand coefficients and 'L' the matrix of the right hand terms. 

The space co-ordinates of an image point (X, Y, Z) can be found from 

T  -1  T 
(C C) X CXL. 

It will be noted that the traditional elements of inner and relative 
orientation are not apparent, but these can be obtained from a knowledge 

of the b.. elements if so desired. 

Summarised, the appropriate inner orientation equations are: 

Non-zero scalar A: 

,-2 
(4) 

Principal point co-ordinates (comparator system): 

(5) 

(6) 

Equivalent principal distance: 

<      =       <bIl+bl2+
bL^-*2P 

<4 =   (Ki +b22 + b33>A2 - y2p 

Use average of c  and c . 

(7) 

(8) 

Unless it is intended to plot from the stereopair using a stereoplotter, 
the inner orientation elements are of academic interest only and there- 

fore only equations (1), (2) and (3) are relevant. 
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WAVE PADDLE AREA 

56 mm ± 9% 

52 mm ± 3% 

55 mm ± 2% 

51 mm ± 7% 

56 mm ± 9.5% 

53 mm ± 11% 

52 mm ± 6.5% 

WAVE ENERGY FRONT 

35 mm ± 8.5% 

27 mm + 14% 

18 mm + 16% 

19 mm ± 13% 

13 mm ± 11.5% 

13 mm ± 15% 

1 m 

BEACH 

Fig.2  WAVE  ENERGY   FRONT 
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CONTROL POINT CONFIGURATION 

Initially 12 control points were used (a minimum of 6 control points 
imaged in the overlap area of the stereopairs are required), 8 at levels 
above the water surface and 4 at levels below the wave surface (in open 
canisters).   This was done since it was postulated that more accurate 
results would be obtained if the surface to be measured was straddled 
by control points, i.e. interpolation, rather than extrapolation as was 
the case for the first configuration (as described in L2J) which had 4 
control points above the water surface.   Stereopairs, using the infinite 
basin technique, were taken of the energy front of a plane long crested 
wave train entering an area of still water.   On analysing the stereopairs 
it became obvious that the 280 mm maximum vertical distance between the 
two planes of control points was inadequate to determine the projective 
transformation parameters with sufficient accuracy.  This problem was 
subsequently overcome by constructing an additional plane of 4 control 
points approximately 540 mm above the original upper control points. 

To determine the XYZ positions of the 16 control points they were first 
levelled and then 48 inter control points measurements were taken using 
a steel tape.   The corrected data was analysed using a least square 
adjustment program written for the Tektronix 4051 by Dr. H. Riither of 
the Survey Department, U.C.T., and an accuracy in X, Y of better than 
1 mm was achieved.   Research work done by Welham [4J> indicates that 
the control configuration used was more than adequate for the accurate 
determination of the projective transformation parameters.   Since 
photography took place at night each control point was individually 
illuminated. 

THE INFINITE BASIN TECHNIQUE 

An analysis of the steady state results coupled with visual observations 
of the deterioration of the wave field in the basin after a very short 
period of wave paddle action lead to the development and adoption of the 
infinite basin technique.  It was observed that when the wave paddle was 
subsequently stopped and the main wave train had traversed the basin, a 
marked reflection and resonsance mode was evident in the basin, which 
took a few minutes to dissipate.  This reflection and resonance mode 
was obviously superimposed upon the wave field in the basin under steady 
state conditions. 

It was hypothesized that it would be possible to simulate the steady 
state situation of a continuous wave train entering an infinite basin 
by sending a wave train into a model basin of still water and taking a 
stereopait" of the water surface just as the wave energy front reached 
the peripheral beaches.   To test this hypothesis, two stereopairs were 
taken of the wave energy front region of a typical wave train entering 
an open basin of initially still water.   On analysis it was found that 
the wave heights of the crests immediately behind the wave energy front 
were closely equal to the mean wave height between the front and the 
generator.   The experimental configuration analysed and the results 
obtained is shown in fig. 2 .  A wave train of period T=0,74 seconds was 
propagated in a water depth d=138 mm.  The crestlines observed in 
the 1st stereopair are shown as solid lines, while the trough lines 
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FIG. 3    STEREO  PAIRS  TAKEN   OF   MODEL   HARBOUR   CONFIGURATION 
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observed in the 1st stereopair are shown as dashed lines.   The 
calculated position of the wave energy front is shown as a thick dashed 
line.   The mean wave heights plus the observed percentage variation 
from the mean is shown for each crest and trough line.   Note the 
trough lines observed in the 1st stereopair are coincident with the 
crest lines observed in the 2nd stereopair and vice versa, 

MODEL HARBOUR CONFIGURATION ANALYSED USING INFINITE BASIN TECHNIQUE 

The stereopairs in fig. 3 show waves entering the model harbour basin 
shown in fig. 1.   The basin is 4,5 m long and A,8 m wide.   (These 
dimensions do not include the crushed stone beaches along the side and 
back walls of the basin.)   The incident wave train has the following 
characteristics:  wave period 0,67 seconds, wave height approx. 55 mm, 
and wave length (calculated using Airy wave theory) 604 mm.   The gap 
to wavelength ratio (i.e. B/L ratio) is 1,64    The water depth is 
125 mm ±1 mm.   The stereopairs shown were taken 14,5 seconds after 
starting the wave paddly at which stage the wave energy front was at 
the toe of the back wall beach.   The second stereopair was taken with 
the waves in the basin 180° out of phase relative to the waves imaged 
in the first stereopair.   This means that the troughs imaged in the 
second stereopair occupy the positions of the crests imaged in the first 
stereopair.   If one substracts the crest and trough elevations of the 
first stereopair from their corresponding elevations in the second ste- 
reopair, one will achieve a plot of wave height distribution within the 
basin.   Since the harbour configuration is symmetrical about the centre 
line, only the left hand side of the basin is shown in fig. 3. 

WAVE HEIGHT MEASUREMENT PROCEDURE 

The process of achieving a plot of wave height distributions within the 
model basin is briefly summarised in fig. 4.   The stereopairs are ana- 
lysed using a Zeiss (Jena) stereocomparator which is interfaced via an 
analog to digital converter and a data communications interface with a 
Tektronix 4051 microcomputer.   The microcomputer, under program 
control, stores the X, Y and PX, PY data obtained from the stereocompa- 
rator for each point observed.   The stereopairs can also be analysed 
on a digitiser tablet using a modified stereoscope and a special double 
cursor (as described by Welham [4]).  Using this alternative technique 
the wave heights can be measured with an accuracy of 5 to 6 mm.   Once 
a set of points has been observed, the raw data is edited, prepared for 
transfer to flexible disc, and then stored on tape.   The tape is then 
transferred to a second Tektronix 4051 which has a flexible disc file 
manager, and the data transferred from tape to disc, under program 
control.   All subsequent analysis is performed on the second Tektronix 
4051. 

The analysis procedure which is outlined by the procedural flowchart in 
fig. 5 is as follows:   the control points and crests imaged in the 
first stereopair and the control points imaged in the second stereopair 
are observed using the stereocomparator.   The observed data is then 
analysed using the program "Waveheight", written by the first author, to 
yield:-   the inner orientation elements and protective transformation 
parameters for the 1st and 2nd stereopairs, the crest elevation data 
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(crest XYZ data) for the 1st stereopair, and the positions at which the 
troughs must be observed on the 2nd stereopair.   The troughs imaged in 
the 2nd stereopair are then observed at the predetermined points,while 
the crests are observed at arbitrary points selected by the observer. 
The 1st stereopair is again placed in the stereocomparator and the imaged 
control points are observed.  This observed data is analysed using the 
programme "Waveheight" to yield:  trough and crest XYZ data for the 2nd 
stereopair, inner orientation elements and projective transformation 
parameters for the 1st stereopair (2nd viewing), and the trough positions 
to be observed in the 1st stereopair (2nd viewing).  The troughs imaged 
in the 1st stereopair are then observed.  The observed data is then 
analysed using the program "Wave height"which yields:  The trough XYZ 
data for the 1st stereopair and the XYH values along the crest lines 
imaged in the 1st and 2nd stereopairs, H  is the wave height at a point 
within the basin.  From the results obtained it is estimated that the 
wave heights can be measured with an accuracy of better than 2 mm. 

The XYH data is then transfered to a file on the UNIVAC 1100 at U.C.T. 
The Saclant Graphics Package installed on the UNIVAC is then used to 
interpolate the raw data onto a rectangular equidistant grid.  The 
interpolated data can then be used to plot a contour plot or a 3 dimen- 
sional perspective picture of the wave height distributions within the 
model harbour basin.   The stereopairs, shown in fig. 3, were analysed 
using the procedure described above to yield the contour plot of wave 
heights within the basin, shown in fig. 6.   Since the harbour config- 
uration is symmetrical about the centre line, only the left hand side 
of the basin is shown.   The dashed lines indicate the crest lines 
plotted from both stereopairs.   The black dots indicate the crest line 
sampling points plotted from both stereopairs. 

CONCLUSIONS 

The two major problems which prevent the accurate measurement of wave 
heights in model harbours using conventional techniques (as described 
in the introduction) have been successfully solved using the photogram- 
metric technique.   Problem (1) is solved since the two stereopairs of 
photographs  can be taken in a much shorter period than is required for 
a scan using wave probes, and the information contained on the plates 
is permanent, synoptic and detailed.   Furthermore, there is no instru- 
mental interference in wave processes being observed.  Problem (2) can 
be overcome by using the infinite basin technique, that is by photo- 
graphing before the wave energy is reflected from internal walls, thus 
eliminating the distorting effects of wave reflections within a model 
basin.   The infinite basin technique effectively enables the researcher 
to accurately model the situation of a continuous wave train entering 
a basin of infinite extent. 

Three areas of utilisation for the photogrammetric wave height and pat- 
tern recording technique appear possible, the first is the routine use 
in applied investigations where refraction or diffraction effects are 
important, for example, the analysis of model harbour configurations. 
The second is to make use of the procedures as a check on the validity 
of various existing wave theories, where the information obtained 
(instantaneous and high accuracy) should be decisive.   The third area 
of utilisation is to apply the technique in close conjunction with - 
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mathematical modelling (such as finite element modelling) in order 
possibly to calibrate the models and thus improve their predictions. 
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A NEW APPROACH TO TRANSIENT WAVE GENERATION 

ABSTRACT 

An analytical model of an "episodic" wave as a function of time is 
given. The linear dispersion theory is applied to the transient to 
hindcast the wave train at a wave board which is a specified distance 
up-wave from a test site. First order wave board theory and linear 
system theory is used to convert the wave train at the wave board into 
a control signal. Conversion of the time discrete control signal into 
a smooth analog voltage signal by means of a real time digital program 
is described. Examples of numerical simulations and physical measure- 
ments are given. 

INTRODUCTION 

Testing of coastal structures in hydraulic laboratories is gen- 
erally performed by wave attack with either regular or irregular 
waves. Occasionally it is desirable to study fixed or floating struc- 
tures by exposing them either to extremely large waves or to particular 
successions of large waves as may be encountered in wave groups. 

Whereas many researchers believe that the use of long sequences of 
random waves for testing purposes offers a high probability that all 
extreme test conditions will be encountered sooner or later, experience 
at NRC has indicated that this is not generally the case. During a 
capsize test of a communication buoy, irregular waves for a fully 
developed sea failed to capsize the buoy whereas a particular transient 
wave, designed to break at the buoy location, achieved a capsize every 
time (Photographs 1 and 2). Other examples for the application of 
transient wave conditions are overtopping tests and the measurement of 
pressure and forces due to extreme waves. Purely from the point of 
view of being able to exercise more precise control of wave profiles at 
the test site as well as the greater testing efficiency and resulting 
time saving, the deterministic approach to wave generation has an 
appeal to the experimental scientist. 

Episodic waves have been generated successfully by various 
laboratories using a "sweep frequency" technique.  The span and the 
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sweep rate were determined experimentally to achieve a breaker at a 
certain distance from the wave board. A variation of this method was 
described by Funke and Mansard {1979) which determines the sweep rate 
by calculating the periods of successive wave singlets in a wave train 
which is being assembled to achieve breaking at a predefined distance 
from the wave board. This technique is described in Figure 1 which 
illustrates the principle that the singlet of period 1/Fa requires 
Ta seconds to travel a required distance D at group velocity. 
Therefore, if a second singlet is to be generated, which can catch up 
and overtake the first singlet within distance D, then it must do so in 
Ta - 1/Fa seconds. Because there is now less time available, the 
second singlet must, of necessity, be of a longer period than the first 
because longer period waves travel faster. 

START 

OF  SEQUENCE 

AFTER  COMPLETION 
OF   1st  WAVE 

AFTER   COMPLETION 
OF   1st *  2nd  WAVE 

FIG.1      TRANSIENT    WAVE    GENERATION    BY 
SWEEP    FREQUENCY    METHOD 
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Although the "sweep frequency" methods have proven that control 
over the wave breaker location is possible, they do not permit any 
control over the profile of the wave transient. The method by Funke 
and Mansard (1979) assumed that every singlet should have an amplitude 
of 1/10 of the associated wave length. As a result, the actual 
breaking occurs when the wave becomes critically steep due to the 
superposition of waves and not necessarily when all wave singlets have 
achieved phase coincidence. 

The new method described here is based on a description of the 
desired wave transient at the test site and on the principle that, 
through the application of linear dispersion theory, the corresponding 
wave sequence at the location of the wave board can be hindcasted. It 
should therefore be possible to generate wave groups with an arbitrary 
number of waves per group and with arbitrary steepness. Limitations 
are, of course, imposed by physical realizability. 

DEFINING THE WAVE TRANSIENT 

To illustrate the method, the generation of a wave group with a 
finite number of waves is being described. In the absence of an 
analytical description of such a wave or wave train as a function of 
time, a mathematical function has been composed which gives the water 
surface elevation ri(t) as may be observed at a single point at the test 
site in a wave flume or basin.  This function is given as: 

2 
max H'T-e      • sin(nirp/T 

n(i'At) =  I      . sin(2Trn'iAt/T)    (1) 
n=1     TT2»n2*p'( 1-p/T) 

where  nmax = is the maximum number of participating harmonics 

H    =  is the wave height of an unmodulated saw tooth wave 
form 

T    =  is the period of the saw tooth 

T    =  /3/<B-T) 

3     =  is the half amplitude width of the Gaussian envelope 
function 

p    =  is a steepness parameter. 

Equation ( 1) may best be understood with reference to Figure 2. 
See also Moskowitz and Racker (1951).  The term 

H*T» sin(nirp/T) 

gives the nth Fourier coefficient for a saw tooth wave form with steep- 
ness parameter p. If p=0.5, the saw tooth is symmetrical with front 
and back steepness being equal. If p=1.0, then the wave front is infi- 
nitely steep.   In practice, p=0.75 appears to be satisfactory.   The 
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BELL SHAPE MODULATOR 

WITH:   p  = 2 

SAW-TOOTH WAVE WITH: 
H = O.SM 

P  = 0.75 

T  =  2 SEC 

"max = 4 

RESULTANT TRANSIENT WITH: 

TN = 50 SEC 

CONTROL SIGNAL FOR 
WAVEMAKER WITH: 

-PISTON MODE 
-0.9M DEPTH OF WATER 
-10M DISTANCE FROM TEST SITE 

FIG.2     SYNTHESIS   OF   AN   EPISODIC   WAVE 

second graph in Figure 2 illustrates five cycles of a saw tooth wave 
for H=0.5 m, p=0.75, T=2 seconds and nmax=4. This trace results from 
evaluating sin(2Ti*n»iAt/T)   for   0<iAt<10   seconds. 

nmax' in tne summation of equation 1, may be limited in order to 
avoid very sharp, non-realizable crests and troughs in the saw tooth. 
Alternatively, n^x may be used to limit the maximum frequency in the 
wave machine  control  signal. 

2 
The term e~(Y*t)  in equation (1) gives an amplitude modulator 

which is applied to the saw tooth. y=/3/( B'T) may be used to control 
the width of this bell shaped function. In the example, 3=2, which im- 
plies that the half amplitude width is $'T=4 seconds, the bell function 
is centred at t=1.21'B#T. 

The result of modulating the saw tooth is given as the third trace 
in Figure 2. This is the theoretical wave transient as a function of 
time and represents the wave which is to be generated at a test site 
some distance from the wave board. 
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Discrete Fourier transform considerations require that a recycling 
period is specified. Also, for purposes of conducting a test, it is 
preferable to introduce a quiescent period between successive wave 
transients in order to permit disturbances in the flume to settle down 
after each transient has traversed the length of the flume. For this 
reason a recycling period Tn is introduced which was set to 50 sec- 
onds for the example of Figure 2. 

COMPUTATION OF THE WAVE GENERATOR CONTROL SIGNAL 

The conversion of the wave train, defined in Equation (1) and 
Figure 2, to a wave generator control signal is accomplished by first 
submitting the time series to a program known as RWREP which is descri- 
bed by Funke and Mansard (1983). This computer program performs a 
variety of operations which are summarized in Figures 3 and 4. 

All these operations are being implemented in the frequency domain 
and therefore the desired wave train is first Fourier transformed. 

READ   CONTOL 

TIME   SERIES   FROM 

DISC   FILE 

RESAMPLE   OATA   TO 
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CURRENT  SETTING   OF 

REAL   TIME  CLOCK 

REAL  TIME   PROGRAM 
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TIME 

CLOCK 

GRATOR   OUTPUT   AND   NEXT 

DESIRED   OUTPUT   VOLTAGE 

\l^ 

DIGITAL   TO   ANALOG 

CONVERTER  TO  INTEGRATOR r. 

TO   WAVE 

MACHINE 

FIG.4    CONVERTING    A    CONTROL    TIME    SERIES 
TO    A    VOLTAGE    SIGNAL 
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Linear dispersion theory states that all individual frequency com- 
ponents, which are constituent parts of a progressive wave train, pro- 
pagate at their own phase velocity. This is, however, a function of 
both period and water depth. Under shallow water depth conditions, the 
phase velocities are all the same. But, under intermediate and deep 
water conditions, the low frequency waves propagate faster than the 
high frequency waves. 

Experiments have indicated that the linear dispersion theory is a 
reasonable assumption under non-breaking wave conditions. Figure 5 il- 
lustrates the results of one experiment carried out in a wave flume 
with 0.92 m depth of water. A "random" wave train with a Pierson- 
Moskowitz spectrum with fp=1 Hz was generated. Ten wave probes were 
placed along the wave flume at various intervals from 2 to 19 meters 
from the wave board. The signals monitored by each of the probes were 
Fourier analysed and the phase lags, relative to the first wave probe, 
were computed for 5 frequencies from 0.9 to 1.3 hz. Figure 5 gives the 
results and compares these with the phase shift based on linear disper- 
sion theory. From this it was concluded that linear dispersion rela- 
tions represent a reasonable approximation in calculating phase shifts 
for frequency components in complex wave trains and this is being 
applied by the program RWREP to hindcast the wave train in terms of its 
Fourier transform at the wave board. 

The next step in Figure 3 gives the option to inverse Fourier 
transform the hindcasted data in order to provide a time series descri- 
bing the wave train which will be generated at the wave board. The 
fourth trace on Figure 2 provides an interesting example of the wave 
train which must be generated at the wave board in order to produce the 
wave transient shown in the third trace. Although the sweep of fre- 
quencies from high to low frequencies are reminiscent of previously 
used techniques, the groupy modulation of amplitudes are a surprising 
result. 

Following the computation of the hindcasted wave train, the data 
is optionally band pass filtered and then compensated for a variety of 
dynamic transfer functions which are in the path of a computer genera- 
ted control voltage. The wave board transfer function described by 
Gilbert, Thompson and Brewer (1970) was expressed as a complex function 
to allow for the tr/2 phase advance between the wave board position and 
the water surface elevations. To convert the time series for water 
surface elevation at the wave board to a time series of wave board 
position, the Fourier transform of the former is divided by this wave 
machine transfer function. 

The electro-hydraulic servo transfer function of the wave machine 
can be obtained from measurements. Depending on the depth of water and 
the particular settings of the control loop parameters, this transfer 
function may vary somewhat. For most machines currently in use at the 
National Research Council this transfer function was found to be: 

G(jo)) = - 1 

(juw-1)3 
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Consequently, the Fourier transform of the wave board position signal 
is divided by G(joj). 

A low pass filter is frequently introduced at the output of a 
digital to analog converter in order to remove the sharp corners of the 
converter's output or to protect the machine from dynamic shock. A 
correction for such a filter should also be included. 

At this stage all dynamic effects have been allowed for. However, 
in order to convert a wave board position signal to a voltage signal, a 
known wave machine calibration factor in terms of meters of board dis- 
placement per voltage input to the servo must be applied as a scale 
factor. It is also important to ensure that a positive value in a 
digital control signal leads to forward displacement of the wave board. 

Application of the inverse Fourier transform supplies then the 
time series for the wave generator control signal. Some adjustments 
are then made to avoid severe start-up discontinuities or, as is the 
case for the generation of wave transients with long quiescent periods 
following the transients, the control signal is cycled around the vec- 
tor length to ensure that the signal starts during the quiescent stage 
and not in the middle of the transient. 

SIGNAL GENERATION 

Whereas the above computations are all carried out in a digital 
computer resulting in a time series of the desired control signal, the 
ultimate step is the conversion of the time series into a smooth analog 
voltage signal. This is performed by a real time computer program 
operating in the "foreground" under control of the computer's real time 
clock as shown in Figure 4. 

The real time clock is usually preset to be compatible with the 
highest frequencies which may have to be generated. Experience at the 
National Research Council over a period of ten years has indicated that 
a real time clock rate of 10 steps per second is more than adequate. 
However, during the digital wave synthesis process, such as described 
by equation (1), the intersample spacing, At, may not necessarily be 
0.1 seconds. Therefore, an operation of re-sampling may be required to 
preserve the temporal integrity of the control signal. Under the GEDAP 
operating system described by Funke, Crookshank and Wingham (1980) this 
operation is transparent. 

The actual operation of generating a smooth analog signal is per- 
formed by a digital to analog converter in conjunction with an integra- 
tor. The real time program monitors the output of the integrator by 
means of an analog to digital converter and computes the difference be- 
tween the present integrator output and the desired integrator output 
one time step later and transmits this value to the digital to analog 
converter. This results in a straight line interpolation of analog 
voltages between successive discrete digital values as described in 
Funke, Crookshank and Wiegert (1981). 



720 COASTAL ENGINEERING—1982 

EXPERIMENTAL RESULTS 

An example similar to Figure 2 has been tested in a flume and the 
results are shown in Figure 6 for various distances from 1.8 m to 22.8 
m. This test was carried out at a depth of water of 0.60 meters. The 
transient was synthesized for a focal distance of 20 meters. It may be 
noticed from Figure 6 how the wave transient converges as it propagates 
towards its cataclysmic destiny. It should be noted that the actual 
breaking took place at about 23.4 meters. Photograph 3 shows the 
resultant appearance of the plunger. 

Further experimental results are illustrated in Figure 7. The 
first three traces 'a' to 'c' show the degree of success with which a 
variety of wave groups can be generated. There are notable differences 
between the desired and the measured transients which may be explained 
by the fact that the formulation of a wave group in terms of equation 
(1) is not physically realizable for the water depth to wave length 
conditions of the test. The desired vertical asymmetry in Figures 7b 
and 7c did. not reproduce and, instead, a severe horizontal asymmetry 
resulted. 

PHOTO 3 

PLUNGING WAVE ON A CONICAL STRUCTURE 
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In order to improve on the formulation of equation (1) , a new 
technique was introduced which was to lead to a more realistic 
definition of the wave transient. This technique is described by Funke 
and Mansard (1982). It involves a variety of non-linear distortions 
designed to increase crest heights while reducing the size of troughs 
and to shorten crest durations while lengthening trough durations 
without altering wave periods. 

Figure 7d is an example of such a non-linear transformation ap- 
plied to the group of Figure 7c. The resultant measured wave shows 
some improved reproduction which suggests that, through trial and 
error, further improvements may be realizable. 

CONCLUSIONS 

It has been demonstrated that transient wave forms can be genera- 
ted in a flume or basin. Episodic waves could be generated with larger 
amplitudes than has previously been possible. The fidelity of repro- 
duction is reasonable but can probably be improved by the application 
of non-linear dispersion theory and second order wave generator 
theory. The definition of the desired transient is, at this time, 
restricted to an amplitude modulated saw tooth with controlled front 
steepness. It is hoped that improved theoretical models of extreme 
wave transients as a function of time may also contribute in realizing 
more accurate generation of extreme wave conditions in the laboratory 
environment. 
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THE CONTROL OF WAVE ASYMMETRIES IN RANDOM WAVES 

ABSTRACT 

The concept of wave asymmetry is reviewed and a prototype wave re- 
cord is analysed. A three stage non-linear transformation, together 
with a Fourier transform substitution technique, is described. The 
method is tested by numerical simulation using statistical analysis 
procedures.  Physical realizations are compared graphically. 

1.0  INTRODUCTION 

Nearly all techniques for the synthetic generation of "random" 
waves in laboratory flumes or basins assume that wind generated waves 
can be adequately described by a Gaussian stochastic process. This as- 
sumption has simplified both the process of wave generation and wave 
data analysis. However, many wave parameters are known to depart from 
the Gaussian hypothesis. Although these deviations are usually small 
in a statistical sense, they can represent significant factors in the 
study of structural responses to wave attack. Some of these non-Gaus- 
sian wave parameters deal with wave asymmetries which have recently 
been parameterized by Kjeldsen and Myrhaug (1979). 

In this regard it is interesting to reminisce that, during the 
1950 and 1960 period, one of the justifications in the defence for the 
construction of costly wind-wave flumes was based on the argument that 
the wind was essential to "steepen-up" the waves. This appears to be a 
correct observation because, as many experimenters in coastal engineer- 
ing know, a random wave simulation based on a Pierson-Moskowitz spec- 
trum for a fully developed sea, but without the use of wind, does not 
contain a significant number of breakers; a condition which does not 
correspond to Nature. 

Such simulations are typically produced either from filtered white 
noise or by inverse Fourier transformations of amplitude spectra in as- 
sociation with randomly selected phases. Either of the two methods 
lead to functions of time which have Gaussian amplitude distributions. 
Such Gaussian stochastic processes are, on the average, perfectly sym- 
metrical, that is to say that the average crest height equals the aver- 
age trough height and that the crest front steepnesses are, on the 
average, equal to the crest rear steepnesses.  However, the presence of 
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wave breakers implies that there is a strong preference for crest 
fronts to be steeper. This is a condition which must be considered a 
departure from the Gaussian hypothesis. In terms of spectral concepts, 
wave asymmetries imply a correlation of phases of harmonically related 
frequencies; a concept still requiring proof. 

Wave profiles, however, do change when a wave propagates from deep 
into shallow water and begins to feel the bottom. The crest becomes 
larger and shorter while the trough becomes flatter and longer. Where- 
as it may not be unreasonable in deep water and in the absence of wind 
and currents to approximate "random" waves by Gaussian stochastic pro- 
cesses, this may not necessarily be so under other conditions. It is 
not uncommon to place a wave generator in "deep" water and then let the 
natural shoaling process transform the wave profiles. This can, at the 
expense of floor space, overcome the limitations of the generation 
technique. On the other hand, if possible, one should attempt to con- 
trol the wave machinery to realize, at the boundary, all wave proper- 
ties which are measurable in Nature. This approach to "random" wave 
generation has been referred to as a deterministic approach and has led 
to a number of innovations such as the generation of specific wave 
transients (Mansard and Funke 1982, S.P. Kjeldsen 1982), the control of 
the distribution of energy in the time domain ( H. Lundgren and S. E. 
Sand 1978, Funke and Mansard 1980), and the generation of the correct 
group bound long wave components (Barthel et al 1983, and Sand 1982). 
This paper describes a method which imposes non-linear transformations 
in the time domain to a Gaussian function of time for the purpose of 
controlling wave asymmetries. These distorted functions of time are 
then used to create wave generator control signals which can produce 
the desired wave characteristics at the test site some distance away 
from the wave board. 

2.0  WAVE ASYMMETRIES 

Kjeldsen and Myrhaug (1979) have parameterized wave asymmetries as 
given in Figure 1. According to this, the horizontal asymmetry factor 
is u = n'/H where n' is the crest height and H is the zero down cross- 
ing wave height. The horizontal asymmetry factor gives, therefore, the 
asymmetry about the horizontal axis at the mean water level. For Gaus- 
sian processes this should, on the average, be 0.5. 

The vertical asymmetry factor, on the other hand, gives the asym- 
metry about the vertical axis at the point of the wave crest. This is 
given as A = L"/L' where L" is the crest rear length and L* is the 
crest front length, both measured along the horizontal axis. Intuition 
suggests that, for Gaussian processes, this ratio should be near one as 
the number of crests with steep fronts is expected to be equal to the 
number of crests with steep backs. However, as shown in Appendix A1, 
even if the waves are symmetrical, the expected value of this ratio is 
always greater than one. This ratio is therefore not a very useful 
measure for the detection of preferential asymmetries in crest steep- 
nesses. 

Two other parameters are the crest front steepness which is given 
by £ = n'/L1 an^ correspondingly the crest rear steepness which is 
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FIG.1     DEFINITION   SKETCH   OF   WAVE   ASYMMETRIES 

S =  n'/L".  These two prove more sensitive for the determination of de- 
parture from Gaussian behaviour. 

A more traditional concept of steepness is the ratio of H/L where 
H is the zero down crossing wave height and L the associated wave 
length. Whereas this parameter provides some useful information about 
the development stage of the sea, it has nothing to do with asymmetri- 
cal distortions of the waves. 

The measurement of wave asymmetry parameters at sea is not a 
simple matter. There are a number of difficulties which limit the ac- 
curacy of such measurements. Foremost of these is the fact that the 
greatest majority of wave records were obtained by means of Waverider 
buoys which are presumed stationary at a single point in space. Their 
output is derived from a double integration of a band limited accelera- 
tion signal. This results in a water surface elevation as a function 
of time. Wave length measurements are therefore not directly available 
and must be computed by relating individual zero crossing wave periods 
to wave lengths. Because an individual zero crossing wave period is a 
consequence of the superposition of several free running frequencies, 
it is not likely that the simple use of this individual period will 
lead to a correct calculation of the actual wave length. Nevertheless, 
there is little else one can do at the moment and one may be consoled 
by the fact that, whatever mistakes are being made, are also made under 
laboratory conditions.  Therefore, comparative results are still valid. 

Another, more serious, problem deals with the mooring system of a 
wave recording buoy. Figure 2 gives a highly simplified version of a 
buoy mooring system which assumes that the compliant mooring line 
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FIG.2    NON-LINEAR DISTORTIONS DUE TO BUOY 
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exerts a nearly horizontal restraining force on the buoy. As a wave 
progresses from right to left, the buoy climbs up along the wave 
front. The additional uplift force, due to acceleration and friction, 
results in a stretch of the compliant line. When the buoy reaches the 
wave crest, it starts to slide down the rear of the crest, propelled by 
both the gravitational force as well as the spring force of the mooring 
line.  This results in a rapid descent from the crest. 

To illustrate this motion a hypothetical strobo-graph is shown in 
Figure 2 in which points represent buoy positions at constant time in- 
tervals. Points 1 to 7 represent the rapid descent whereas 8 to 19 
correspond to the rise of the buoy to the crest. The corresponding 
time history, which is shown to the right of the strobo-graph, gives 
the same information except that all points are placed at constant time 
intervals along a time axis. From this it can clearly be seen how the 
mooring system causes a distortion of the water surface elevation 
measurement. This results in a crest rear steepness ri'/L" which is 
larger than the crest front steepness n'/L'. 

Evidently, the examples in Figure 2 have been exaggerated to make 
a point. Nevertheless it must be expected that prototype wave record- 
ings obtained from Waverider buoys do not supply reliable vertical 
asymmetry factors or crest steepnesses. 

To overcome this problem, one may wish to investigate wave record- 
ings obtained from staff gauges mounted on stable platforms. However, 
it should be remembered that these records do contain a set-down which 
depresses the mean water level under wave groups. In order to be 
strictly correct, such wave data should be high pass filtered prior to 
zero crossing analysis or else the wave asymmetry parameters may not be 
calculated correctly. 

Figure 3 gives an example of a statistical analysis of wave asym- 
metry parameters for wave data recorded in the Hibernia field area off 
the east coast of Newfoundland using a Waverider buoy. It is note- 
worthy that the average crest rear steepness is 5% larger than the 
crest front steepness; a condition which is opposite to what one would 
expect in a severe storm. This indicates that the mooring system prob- 
ably distorted the wave record. The horizontal asymmetry indicates a 
minor deviation from 0.5, which suggests that wave crests are slightly 
higher than wave troughs. 

3.0  THE NON-LINEAR TRANSFORMATION 

The non-linear transformation assumes the existence of a time 
series from a Gaussian stochastic process; in other words, a time 
series which is known to be symmetrical on the average. 

The transformation takes place in three distinct steps; - the 
amplitude distortion, - the time distortion, and - the crest distor- 
tion. 
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FIG.3    ZERO  CROSSING ANALYSIS OF WAVE DATA RECORDED 

EAST OFF  NEWFOUNDLAND  IN  95M  OF WATER 

3.1     The amplitude Distortion 

The   non-linear   amplitude   transformation   is   given   as: 

nli    =    rii + Cp-tii /an    for    m >  0 

n1i    =     ni + Cn'li2/",,     for     tli  <   0 

11 i     =     r,j_ for     m  =  0 

(1) 

(2) 

(3) 

Tli ^S the -^h sample of the symmetrical time series 

Cp and Cn are the non-linear transformation coefficients, and 
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a^ is the standard deviation of the time series nj_ and is 
introduced to permit the use of a normaiized, non-dimensional 
transformation coefficient. By convention, the standard de- 
viation a^ is evaluated over the total length of the time 
series which is to be transformed. As an exception, when 
this transformation is applied to a wave transient, the 
evaluation of o is limited to the duration of the transient 
only. 

Naturally, a non-linear distortion of the type described in equa- 
tions (1) to (3) must have an effect on the spectrum of the primary in- 
put signal. If this distortion were to be imposed on a pure sinusoid, 
one would notice that the spectrum of the distorted signal contains 
energy at frequencies which are second and higher harmonics to the 
fundamental. 

The intent of this transformation is, however, not to modify the 
primary input spectrum and it is therefore a necessary condition for 
the transformation to succeed, that the primary input spectrum contains 
enough energy in those bands of frequencies which may serve as second 
or third harmonics to the lower frequency band of the same spectrum. 
In other words, narrow band spectra without a high frequency tail are 
not suitable for the generation of asymmetrical waves. 

A corollary to this observation is that asymmetrical waves must 
have a broad spectrum. 

In order to preserve the primary input spectrum, a technique is 
being used which makes a substitution of the Fourier amplitude spectrum 
and is therefore referred to as the Fourier transform substitution 
method. A similar technique has been used by Funke and Mansard (1980) 
and it works as follows. After the non-linear transformation of the 
primary input time series has been completed, a Fourier transform of 
the distorted time series is undertaken. This transform is resolved in 
terms of its amplitude and its phase spectrum. The amplitude spectrum 
is then discarded and replaced by the primary input spectrum after 
which an inverse Fourier transform is performed. Evidently, the resul- 
tant time series may not be as severely distorted as was initially in- 
tended but, if the spectrum is broad enough, the differences are hardly 
noticeable. 

It is worthwhile to make two comments on this Fourier transform 
substitution. The fact that the input and the output amplitude spectra 
are identical, while their two respective time series exhibit different 
wave form distortions, means that the non-linear transformation descri- 
bed here only causes a realignment of the phase spectrum. Secondly, if 
the input time series had been a pure sinusoid, a violation of the 
broad spectrum condition, then the Fourier transform substitution would 
have restored the distorted sine wave back to its original pure 
sinusoidal shape. 

Figure 4.1 illustrates a symmetrical time function with Gaussian 
amplitude distribution, referred to as the reference wave. Superimpo- 
sed on this is a time series after the first non-linear transformation 
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and Fourier transform substitution. Cn and Cp values used in this 
example were 0.71 with a = 0.048 m. To enhance comparison, a section 
from 45 to 60 is shown enlarged in Figure 5.1. This figure shows also 
the two variance spectral densities of the reference and the distorted 
wave train. 

As an option, Appendix A2 gives a method for calculating Cn and 
Cp as a function of the parameter a defined in Section 3.2. 

3.2  The Time Distortion 

Whereas the time series was, up to this point, a series of regu- 
larly spaced samples n1 •}_, it is now necessary to convert the data to 
a two-dimensional series of (t^, n 1 j_) values. Then, for each zero 
down crossing interval, i.e. for an interval embracing a trough and the 
following crest, the time coordinates are transformed in two stages; 
first for the jth trough period according to: 

ti" = (1 + a)-ti* (4) 

where: 

tj_'  is measured from the  instance of the relevant zero down 
crossing, and 

a    is a scaling parameter which is greater than zero, 

and then for the jth crest period according to 

ti" = {1 + cO'ti' - a'-ttj/ - TNZj) (5) 

where: 

a*   is a scaling parameter greater than zero and is given by: 
TZj*a/(TZj - TNZj) 

TNZ-; is the length of the jth trough period, and 

TZ -i  is the length of the jth zero down crossing period. 

This transformation will expand the trough period and contract the 
crest period but not change the length of the total zero down crossing 
period. As a result, the transformation will affect the vertical asym- 
metry as well as the crest wave steepnesses. However, the symmetry of 
the crest steepness will not be affected. 

A factor of a = 0.2 was applied to the reference wave train. Re- 
ferring to Figure 4.2, the transformed wave train may be compared to 
this reference. The enlarged section between 45 and 60 seconds is pre- 
sented in Figure 5.2 which shows quite clearly how the time scale dis- 
tortion has been realized. It should also be noticed from this figure 
that the variance spectrum has not been affected to any significant ex- 
tent. This suggests again that the only difference is in the realign- 
ment of the phase spectrum. 
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It must also be pointed out that the compression of the crest 
duration and the associated expansion of the trough duration leads to 
an unavoidable shift in the mean value which must be removed subse- 
quently. This adjustment in mean value has an effect on the horizontal 
asymmetry as is evident from Table I. 

3.3 The Crest Distortion 

The third transformation has the purpose of moving the location of 
the wave crest maximum forward/ thereby increasing the crest front 
steepness and decreasing the crest rear steepness. First, the crest 
periods are identified by zero up crossings and following zero down 
crossings. Then, for each crest period, the time coordinates are 
transformed according to: 

Ti" = (1 - 0)'V + 3'<V)2/TZCj (6) 

Tj_'  is measured from the instance of a zero up crossing 

TZC-j is the jth crest period, and 

3   is a scaling parameter greater than zero. 

A factor 3 = 0.25 was applied to the reference wave train and 
Figure 5.3 illustrates the result of this last transformation which is 
only minor and therefore requires very close inspection to be noticed. 

4.0  STATISTICAL ANALYSIS OF RESULTS 

A statistical analysis was carried out on the four numerical simu- 
lations shown in Figure 4, the first of which is the reference wave and 
the other three represent the three stages in the non-linear transfor- 
mations.  Table I gives the results of this analysis. 

Table I provides both the mean and the root-mean-square value 
(RMS) for each of the wave asymmetry parameters. These are given in 
diagonally opposite corners of each box. Inspection of the table 
reveals the following: 

a) The average wave height has not changed significantly as a 
result of the transformations. 

b) The average steepness has decreased by 10% after the first 
transformation but thereafter remained constant. It is not 
clear why this should be, in view of the fact that the aver- 
age wave height remained unchanged and wave periods have not 
been altered in any way. The Fourier transform substitution, 
which takes place after the first transformation, will have 
some uncontrolled consequences which may be the reason for 
this phenomenon. 
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WAVE AVERAGE 
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FRONT  STEEPNESS 
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REFERENCE 
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0.034 o.oea 
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0.06B 

0.078 
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AND TROUGH REDUCTION 0.132 
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0.076 
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0.OS8 

0.S36 

o.aso 

1.15 

CREST AMPLIFICATION 
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0.114 

0.031 

0.098 0.085 

0.103 

o.sao 

0.595 

1.25 

WAVE   ASYMMETRY   PARAMETERS 

BY   NUMERICAL   SIMULATION 

TABLE 1 

c) The crest front and crest rear steepnesses must be considered 
as pairs because as one increases, the other must, of neces- 
sity, decrease. Because the reference wave train has a Gaus- 
sian amplitude distribution, it could be expected that the 
crest is symmetrical and therefore the crest front steepness 
should be nearly equal to the crest rear steepness. Accord- 
ing to Table I, this symmetry is preserved until the last 
transformation at which point the crest front becomes steeper 
than the rear. On the other hand, as the crest is being amp- 
lified, both crest steepnesses increase. Also, as the crest 
period is being decreased, crest steepnesses increase as 
well. 

d) The vertical asymmetry of the reference wave is larger than 
one as can be expected according to Appendix Al . It is not 
clear why the crest amplification increases the average ver- 
tical asymmetry. It is suspected that the Fourier transform 
substitution is the cause of this. Reducing the crest period 
means that the scatter of crest front and rear steepnesses is 
reduced and therefore the average of the ratio of these 
steepnesses, namely the average vertical asymmetry is also 
reduced. Finally, the last non-linear transformation causes 
the vertical asymmetry to increase significantly. 



736 COASTAL ENGINEERING—1982 

_ WAVE  HEIGHT , CREST FRONT STEEPNESS    _  HORIZONTAL  ASYMMETRY 

RMS  :  .SOS 

V  :  .487 

1.0 2.0 3.0 
H/HRMS 

r 
1.0 2.0 3.0 0        .50       1.0       1.5      2.0 

G/CRMS U/URMS 

QSTEEPNESS CREST REAR  STEEPNESS VERTICAL ASYMMETRY 

RMS   :   1.206 
AV   :   1.093 

1.0 2.0 3.0 
S/SRMS 

1.0 2.0 3.0 0        1.0      2.0      3.0      4.0 
6/ORMS A/ARMS 
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A more detailed description of this statistical analysis is provi- 
ded in Figures 6 and 7 together with Rayleigh distribution functions 
which were matched to the first and second moments. From these it may 
be noticed how the distribution of crest steepnesses changes as a re- 
sult of the non-linear transformation. The vertical asymmetry distri- 
bution also demonstrates a change, leading to a reduced scatter of 
values. 
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5.0  PHYSICAL REALIZATION OF ASYMMETRICAL WAVES 

A prerequisite for the generation of asymmetrical waves in a wave 

flume or basin is the ability to reproduce a symmetrical wave train 
with reasonable fidelity. This is accomplished by a method described 

by Funke and Mansard ( 1983) which is based on linear dispersion theory 

and linear wave board theory. Figure 8 gives an example of such a re- 

production from which one may clearly recognize and compare the various 

wave groups in the two wave records. Whereas wave grouping reproduces 
quite well, the accuracy of reproduction of individual waves is not 
perfect. However, this is, more or less, what is possible with present 
day technology. 
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Figure 9, on the other hand, compares the measured wave train 
without asymmetries to a wave train with asymmetries. Figure 10 shows 
a section from 40 to 120 seconds of the same waves at an amplified 
scale. Several of these waves show the effect of wave asymmetry 
transformations. 

All operations for the synthesis, generation, data acquisition, 
analysis and graphic output were realized through the GEDAP software 
system operating on a  HP   1000   computer   (Funke  et  al   1980). 
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6.0  CONCLUSIONS 

A technique was described for the transformation of Gaussian 
stochastic functions into wave trains with various degree of wave 
asymmetry using two, three of four transformation parameters. The 
technique was tested by numerical simulation which indicated that the 
technique achieved the expected results. Physical reproduction of 
asymmetrical waves was shown to be possible although with reduced 
fidelity. 

Insight, which resulted from the application of the non-linear 
transformation, suggests that waves with significant asymmetries must 
have broad spectra, that wave trains with and without asymmetries may 
have identical variance spectral densities and therefore, that the 
difference between the two must be contained in their respective phase 
spectra. 

The ability to make a meaningful analysis of wave asymmetries on 
the basis of Waverider recorded wave data is limited because of 
distortions introduced by their mooring system. 

Future research must explore the extent of physical realizability 
of wave asymmetry in wave flumes and basins, and match the distortion 
parameters to c, a and 3 to conditions observed in Nature. The 
sensitivity of experimental measurements for structural response to 
wave asymmetry simulations must also be determined. It is hoped that a 
non-linear transform can be developed for the compensation of Waverider 
records for their mooring effects. 

7.0  REFERENCES 

Barthel et al (1983): Group Bounded Long Waves in Physical Models. 
Joint Research Project by the Danish Hydraulic Institute, the 
Delft Hydraulics Laboratory and National Research Council Canada. 
Paper to be submitted to Ocean Engineering. 

Funke, E.R.R. and Mansard, E.P.D. (1980): On the Synthesis of Realis- 
tic Sea States. Proceedings 17th International Conference on 
Coastal Engineering, Sydney, Australia. (See also NRC Report 
LTR-HY-66.) 

Funke, E.R.R. and Mansard, E.P.D. (1983): The Reproduction of Proto- 
type Wave Trains in a Laboratory Flume. Laboratory Technical 
Report LTR-HY-64, National Research Council Canada, April. 

Funke, E.R.R,, Crookshank, N.L. and Wingham, M. (1980): An Introduc- 
tion to GEDAP - An Integrated Software System for Experiment 
Control, Data Acquisition and Data Analysis. Laboratory Technical 
Report LTR-HY-75, National Research Council Canada, March. 

Kjeldsen, S.P. and Myrhaug, D. (1979): Formation of Wave Groups and 
Distribution of Parameters for Wave Asymmetry. VHL report No. STF 
60 A79044, River and Harbour Laboratory, Trondheim, Norway. 



RANDOM WAVES CONTROL 741 

Kjeldsen, S.P. (1982): Two and Three Dimensional Deterministic Waves 
in a Sea » Proceedings 18th International Conference on Coastal 
Engineering, Cape Town, South Africa. 

Lundgren, H. and Sand, S.E. (1978): Natural Wave Trains: Description 
and Reproduction. Proceedings 16th International Conference on 
Coastal Engineering, Hamburg, Germany. 

Mansard, E.P.D. and Funke, E.R.R. (1982); A New Approach to Transient 
Wave Generation. Proceedings 18th International Conference on 
Coastal Engineering, Cape Town, South Africa. 

Sand, S.E. (1982): Long Wave Problems in Laboratory Models. Journal 
of the Waterway, Port Harbour and Ocean Engineering, ASCE, Vol. 
108. 



742 COASTAL ENGINEERING—1982 

APPENDIX A1 

Expected Value of a Ratio of Two Random Variables 

Suppose there are two random variables 
L' and L" such that: 

L = L" + L" (A1) 

Assume also that: 

L' = L/2 + 6 (A2) 

where L is assumed constant, and 

6 is a random variable with zero mean, i.e. 

E{6} = 0 

In order to estimate the expected value of L'/L" equations (A1) and 
(A2) are arranged as follows: 

L" = L/2 - 6 

L'/L"  =  (L/2 + 6) / (L/2 - 6) 
=  (1 + 2 6/L)-<1 - 26/L)-1 

=  (1.+ 26/L)'(1 + 26/L + (26/L)  + (26/L)  + +) 
=  1 + 2-(26/L) + 2(26/L)2 + 2(2<S/L)3 + + 

Because the expected value E J2 6/L} = 0, we have, as a first approxima- 
tion for the assumptions given above, that: 

E{L'/L"} = 1 + 2E{(2<S/L)2} > 1 

This proves that even for symmetrical crests, i.e. E{6} = 0, the expec- 
ted value of the vertical asymmetry is always greater than 1. 
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APPENDIX A2 

Derivation of C-Coefficients as a Function of a 

Let ni = n(t) + Cp-n (t)/a for n(t) > o 
and n2 = Ti(t) + Cn-n

2(t)/a for n(t) < 0 
Also let T1 + T2 = T 
and     T1 = T/2M 
and     T2 = T/2(1 

a) 
a) 

Object:   To find Cn and Cp as a function of a. 

Solution: 

Assume   n(t)   = A'sin(nt/T1)   +   (Cp/a) •A2-sin2 (itt/T1)   for  n(t)   >  0 
and n(t)   = A • sin (7it/T2 )   +   (Cn/a) •A2-sin2( nt/T2 )   for  n(t)   <  o 

and 
AREA2   =   (Cn/0) •A2/2'T2   -  2A-T2/TT 

For  the  mean  value  to  be   zero,   set 

AREA1      =      AREA2      or 

(Cp/a)-A^'TI   +   2A-T1/7T  =   (Cn/a) •A2/2'T2   -   2A-T2/TT 

Substituting for T1   and T2, 

T   (1-a) •[(cp/a)'A/2 + 2/TT]  = T  (1 + o)«[(Cn/a)-A/2  - 2/ir] 

>]   =  |^<cp-cn)   +  Vit 

If   C„   =  C„ 

4a/( TT»a-A) 



744 COASTAL ENGINEERING—1982 

If the undistorted wave is a sinusoid, then 

a = A//2 

and 

C = 2*/2/(iT*a) for a sinusoid 

If the undistorted wave is a Gaussian stochastic function, then one may 
wish to set "A" corresponding to the wave crest of a wave with 
significant wave height, i.e. 

a = A/2 
and 

C = 2/(Tfg) 



THREE-DIMENSIONAL MARINE MODELS FOR IMPACT STUDIES 

Jacques C.J. NIHOUL* and Francois C. RONDAY** 

Abstract. 

A three-dimensional non-linear hydrodynamic model is developed for 
the determination of the mesoscale (tides, storm surges, ...) and macro- 
scale (residuals, gyre, ...) circulations in the North Sea. The model con- 
sists of a hierarchy of submodels of different grid sizes, with interac- 
tive coupling at boundaries. 

The model is used to study the impact of coastal engineering projects 
along the Belgian coast and in the Scheldt estuary. 

Introduction. 

Considerable attention is now being paid to the possible environ- 
mental impact of coastal engineering works. 

The consequences on surface elevations, currents and sediment trans- 
port of such large scale projects as the building of an important new 
harbor on the Belgian coast, — with the subsequent deployment of indus- 
trial activities —, and the modification of passes in the coastal zone 
and in the Scheldt estuary, have been investigated by means of a mathe- 
matical model, working in close cooperation with a reduced-scale hydrau- 
lic model of the area. 

In the following, the mathematical model is described and tested on 
a series of in situ observations. Examples of application are given in 
illustration. 

Mesoscale and macroscale models. 

The general circulation of the North Sea can be, conveniently, di- 
vided into a macroscale or "residual" component, a mesoscale, "long wave", 
component and microscale turbulence. The reference is here made to the 
time-scales of the phenomena which range from a few minutes or less for 
microscale turbulence, a few hours to a few days for mesoscales processes 
like tides and storm-induced motions and to a few weeks or more for ma- 
croscale residual currents. 

The mesoscale processes, tides, storm surges, ... are the most intense 
hydrodynamic phenomena with current speeds exceeding sometime  1 m s" *. 
Marine chemists and marine biologists, however, are more interested in 
the much weaker residual circulation (a few cms" ) , the characteristic 
times of which are comparable with typical ecological time scales (e.g. 
Nihoul, 1981). 

* Professor of Geophysical Fluid Dynamics. University of Liege and University of Louvain, Belgiu 

** Lecturer in Physics and Meteorology, University of Liege, Belgium. 
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Depth-integrated hydrodynamic models of the mesoscale circulation 
in the North Sea have been developed in several countries from the early 
"long wave" models applied to the computation of tidal currents and ele- 
vations (e.g. Hansen, 1956, 1966; Fisher, 1959; Leendertse, 1967). 

The models of the present generation are highly accurate and appro- 
priate to routine forecasting (e.g. Davies, 1976; Nihoul, 1976, 1982; 
Nihoul and Ronday, 1976; Ronday, 1976, 1979; Prandle and Wolf, 1978; 
Flather, 1979; Pingree and Griffiths, 1981a,b). 

Three-dimensional models, on the other hand, are still at an early 
stage of development (e.g. Heaps, 1976; Nihoul, 1977, 1982; Backaus, 1979). 

The macroscale ("residual") circulation is much more difficult to 
apprehend. 

It is convenient to define the residual circulation as the mean cir- 
culation over a time T  sufficiently large for mesoscale processes to 
roughly cancel out in the mean but sufficiently small to leave macro- 
scale processes almost untouched in the averaging (e.g. Nihoul, 1975, 
1982; Nihoul and Ronday, 1975; Maier-Reimer, 1977; Prandle, 1978). 

The equations governing the residual circulation are then obtained, 
from the general hydrodynamic equations, by averaging over T *. Avera- 
ging the non-linear terms gives two contributions; the first of which is 
related to the product of the means while the second contains the mean 
products of mesoscale fluctuations. 

This second contribution appears as an additional forcing on the 
residual flow and can be viewed as the action of mesoscale Reynolds 
stresses — analogous to the turbulent Reynolds stresses of microscale 
turbulence — on the mean flow. 

If one excepts limited areas like the Norwegian Trench, the North 
Sea is shallow and the water column is always fairly well-mixed. The 
stratification which may occur in the summer is restricted to the 
Northern part. 

Being essentially concerned by the Belgian coastal zone and the 
Southern Bight and mainly interested in winter situations when the most 
dramatic hydrodynamic events occur, one may assume vertical homogeneity 
(zero buoyancy) and write the basic equations in the form (e.g. Nihoul, 
1982)** 

(1) V.v = 0 

(2) P-   + V. (vv) +2S2Av=-Vq + V. It 
a t 

where 12 is the Earth's rotation vector, 

* One of the characteristics of the North Sea is the distinct predominance of mesoscale motions. As 
a result, the solution of the time-dependent hydrodynamic equations (where only microscale turbulence 
has been parameterized) represents essentially the mesoscale circulation. The macroscale circulation is 
included but it is of the same order of magnitude as the error (e.g. Nihoul and Ronday, 1976; Nihoul, 1980; 
Nihoul and Runfola, 1981). 

As a result, the direct determination of the residual circulation, by solving these equations and later 
averaging the solution over T, is often vitiated by an error which can be as high as a hundred percent as 
non-linear errors do not cancel in the averaging process. 

On the other hand, this solution can be used to compute with satisfactory accuracy the mesoscale 
Reynolds stresses and these can be substituted in the average equations to give the residual circulation 
with great precision (Nihoul and Ronday, 1976; Nihoul and Runfola, 1981). 

** The model has been extended to deeper, stratified seas (Nihoul, 1982) and is now being applied to 
the Adriatic. 
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p  is the pressure,  p  the specific mass of sea water,  x3 the vertical 
coordinate and R the turbulent Reynolds stress tensor (the stress is 
here per unit mass of sea water) resulting from the non-linear interac- 
tions of three-dimensional microscale turbulent fluctuations. 

The turbulent Reynolds stress tensor can be parameterized in terms 
of eddy viscosity coefficients. In microscale three-dimensional turbu- 
lence , these coefficients are of the same order of magnitude in the ho- 
rizontal and vertical directions. Then, horizontal length scales being 
much larger than the depth, the last term in the right-side of eq. (2) 
can be written simply, with a very good approximation 

(3) V.R = T  = -r (v -= ) 3x3    3x3    3x3 

where v  is the vertical eddy viscosity and T the turbulent Reynolds 
stress (vector). 

The residual flow is defined as the mean flow over a time  T  suffi- 
ciently large for mesoscale processes to roughly cancel out in the mean 
but sufficiently small to leave macroscale processes almost untouched in 
the averaging. If the subscript  0  denotes such an average, one may 
write, neglecting small terms (e.g. Nihoul, 1982), 

(4) v = v0 + v, 

with 

9To -Vq0 +  ^ + V.N 

(5) <»>o 
(6) (v,) 

and 

(7) 2 n 

where 

(8) N  = 

(9) 
3v, 
3t 

with 

(10,11) V.v0 

(- v1
vi)o 

+ V. (\l \x)    +   2 ft 

= V.v, = 0 

3x, 

One can see that the equation for Vj is essentially the same as the 
equation for v  (they only differ by terms which are orders of magnitude 
smaller). It is the reason why, one can, with the appropriate boundary 
conditions, determine the mesoscale velocity Vj , in a first step, and 
the residual velocity vQ, in a second step, taking the coupling between 
the two types of motion into account in the calculation of v0 only. [N 
is explicitly computed from the results of the mesoscale model (eq. 9) 
and substituted in the macroscale model (eq. 7) which is then solved for 
the residual flow v0]. 

The tensor N plays, for mesoscale motions a role similar to that 
of the turbulent Reynolds stress tensor R in eq. (2) and may be called 
the "mesoscale Reynolds stress tensor". The last term in the right-hand 
side of eq. (7) represents an additional force acting on the residual 
flow and resulting from the non-linear interactions of mesoscale motions 
(tides, storm surges, ... ) . 
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The importance of this force was discovered, first, by depth-inte- 
grated numerical models of the residual circulation in the North Sea 
(Nihoul, 1975; Nihoul and Ronday, 1975) and the associated stress was 
initially referred to as the "tidal stress" to emphasize the omnipresent 
contribution of tidal motions. 

In the absence of stratification, the vertical eddy viscosity  is 
parameterized in the form 

(12)       v = L u, 

where  u,  is the bottom friction velocity and  L a length scale, eva- 
luated as a function of the distance to the bottom and the free surface 
by a quadratic law of which the coefficients are adjusted to the local 
conditions (Nihoul, 1977, 1982)**. A similar parameterization has been 
proposed by Leendertse and Liu (1978). 

In essence, the three-dimensional model can be described as the su- 
perposition of a two-dimensional model and a one-dimensional model 
(Nihoul, 1977, 1982). 

The two-dimensional model is obtained by integration of the equa- 
tions over depth. In this process, the bottom stress is introduced into 
the equations and it must be parameterized in terms of the depth-averaged 
velocity. 

The one-dimensional model is obtained by solving eq. (2) locally, 
regarding the non-linear advection term as a given forcing, computed 
from the results of the two models at neighbouring grid points and pre- 
vious time steps. As boundary conditions (at the surface and at the bot- 
tom), the wind stress and the bottom stress are imposed. The no-slip 
condition (v = 0) at the bottom provides the extra equation needed to 
relate the bottom stress, the wind stress and the depth-averaged velocity. 

The two-dimensional model and the one-dimensional model proceed 
thus "hand-in-hand" with a continuous double iteration on the bottom 
stress and the non-linear terms. The details of the procedure and its 
numerical implimentation are given in (Nihoul, 1982). 

In the North Sea, the equation relating the bottom stress and the 
depth-averaged velocity can be shown to reduce, with a very good appro- 
ximation, to the classical algebraic, quadratic bottom friction law (e.g. 
Nihoul, 1975) except during limited periods of weak currents (at tide 
reversal, in the absence of significant wind). Then, the direction of 
the bottom stress with respect to the mean flow is modified by a non- 
negligible Ekman veering and its magnitude is no longer directly related 
to the (evanescent) mean velocity but depends essentially on sustained 
turbulence in the bottom current (Nihoul, 1977, 1982). 

However, when the currents are small, the advection terms are ne- 
gligible. The one-dimensional model can be linearized and solved analy- 
tically by series expansions in the eigenfunctions of the vertical turbu- 
lent diffusion operator (Nihoul, 1977). It can be shown, then, that the 
bottom stress can be written in the simple form 

* One emphasizes that the horizontal eddy diffusion of momentum is found negligible and that no 
artificial horizontal diffusion is introduced in the numerical model where advection terms are discretized 
by decentred forward finite differences. 

** The model has been extended to include the effect of stratification. In this more elaborate version, 
us is replaced by the rootsquare of the mean turbulent kinetic energy which is a function of depth. An 
additional equation is included in the model for the mean turbulent kinetic energy. 
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(13)        Tb =  D1/2||TbH
1/2iT - raTs + YH(|H + f e,  A u) 

where Tb and Ts are respectively the bottom stress and the wind stress 
(per unit mass), u is the depth-averaged horizontal velocity, D is the 
drag coefficient,  m and y     two numerical factors. 

Eq. (13) can be used to determine Tb  at time  t  in terms of si- 
multaneous values of u  and Ts  and the immediate past history of u 
[u(t-At)]. One can thus run the 2D-model alone in regions where one 
doesn't need the highest accuracy or the details of the vertical struc- 
tures. Large scale 2D-models provide then boundary conditions for the 
coastal 2D-models which are coupled with local ID-models operated on a 
par with the former. 

Depth-integrated models of the North Sea and the Southern Bight. 

Fig. 1 shows the characteristics of the numerical grids used in mo- 
delling the North Sea (NS Model) and the Southern Bight (SB Model). The 
flow normal to the coasts is taken as zero. (The coast is a single stream- 
line from one estuary to the next, in the model of the residual circu- 
lation, and the streamfunction increases at estuaries by amounts equal 
to the rivers' inflows.)  Along open-sea boundaries, different types of 
boundary conditions, surface elevations , velocities, velocity gradients 
and more or less sophisticated radiation conditions (e.g. Orlanski, 1976) 
have been tested for the mesoscale models (Ronday, 1976; Ronday and 
Nihoul, 1978, 1979; Clement et al., 1981). 

Taking into account the data available on open-sea boundaries, the 
following boundary conditions were chosen for routine applications of 
the model (e.g. Daubert and Graffe, 1967;  n  is the unit vector normal 
to the boundary surface pointing outwards) : 
(i)  v.n > 0 : surface elevation 'c,  ; 

(ii)  v.n < 0 : surface elevation c,  , zero gradient of the normal velo- 
city v.n ** 

In the macroscale models, the residual inflow is given at the open- 
sea boundaries (Ronday, 1976; Nihoul, 1982). 

The open-sea boundary conditions for the SB-Model are determined 
by interpolation of the results of the NS-Model. 

Fig. 2 shows a more sophisticated version of the models. The NS- 
Model (divided in two parts covering respectively the Western Channel 
and the Northern North Sea) and the SB-Model are now interactively cou- 
pled each of them providing boundary conditions for the others. 

Comparison of the model's predictions with observations shows a 
fairly good agreement (slightly better with the NB-Model than with the 
NS- and SB-Models). Fig. 3 shows for instance a comparison between pre- 
dicted and observed amplitude and phase of the current at the point 
51°A7'20 N  2°20'20 E  of the Jonsdap 76 experimental network (Riepma, 
1980). 

* Surface elevations are determined by interpolation between Morlaix and Plymouth for the Western 
boundary and between the field observations along the line  B.M  for the Northern boundary (fig. 1). 

**  This additional condition is needed because the equations are non-linear (Daubert and Graffe, 1967). 
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fig. l. 

Models of the North Sea and the Southern Bight 
(At = 162.6 s) 
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Interactive, coupled models of the North Sea and the Southern Bight 
(A0, AX, At, see fig. 1) 
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fig- 3. 
Comparison between predicted ( ) and observed (—   •••) amplitude and phase 
of the current at the point 51°47!20 N 2°20'20 E of the Jonsdap 76 network. 
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Three-dimensional models of the coastal zone and the Scheldt estuary. 
Fig. A shows the characteristics of the numerical grids used in mo- 

delling the coastal zone (CZ-Model), the region of Zeebrugge (ZZ-Model) 
and the Scheldt estuary (SE-Model). The SE-Model is interactively coupled 
with a one-dimensional model of the Scheldt river from Doel to Gentbrugge 
(SR-Model). 

% 4. 

Models of the coastal zone and the Scheldt 

Open-sea boundary conditions are determined 
results of the larger scale model completed by th 
servations. Open-sea boundary conditions for the 
by the NB-Model of the North Sea. The conditions 
points of the NB-Model can be computed by the coa 
a more detailed resolution of the coastline and t 
graphy — and fed back in the NB-Model to improve 

Figs 5, 6 and 7 show a very good agreement fa. 
dictions and the observations . 

for each grid by the 
e available field ob- 
CZ-Model are provided 
at the coastal boundary 
tal models — which have 

he sand banks' topo- 
the overall computation, 
etween the models' pre- 

* Note that both observed and computed values are the actual values for that particular day (with the 
appropriate atmospheric and boundary conditions). No smoothing, filtering or harmonic analysis has been 
performed. 
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fig. 5. 

Comparison between computed ( ) and observed ( ) values of the 
surface elevation at four points of the coastal zone (fig. 4), Sept. 6, 1975. 
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fig. 6. 
Comparison between computed ( ) and observed (—    ) values of the 
amplitude and phase of the depth averaged current at Zeebrugge (~ 103 m 
offshore) for Sept. 6, 1975. 
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fig. 7. 

Comparison between computed ( ) and observed ( ) values of the 
surface elevation at four points of the Scheldt estuary during the storm of 
Jan. 3, 1976. 
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Applications. 
The model has been applied to the routine forec 

and water levels along the coast and in the Scheldt 
of the action of the sea on harbors, passes, dykes, 
ation of the environmental impact of coastal enginee 

The influence of meteorological conditions on t 
velocities was determined for mean, spring and neat 
rent wind conditions (mean wind, most frequent wind 
three days, ... )• The vertical profile of the horizon 
calculated at several points of interest (dumping, s 
erosion, ...)• Fig. 8 shows for instance the evolutio 
profile at a point near the coast under typical wind 
veering of the velocity vector with height which one 
reversal requires a more elaborate parameterization 
as explained in section 1. 

asting of currents 
to the prediction 

... and to the evalu- 
ring projects, 
idal elevations and 
tides and for diffe- 
lasting at least 

tal velocity was 
edimentation, bottom 
n of the velocity 
conditions. The 
can see at tide 

of the bottom stress 

Evolution with time of the vertical profile of the horizontal velocity vector u 
(left: eastern component; right : northern component) at the point 52°30' N 
3°5'E. 
Above : evolution over one half tidal period (the curves from right to left are 
vertical profile computed at  54' interval). 
Below : evolution at tide reversal (the curves from right to left are vertical 
profile computed at  18' interval). 
£ = (x, + h)/H , h - 22 m , wind stress oriented to the North-East and equal 
to 2 lu~4 m2 s~2 (per unit mass). 
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The impact of Zeebrugge's harbour on tidal and residual currents 
and elevations was studied for the existing and several proposed confi- 
gurations as well as related dredging activities and industrial develop- 
ment on the coast. Fig. 9 shows, for instance, the predicted evolution, 
over a tidal period, of a patch of cold water produced by regasifica- 
tion at a planned gaz terminal on the new harbour's precinct. 

fig. 9. 

Evolution over a tidal period of a patch of cold water released by a 110 MW source on 
the jetty of the new harbour at Zeebrugge (gasification process at a liquid-gaz terminal). 
The curves are graduated in 10" 2K (temperature degrees). 
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fig. 10. 

Effect on the modification of a pass in the Scheldt estuary on maximum water level 
(above) and maximum velocity at flood-tide (below) during the storm of Jan. 3, 1976. 
(The numbers represent the differences between the predicted results for the new and 
the existing bottom topography.) 



760 COASTAL ENGINEERING—1982 

The effect of modifying passes in the Scheldt estuary was investi- 
gated in different tidal and wind conditions by hindcasting known situa- 
tions with existing and proposed bottom topographies- Fig. 10 shows, for 
instance, the differences in water level and flood-velocities that would 
have been produced in the region of Bath, by a rectification of the pass. 

The difficulty of "measuring" the residual currents motivated an 
extended study of the macroscale circulation. Fig. 11 shows the residual 
streamlines in the North Sea in a typical situation. 

fig. 11. 
Residual depth-averaged circulation in the North Sea. Streamlines  t// = const in  103 m3 s~ *. 
[Real 1973 wind situation, boundary inflows according to Ronday (1976), residual bottom 
friction coefficient function of depth, mesoscale velocity and rugosity length (Ronday, 1976).] 

* The residual currents constitute a very small part of the current meters' signal, of the order, in fact, 
of the instrumental error. Because of the non-linearities of the instruments (averaged speed, instantaneous 
direction) errors do not cancel with time averaging and experimental values can often be wrong by as much 
as  100 %. 
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The presence of  a gyre  off   the Northern Belgian coast,   confirmed  by 
the results  of  the  coastal models   (fig..  12)   and by  observations   (e.g. 
Beckers et al.,   1976)   is  responsible  for  a  south-bound  coastal  current 
which  entrains   the highly  turbid  Scheldt waters   to  the  South. 
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fig. 12. 

Residual (depth-averaged) currents in the region of Zeebrugge, showing a south-bound 
coastal current along the Northern Belgian coast, in relation with the coastal gyre shown 
in fig. 11. 

The predicted accumulation of silt along the Northern coast is con- 
firmed by the observations (fig. 13). 
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fig. 13. 

Accumulation of silt along the Northern Belgian coast according to observations (Beckers at al., 1976) 
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ANALYSIS OF. TIDAL RECORDS OF THE 1964 ALASKAN TSUNAMI 

Basil W. Wilson*, F.ASCE 

abstract 

The 8. 5 magnitude Alaskan earthquake of March 27, 1964,generated a great 
tsunami in the Pacific Ocean.   This paper presents results of energy spec- 
trum analyses conducted on a sampling of 24 of the marigrams from some 
105 tide-stations which recorded the waves.    In the numerical digital pro- 
cedure used, two important properties of the evolving energy spectra are in- 
voked; the frequency resolution and statistical confidence.   High confidence 
is obtainable only at the expense of poor resolution, and vice versa.     Ex- 
cessive resolution may give rise to physically unreal spectral peaks, just 
as excessive restrictions for confidence may cause blunting of the spectrum 
and possible loss of physically real spectral components.    A trial-and- 
error compromise between these properties was sought by testing the ef- 
fects on the energy spectra, for Hilo, Hawaii, of the parameters that con- 
trol the digital process.    An optimum selection of spectrum parameters 
was finally made so that the primary and secondary wave forms of compon- 
ents, identified by the analysis for the marigram of San Francisco, Calif., 
most closely agree with the corresponding wave forms obtained by use of 
Chrystal's (1904) graphical method of residvation analysis.     Using the 
parameters so determined, and by application of band-pass filters in the 
digital analysis, the most prominent peaks of spectral energy in the mari- 
grams of the 24 stations are isolated and their wave-forms computer-plot - 
ed.     In all cases a recognizable long-period wave component is found hav- 
ing a frequency between 0.50 and 0.65 cy/hr (average period 1.73 hrs). 
General similarity of these primary wave forms as to period and shape of 
beats suggests their common origin at the source of the earthquake disturb- 
ance.    The secondary wave forms of higher frequency (periods generally 
less than 40 mins) are ascribed to local free oscillations forced by the 
primary wave trains at the receiving stations.      In some, but not all of 
the marigrams there is evidence of wave systems averaging 3.2 hrs in per- 
iod.   These are thought to be an independent wave-train originating at source. 

1. INTRODUCTION 

On March 27, 1964, a great earthquake in Prince William Sound, Alaska, 
(magnitude ** 8.5, Richter scale), generated a tsunami which swept the entire 
Pacific Ocean.     Its coastal effects were recorded by some 105 tide-gauges at 
mainland and island stations throughout the area[l ].    This paper reports on 
energy-spectrum analyses of the marigrams from a sampling of 24 represent - 

* Consulting Oceanographic Engineer, Pasadena, California, U.S.A. 
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_ative stations distributed along the periphery of the Pacific Ocean and on islands 
within its circumference.     Fig. 1, which is derived from the arrival times of 
the tsunami at coastlines and islands, and allows for the refraction of the wave- 
fronts in accord with the ocean depths, shows the advance of the front at hourly 
intervals and the locations of the tide-stations selected for marigram-analysis. 

FIG. 1 - APPROXIMATE HOURLY (GMT) WAVE - FRONTS OF THE ALASKAN 
TSUNAMI OF MARCH 28-29, 1964.     (Mercator projection). 

A primary purpose of this investigation was to confirm of negate earlier an- 
alyses [2], undertaken during report preparation, (of necessity, hurriedly and 
at minimal cost), by use of Chrystal's graphical method of residuation[3 ]; 
thereby to verify the existence in the marigrams of exceptionally long-period 
wave systems, identified by those analyses, but hitherto unsuspected in tsunami 
occurrences (cf. Cox [4 ]).     This paper summarizes a report of 1971 [5 ]. 

2. RESIDUATION VERSUS POWER-SPECTRUM ANALYSIS 

Before numerical power-spectrum analysis had become one of the standard 
tools of oceanographic science in the 1950's [6,7,8 ], and preceded only by per- 
iodogram analysis [e. g. 9 ], (which in days before high-speed electronic com- 
puters was clumsy and time-consuming), Chrystal's method of reslduation 
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offered a relatively quick and easy way of interpreting the composition of wave 
or seiche records.      The method follows sound theoretical principles on the 
precept that a wave record can be approximated by a discrete spectrum of sinu- 
soidal wave components.     The writer made extensive and effective use of the 
method in the period 1940-'67 [e. g., 10 ], and is not ashamed that this period 
was overlapped by the ascendancy of the modern method of continuous power- 
spectrum analysis.      In referring to the Residuation method, the writer, at 
various times, has named it "subjective", in the sense that, initially, it relies 
on the personal judgements of an analyst as to the periods of the discrete com- 
ponents supposed to exist in a wave record.     In point of fact, however, as 
Chrystal showed, the method can be as objective as the analyst will allow, sim- 
ply by use of a process of successive approximations.      In the writer's exper- 
ience, it has seldom been necessary to invoke closer approximations than first 
estimates, because one or more shorter-period components in a wave record 
can usually be detected unambiguously as to periodicity.    The very process of 
"residuating", or eliminating, a suspected sinusoidal component , tends to re- 
veal lower-order components more distinctly, so that they too, in succession, 
can be subtracted out from the residual record by the graphical method. 

While the Residuation method of wave analysis is hardly to be recommend- 
for modern usage, it seems pertinent to point out that the now popular power- 
spectrum analysis, by use of the Fourier Double Integral Theorem and auto- 
correlation techniques, of itself yields only an estimate of the composition of a 
wave record, and is thereby subject to varying degrees of reliability.   This as- 
pect has been fully discussed elsewhere [5, ll],and will therefore be only brief- 
ly alluded to here.   The method, it turns out, is quite sensitive to certain para- 
meters which enter into the mathematical systems used, and, of necessity, have 
to be selected by the wave analyst.    These parameters are: 

(a) the number of digitized data-points, N, in the length of a wave record, Tr 

(b) the time increment, At, between adjacent data-points 
(c) the number of lags, M , used for auto-correlation purposes 
(d) the number of points, P , assigned to a numerical filter 

Three important derivative parameters depend on the choice of (a), (b) and 
(c), namely: 
(e) the frequency increment,or measure of resolution: 

(i)        Aa =   2ff(2 At M) ~l       radians-(time)-1 

or (ii)       A/ =  (2AtM)~a cycles-(time)"1 

(f) the frequency range, or Nyquist cut-off frequency: 

(i)        CT„   =   2ff(2At)"1 radians-(time)"1 

or (ii)      A    =   (2 At)"1 cycles-(time)"1 

(g) the number of degrees of freedom, v, or measure of oonjtdenoe: 

V=   [N - M/4](M/2)"1    >*   2NM"1        when M« N (3) 

It is anomalistic that in seeking high confidence of results in auto-correlat- 

(1) 

(2) 
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ion, the number of lags M in Eq.(3) should be chosen as small as possible, al- 
though, thereby, the frequency increment, ACT or   A/, in Eq. (1) is also render- 

ed large, and the resolution of the power spectrum therefore low.   Confidence and 
resolution, unfortunately, are two mutually antagonistic properties.   Poor re- 
solution of the spectral density estimates results in excessive blunting  of spec- 
tral peaks in the spectrum.     Too high resolution, on the other hand, inevitably 
lowers the confidence that spectral peaks of energy are real.    The tendency in 
spectrum analysis seems to have been to lean towards high confidence rather 
than strong resolution, with the result that wave energy spectra often appear to 
be devoid of sharp peaks.      A question of importance for this study was to know 
the best common meeting ground for good resolution and reasonable confidence 
in the estimates of spectral energy density of the tsunami records. 

3. SPECTRUM PARAMETERS FOR THE MARIGRAMS OF HILO, HAWAII, AND 
SAN FRANCISCO, CALIFORNIA 

To test the effects of different values of spectrum parameters on resulting 
spectra, two cases, Hilo, Hawaii, and San Francisco, California, were select- 
ed initially for analysis.   Hilo was chosen as being one station for which it was 
contended by Van Dorn and Cox [l2],on the basis of spectrum analyses made by 
Loomis [13], that the marigram showed no evidence of the presence of waves 
as long in period as 1. 8 hrs.   The writer on the other hand, using the Residu- 
ation process, had found them to be present [2], and desired verification. 

The tide records were digitized on a trace follower and read directly on to 
magnetic tape, from which co-ordinates of points were then transferred to decks 
of punched cards.    Counts were recorded at time intervals of 0.02 hr over re- 
cord lengths of 36 hrs.      Fig, 2(a) is a computer-plot of the original marigram 

HILO,   HAWAII  -  March  28-29,   1964 

at 

WO 

COMPUTER PLOTS:   (a)   ORIGINAL MARIGRAM 
(b) DATA FILTERED OF ASTRONOMICAL TIDE 
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SAN  FRANCISCO.   CALIFORNIA 

March  28-29,   1964 

FIG. 3:      || COMPUTER PLOTS: (a) ORIGINAL MARIGRAM 
(b) DATA FILTERED OF ASTRONOMICAL TIDE 

for Hilo, Hawaii, obtained in this fashion.   Fig. 3(a) is the corresponding mar- 
igram for San Francisco, California.    The digitized data were pre-filtered 
through a high-pass (2P + 1 =) 51-point filter for elimination of tides and other 
long wave effects in the frequency range 0 to 0.167 cy/hr ( T > 6 hrs) with the 
results shown in Figs. 2(b) and 3(b).      The filtered data were then analyzed 
to yield the energy spectra, substantially in accord with the principles detailed 
in references [5, ll], and utilizing the spectrum parameter sets B to F given in 
Table I. 

Loomis' spectra of 1966 [14], using the set A1 in Table I, failed ro show 
any indication of an energy density peak at or near the frequency /= 0. 555 cy/ 
hr, (period 1. 8 hrs).    The resolution of A1 is seen to be rather poor and the 
confidence only moderately good.     In his later work of 1972 [13} Loomis' para- 
meters As yield somewhat better resolution at high confidence.     Examination 
of his spectrum in this case does suggest the presence of somewhat low energy 
long waves at about 0.54 cy/hr (period T « 1. 85 hrs).    This was apparently 
overlooked, or otherwise dismissed as noise, by Van Dorn and Cox [12]. 

The important effects of resolution, found by use of the parameter-sets C, 
D, E and F of Table I on the marigram for Hilo, Hawaii, are shown in the spec- 
tra of Figs. 4(a) to (d). Fig. 4(a), with low resolution and good confidence, 
fails to show any evidence of an energy peak at 0. 55 cy/hr frequency (T«*l. 8hr). 
Fig. 4(b) reveals the emergence of several minor peaks as resolution improves 
and confidence recedes. The use of 51-point filters with parameters C and D 
led to difficulties in the plot-out of wave forms.     Parameter set E was made 
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TABLE I:    SETS OF SPECTRUM PARAMETERS USED OR TESTED 
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A! Loomis (14) 8 249 0.03 15 41 12 0.372 ? 

As Loomis (13; 34 1024 0.03 15 60 34 0.250 ? 

B Wilson (5) 30 300 0.10 5 160 4 0.031 51 
C "       (5) 36 1800 0.02 25 200 18 0.125 51 
D "       (5) 36 1800 0.02 25 300 12 0.083 51 
E "       (5) 36 1800 0.02 25 300 12 0.083 255 
F "       (5) 36 1800 0.02 25 400 9 0.063 153 

identical to D in all respects save for the adoption of 255-point filters.   The 
more finely tuned filters had the influence of reducing energy losses in the high- 
pass filtering process, and as Fig. 4(c) shows, allowed emergence of more 
prominent spectrum peaks, compared to Fig.4(b), including a small one at 
0.56 cy/hr frequency (T » 1.79 hrs).     In the case of Fig. 4(d) the number of 
lags was increased further (M = 400) and filter points reduced to 153 (P =75). 
Resolution was hereby increased still further and confidence somewhat reduced 
(v= 9).      The smaller value of P was a concession to reduction of computing 
time and reduction of terminal losses of output record-lengths resulting from 
application of filters.   Fig. 4(d) further enhances the spectral energy peaks, 
including some residual tidal energy (unshaded) not completely removed by the 
initial high-pass filter. 

In the case of the marigram for San Francisco (Fig. 3), application was 
made of the spectrum parameters B, E and F, with results shown in the spectra 
of Figs. 5(a), (b) and (c).     It is very evident from Fig. 5 that the tsunami at 
San Francisco was composed primarily of two almost discrete wave systems 
with periods approximating 1. 8 hrs and 40 mins.     The high resolution of para- 
meter-set B elicits some minor peaks in the equivalent spectrum Fig.5(a). 
These are virtually smoothed away by the use of the parameter-set F [Fig.5(c)], 
and are non-existent in Fig. 5(b), obtained from use of parameter-set E. 

4. COMPARISON OF THE WAVE-FORMS FROM SPECTRUM AND RESIDUATION 
ANALYSIS 

In Fig.6 the primary (P) and secondary (S) wave systems of periods, re- 
spectively,   Ti » 1. 8 hrs and T2 « 40 mins, have been separated out from the 
San Francisco marigram by use of appropriate filters for comparison with the 
results of the Residuation analysis, P(d) and (S).    The computer results from 
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Parameters C ••. I.M> 
N = 1800 pts 
M = 200 lags 
v = 18d.f. 

A/= 0.125 cy/hr 
P = 25 pts 

FREQUENCY - (cvcles/hr) 

Parameters D'f*> 
N = 1800 pts 
M = 300 lags 
V = 12 d. f. 
A/= 0.083 cy/hr. 

P = 25 pts 

FREQUENCY - (cycles/hr) 

Parameters E 
N = 1800 pts 
M = 300 lags 

A/= 0.083 cy/hr. 
P= 127 pts £J_- 

2.0 4 0 6 0 
FREQUENCE      (L. voles/hri 

FIG .4 - COMPARATIVE WAVE-ENERGY SPECTRA FROM HILO, HAWAII, 
MARIGRAM OF MAR. 28-29, 1964.   Tr = 36 hrs; At = 0.02 hr. 

(b) Parameters E 
(a) N = 1800 pts 
Parameters B M = 300 lags 
N - 300 pts v=   12 d.f. 
M- 160 lags A/= 0.083 cy/hr .. P = 127 pts 
A/= 0.031 cy/hr •* „ 

_,.«,•„ P = 25 pts V) O Zt      Is I-: 

SAN FRANCISCO 
CALIFORNIA 

(c)   Parameters F 
N = 1800 pts 
M = 400 lags 
v=    9 d. f. 

A/= 0.063 cy/hr 
P = 76 pts 

FREQUENCY   -   (radians/hr) 

FIG.  5 - COMPARATIVE WAVE-ENERGY SPECTRA FROM SAN FRANCISCO 
MARIGRAM OF MARn 28-29, 1964.     Tr - 36 hrs;   At - 0.02 hr. 
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use of the spectrum parameters E appear to accord most closely with the Re- 
siduation wave forms in period, amplitude and beat-shapes. 

In the case of the Hilo, Hawaii, record, the wave form of the small peak of 
low frequency energy, centered at 0.56 cy/hr in Fig. 4(d), was obtained by 
passing the digitized wave data through a numerical band-pass filter having cut- 
off frequencies at & = 0.30, fa = 0. 80 cy/hr.      The plot-out is shown as P(a) 
in Fig. 7, and it is to be compared with P(b), obtained by the Residuation meth- 
od [2].   The long-wave system P(a) in Fig. 7, obtained by use of a band-pass 

TIME - (hours, GMT) TIME - (hours, GMT) 

FIG. 6 - WAVE FORMS OF PRIMARY (P) AND SECONDARY (S) COMPON- 
ENTS OF MARIGRAM OF MAR. 28,1964, SAN FRANCISCO, CALIFORNIA. 
Spectrum analyses a,b and c are derived from parameters B,E, F respect- 
ively (Table I);   Residuation analyses d are graphical. 

filter with cut-off frequencies  fr = 0.30, fa = 0. 80 cy/hr, retains some high- 
frequency contamination, but its envelope shape and maximum amplitude are 
generally similar to P(b).    The remaining residual wave forms, after elimin- 
ation of P(a) and P(b) are shown in Fig.7 as S(a) and S(b).   There is again 
general similarity of shape and amplitude. 

On the basis of this experimental probing, it was decided to adopt the spec- 
trum parameter-set F as capable of yielding reliable results for spectrum an- 
alysis of the sampling of 24 marigrams.      The parameter-set F was adopted 
in preference to E,  the more desirable set, in the interests of economy, re- 
search funds being limited. 
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(a) SPECTRUM   ANALYSIS n 
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(b)    RESIDUATION 

ANALYSIS 
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Band pass filter 
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4.712 S/S37.699rad/tixw ° 
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S(a) 

March 27, 1964 
S(b) 

Mar. 28,1964 Mar. 29 

0 6 12 18 
RELATIVE TIME -   (hrs.) 

12       16       20        0 4 
APPROXIMATE GMT - (hrs.) 

FIG. 7 - WAVE FORMS OF LOW-FREQUENCY COMPONENTS (P) AND SEC- 
ONDARY COMPONENTS (S) IN MARIGRAM OF MAR.  28, 1964, FOR 
HILO, HAWAII.     Spectrum analyses (a) used parameters F (Table I); 
Reslduation analyses (b) are graphical. 

5. SPECTRUM ANALYSIS RESULTS 

As an example of the procedure followed in the spectrum analyses of the 24 
marigrams, we give here briefly, the main elements of the analysis of the re- 
cord for Hilo, Hawaii, being a case already cited, and one of the more com- 
plicated of all those analysed. 

Use of the parameters F of Table I was shown to yield the spectrum given 
already in Fig.4(d).    The next step, typically followed, was to inspect the 
power spectrum for any peak in the frequency range 0.30 to 0. 80 cy/hr. With- 
in this band Residuation analysis had shown, in all cases, that a definitive wave 
component was to be expected [2].     In the case of Hilo, Hawaii, as already 
discussed, use of a band-pass filter with these frequency limits isolated the 
minor peak of energy shown in Fig. 8(a).    The residual spectrum from S(a) 
in Fig. 7 is shown in Fig. 8(f).    By using successive band-pass filters applied 
to the data, (in all cases, pre-filtered of tides), the important peaks of wave 
energy were isolated in succession, as in (b), (c), (d) and (e) in Fig. 8. The 
wave-form associated with each such peak or group of peaks was next comput- 
er-plotted to yield the wave components reproduced in Fig. 9.     Fig. 9(a) and 
(b) are the same, respectively, as P and S in Fig.7.      Fig. 9(c) is the wave- 
form corresponding to the energy group of Fig. 8(b);  9(d), that of 8(c);  9(e), 
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0        1.0      2.0      3.0      4.0      5.0 
FREQUENCY   -  cycles/hr (a) 

PCNER   SPECTRUM 

LO,   HflHHlI    16   MARCH '27.. 1964 

PERIOD  OF   ANALYSIS     [0.0  -36-0) 

FIG. 8 - WAVE-ENERGY SPECTRA FROM DATA S(a) IN FIG.7, AS FILTER- 
ED THROUGH BAND-PASS FILTERS (a) TO (f),   HILO, HAWAII. 

that of 8(e), and 9(f), that of 8(d). 

Fig. 9 thus shows that the most dominant low-frequency components of the 
Hilo marigram were oscillations of periods 1.82 hrs,   1.0 hr,   29.1 mins and 
19.2 mins.     The latter, as revealed by Fig. 9(f), is a remarkably steady os- 
cillation of long duration, (about 9 ins amplitude over 9 hours), before dying 
away.    It is modulated, however, as apparent in Fig. 9(e), by the two wave 
components of periods 17.5 and 16.5 mins. 

6.   "PRIMARY" WAVES OF THE SPECTRUM ANALYSES 

It is not possible in this short paper to reproduce results of all the spectrum 
analyses, as conducted in the form of Figs. 8 and 9.    They are given, however, 
in full detail in Reference [5],     We limit ourselves here to presenting results 
for the lower frequency components of the tsunami at the different stations. 
Fig. 10 thus gives comparative evidence for the presence in all 24 marigrams 
studied, of a long wave component at a frequency between 0.50 and 0.65 cy/hr 
(average period 1.75 hrs).     In all cases a definable peak of energy exists at or 
near this period, being very pronounced at stations close to the tsunami source, 
and at a few stations far afield.      The relative heights of the energy peaks in 
the spectra are given along the top of the composite diagram as percentages in 
relation to 100% for Yakutat, Alaska.    The spectrum peaks in Fig. 10, of neces- 
sity, have different ordinate scales.     It will be seen that response at Port Al- 
berni, Canada, was 10 times that of Yakutat.      At Talcahuano, Chile, and at 
Lyttelton, New Zealand, about two thirds the distance across the Pacific Ocean 
from the source, in a north-south direction, the responses were 43% and 63%, . 
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HILO,   HAWAII       MARCH   27,   1964 

!   I 
Period "» 1.82 hrs 

Dominant Wave Component in (e); Period ^ 19.2 
mins 

05     08      11      14      17      20      23      02     05      08      11 
March   28      TIME-   (hours,GMT)   March   29 

FIG. 9   -   NUMERICALLY FILTERED AND PLOTTED WAVE-FORMS OF COM- 
PONENTS OF THE ALASKAN TSUNAMI AT HILO, HAWAII, MARCH, 1964 

respectively, virtual proof that this long-wave component was exciting some de- 
gree of resonance in the embayments at these locations. 

The wave-forms corresponding to the spectrum peaks of Fig. 10 are comput- 
er plotted in Figs. 11 and 12 ; the vertical scales, be it noted, are not uniform. 
Considerable interest attaches to the beat-shapes of the envelopes of the wave- 
forms, which are often quite similar, as between stations fairly close together; 
even over great distances they still retain a general similarity.     It appears that 
the number of waves in the first beat increases with distance in the north-south 
direction along the eastern boundary of the Pacific, from 5 near the source, to 
6 at Prince Rupert, Canada,  7 at San Francisco,   8 at Talcahuano , Chile, and 
to semi-uniform wave-train formation near Antarctica.    In the east-west and 
central north-south directions across the Pacific, the beat-shapes of the long 
waves , shown in Fig. 12, are quite markedly different from those of Fig. 11. 
Except in the cases of Hilo and Mokuoloe Is. , Hawaii, the beats are all extreme- 
ly long and phase changes apparently did not occur. 
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It is of interest at this point to compare some samples of the Residuation 
analyses [2, 5], (as discussed earlier in Sections 2 and 4), with those obtain- 
in Figs. 11 and 12.    Thus, Fig. 13 gives a selection of "primary" wave-trains 
resldvated   graphically from the marlgrams of seven tide-stations.   It is evi- 
dent at once that the Residuation method succeeded in isolating the correct 
forms of the primary waves, both as to beat-shapes and number of waves in 



778 COASTAL ENGINEERING—1982 

ELAPSED    TIME   -   (hours) 

FIG. 12 - COMPUTER-PLOTTED WAVE-FORMS OF LONG-PERIOD COMPON- 
ENT (AVERAGE PERIOD 1.77 HRS) OF THE MARCH,  1964, ALASKAN 
TSUNAMI, NUMERICALLY DETERMINED FROM MARIGRAMS OF PAC- 
IFIC OCEAN TIDE-STATIONS: (ordinate scales not uniform; envelopes 
hand-drawn). 

beats.    Agreement on amplitudes is somewhat less satisfactory, but values are 
well within "ball-park" range of each other.      The degree of concurrence of re- 
sults from the two analysis methods is sufficient to validate the general reliab- 
ility of the Residuation process used in Reference [2~\ 

When the average period of the first three waves occurring in each wave- 
train of Figs. 11 and 12 are plotted as histograms of their relative frequency 
of occurrence, as in Fig. 14(a) and (b), the inference seems to be that along 
the west coast of the Americas, the predominant wave period of what we have 
called the primary waves was about 1.73 hrs, within a range from 1.55 to 
1. 95 hrs. In the west Pacific Ocean the dominant wave period was about 1.77 
hrs within a tighter range of about 1.70 to 1. 90 hrs. 
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FIG.  14   -   HISTOGRAMS OF WAVE PERIODS FOR "PRIMARY" LONG WAVE 
COMPONENT OF MARCH, 1964, ALASKAN TSUNAMI:  (a) EASTERN 
PACIFIC OCEAN;   (b) WESTERN PACIFIC OCEAN; (based on first three 
waves in Figs. 11 and 12) 

On the supposition that the beats of long waves resulted from the interfer- 
ence of just two trains of periods Tj and Ta  (frequencies fx and fs ), thereby 
yielding beat frequencies A and apparent wave frequencies Jj, it is readily 
shown that: 
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(i) T! = l/A = [/,+/b]_1 = [ VTa + 1/Ti,]-1 

(ii) Ta = l//s = [A -AT1 = [1/X - 1/Tb ]_1 

(iii)     Tb   =    2(n- 1)X 

(4) 

where X and Tb , respectively, are the periods of the waves apparent in the 
beat and of the beat itself,  n being the number of waves occurring in the beat. 
Adopting X = 1-72 hrs for the Eastern Pacific, the values of T\ and Ts for 
particular values of Tb   and  n are found in Table II.      For the Western Pacific 
Ocean they are given in Table III, for the apparent wave period  \ = 1.77 hrs. 

Table II shows that the periods   Tx  and  T2  in the last columns, are con- 
tained quite easily in the period-spread of the histogram, Fig. 14(a).    Table 
III, likewise, shows similar containment in the histogram spead of Fig.  14(b). 
The idea gains support, therefore, that the envelope shapes of the long wave 
systems are the result of interfering frequency components with periods of the 

TABLE   II   •   RANGE OF INTERFERING FREQUENCIES TO ACCOUNT 

FOR BEATS OF LONG WAVES (NOMINAL PERIOD   1.72 HRS) 

(Eastern   Pacific   Ocean;     west   coast   -   Americas) 

No. of 
Waves 
in beat 

Beat 
Period 

[Eq.(7)] 

Tb 
(hrs) 

Beat 
Frequency 

fb 
(cy/hr.) 

Wave 
Frequency 

f 

(cy/hr.) 

Component 
Wave 

Frequencies 

Component 
Wave 

Periods 

n 

(cy/hr.) (cy/hr.) (hrs) (hrs) 

5 13.76 0.0727 0.5814 0.6541 0.5087 1.53 1.96 

6 17.20 0.0581 0.5814 0.6395 0.5233 1.56 1.91 

7 20.64 0.0484 0.5814 0.6298 0.5330 1.59 1.88 

8 24.08 0.0415 0.5814 0.6229 0.5399 1.61 1.85 

10 30.96 0.0323 0.5814 0.6137 0.5491 1.63 1.82 

TABLE   III   -   RANGE OF INTERFERING FREQUENCIES TO ACCOUNT 

FOR BEATS OF LONG WAVES (NOMINAL PERIOD   1.77 HRS) 

(Western  Pacific   Ocean) 

No. of 
Waves 
in beat 

Beat 
Period 

[Eq.(7)] 

Tb 
(hrs) 

Beat 
Frequency 

fb 
(cy/hr.) 

Wave 
Frequency 

f 
w 

(cy/hr.) 

Component 
Wave 

Frequencies 

Component 
Wave 

Periods 

n 

(cy/hr.) (cy/hr.) (hrs) (hrs) 

7 21.24 0.0471 0.5650 0.6121 0.5189 1.63 1.93 

8 24.78 0. 0404 0.5650 0.6054 0.5246 1.65 1.90 

10 28.32 0.0353 0.5650 0.6003 0.5297 1.67 1.89 

12 31.86 0.0314 0.5650 0.5964 0.5336 1.68 1.87 
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order given by Tr  and  T2  in Tables II and III.     The seemingly consistent 
trends of change with distance, suggested by the increasing number of waves in 
a beat, and the varying periods given in Tables II and III are interesting, but 
as yet unexplained.      It may be that this simplified an interpretation of the beat 
phenomena cannot be justified, because the declining component period  T2 with 
distance runs counter to an expected increase of period over distance and time 
for expanding waves.       Despite this difficulty, the overall consistencies of 
change with distance from the origin suggest that the wave formations of Figs. 
11 and 12 must have originated at the source and not as mere local excitations. 

7. EXISTENCE OF ULTRA-LONG PERIOD WAVE-TRAINS 

Both the Residuation and the Numerical Spectrum analyses have revealed 
that, for about half of the marigrams studied, there is evidence of still longer 
period wave-trains in the composition of the tsunami than those already discuss- 
ed.     They are found to lie within a frequency range of about   0.30 to  0.35 
cy/hr, (average period  3. 2 hrs).      The strongest such wave-train of period 
3.0 hrs occurred at Yakutat, Alaska, close to the tsunami source (Fig. 1). 
Its height (Fig. 15) was comparable to the height of the   1. 85 hr period waves 
shown in Fig. 11 for Yakutat.      For the marigrams in which these extremely 
long waves were detectable, as in Fig. 15, the largest effects besides those of 
Yakutat, occurred at Victoria, Canada, at the Palmer Peninsula, Argentine Is- 
land, Antarctica, and at Lyttelton, New Zealand.    Some of the wave-trains in 
Fig. 15 overlie residual astronomical tide-waves, not completely eliminated in 
the numerical filtering for the   3.2 hr period waves. 

At Yakutat, near the mouth of triangular-shaped Yakutat Bay (natural per- 
iod of oscillation about 41 mins), the marine topography is not favorable to any 
resonance of incident waves with periods as large as   3.0  or   1.8 hrs.      The 
much smaller triangular Monti Bay, at the head of which Yakutat harbor actual- 
ly lies, is an offshoot of Yakutat Bay at its mouth, and therefore in a nodal pos- 
ition with respect to any oscillations of Yakutat Bay.    Because of this and the 
fact that Monti Bay has a fundamental period of free oscillation of about   17 mins 
only, there could have been no possibility of resonant amplification of  1.8   and 
3.0 hr tsunami wave components.      The waves of these periods, shown in Figs. 
11 and 15, would therefore have been incident waves enhanced only by the shoal- 
ing and funnelling effect of the small Monti Bay, to the extent perhaps of 6 times 
their deep-water height (in accord with Green's Law).     The inference from 
this is that the nominal 1. 8 and 3,2 hr component long waves of the tsunami 
originated from the source and propagated across the Pacific Ocean. 

At Victoria, Canada, the natural periods of oscillation of the Juan de Fuca 
Strait (fundamental, about 4. 3 hrs; second mode, about 1.8 hrs), would have 
been conducive to some enhancement of the long wave-trains, as Figs. 11 and 
15 suggest.      A pseudo-resonance effect would also have occurred at Lyttelton, 
N. Z., where the period of free oscillation for Port Lyttelton Channel and Pega- 
sus Bay is about 2,6 hrs.      The marigram for Lyttelton harbor, in fact, record- 
ed 2.6 hr oscillations prior to the arrival of the tsunami waves; they were 
probably locally generated by barometric fluctuations or other causes.      The 
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FIG. 15 - COMPUTER-PLOTTED WAVE-FORMS OF ULTRA-LONG PERIOD 
(AV.    3. 2 HRS) OF THE MARCH,  1964, ALASKAN TSUNAMI. 

enhancement of the 3.2 hr waves at Palmer Peninsula, Antarctica, probably re- 
lates to the shoaling and restrictive effect of the Antarctic Sound.    As to why 
these ultra-long period waves drew no strong responses at other stations where 
the 1. 8 hr period waves recorded well, as in Figs. 11 and 12, cannot be known 
without a detailed wave-refraction study and examination of the oscillating 
characteristics of the areas. 

8. CONCLUSIONS 

Numerical power-spectrum and graphical Residuation analyses have been 
shown to be mutually supportive of the existence in the records of the Alaskan 
tsunami of March, 1964, of very long wave-trains with periods approximating 
1.75 and  3,2 hrs, originating at the source and propagating across the Pacific 
Ocean.     In the north-south direction encompassing the eastern half of the Pac- 
ific Ocean, the   1.75 hr (nominal) period waves occurred in beats, their num- 
bers per beat increasing with time and distance. 
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Wave run-up caused by natural storm surge waves 

by 

Joachim Grtine  *) 

Abstract 

This paper describes results of field measurements on wave run-up 
caused by storm surge waves. The measurements have been done with newly 
developed run-up probes at two locations at the German Bight with dif- 
ferent dyke profiles. It was found from the results that the wave run- 
up, measured under real sea state conditions, have greater values than 
predicted by commonly used formulae. Furthermore the wave climate and 
the breaker type seem to have an influence on the magnitudes of wave 
run-up. 

Introduction 

For the design of seadykes the rising of the stillwater level due to 
wind stress during storm surges may be calculated with an exactness of 
some decimeters, whereas the appertaining wave run-up often has to be 
estimated in a range of up to meters. This results not only from the 
fact, that the wave climate on the nearshore of the dykes mostly is un- 
known, but also from the multitude of excisting formulae, which create 
different values (FUHRBOTER, Ref. 5). 

There has been done a lot of investigations on wave run-up carried out 
in small-scale models with regular waves, some with wave spectra. But 
only a few results from field investigations are known (in respect of 
investigations at the german coast see COLDEWEY (Ref. 2), ERCHINGER 
(Ref. 3) and NIEMEYER (Ref.10)). 

Due to unsolved problems with scale effects, which occur in breaker pro- 
cesses in small scale models and due to random characteristics of the 
waves in shallow-water, there is still a great need to verify formulae( 
developed by model tests,under real sea state conditions. 

"*T Dipl.-Ing., research engineer, deputy operation manager of LARGE WAVE 
CHANNEL (University Hannover and Technical University Braunschweig), 
LEICHTWEISS-Institut (Div. of hydromechanics and coastal engineering) 
- Technical University Braunschweig, Germany 
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Field Measuring Equipment 

For measuring the wave run-up in situ a probe was newly developed 
(GRUNE, PIECHACZEK, Ref. 6),  which should accomplish the following re- 
quirements : 

1. Linearity over a total length up to 30 meters 
2. One analog output signal for the actual run-up 
3. Insensitive to the loads caused by waves and floats 

This has been achieved by a 60-step-probe (Fig. 1). Each step consists 
of two electrodes, which are,electrically isolated,fixed in a small 
frame box and casted with synthetic epoxy resin. These steps are fixed 
on 2 meter long support frames in an optional distance,depending on the 
slope and the wanted accuracy {Fig. 2). The electronic circuit scheme 
is shown in Fig. 3. When the water of the run-up passes the electrodes 
of a step, an electric impuls will be released by closing an electronic 
circuit due to the conductivity of the water. This impulse actuate a 
switch relay, which gives a defined voltage to an adder. The defined 
voltage of each individual step can be adjusted to the vertical range 
of each step (vertical distance to the preceding step). Therewith one 
gets an output signal, which is linear to the vertical run-up, indepen- 
dent  of the actual distance between the steps or of variations of the 
slope. The analog output signal, which gives the actual wave run-up, is 
formed by adding all defined voltages. To be recorded, the signal op- 
tional can be filtered by a low pass filter and attenuated. 

Fig. 4 shows the front of the electronic device with the LED-visual 
displays of each step. An example of a synchronous record of wave run- 
up and waves is given in Fig. 5. 

Fig. 1: Wave run-up probe 
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WANGEROOGE  1712.1979      23.08/23.13 h 

Fig. 5: Synchronous record of waves and run-ups 

Such wave run-up probes as described above have been installed at 
two locations at the coast of the German Bight: WANGEROOGE and EIDERDAMM 
(Fig. 6). 

At the location WANGEROOGE (an east frisian island) a heavy revetment 
with slope 1 : 4 was used (Fig. 7), which has a sand core and a cover 
layer made from asphalt concrete. In the upper part artificial rough- 
ness elements (prism  concrete blocks - type Beverkoppen) are pasted 
on the asphalt layer. The run-up probe extend over 27 meters on the 
slope up to 6.2 m above Mean High Tide Level (MThw) with a vertical dis- 
tance between the steps from 9 cm at the lower part up to 12 cm at the 
upper part of the probe. Fig. 1 shows the installed wave run-up probe 
on the revetment. Waves have been measured with a pressure transducer, 
which is situated 15 m in front of the revetment on the level NN + 0.15 m. 
The pressure data have been transfered to surface elevation by means of 
correction factors for wave heigths and wave periods as described later 
on. 

WANGEROOGE 

MThw NN. 1.22 
-2 ^wffSS*'"' \\U 

Fig. 7: Dyke profiles 

with run-up probes 
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The other location is the adjacent dam at the south side of the EIDER- 
river storm surge barrier. This dam has a sand core with bended slopes of 
1 : 4 and 1 : 6. The lower part with a slope 1 : 4 up to 1.5 meters above 
Mean High Tide is covered with a concrete-jointed natural stone revet- 
ment, whereas the subjequent slope 1 : 6 is covered with asphalt concrete 
(Fig. 7). Additionally there is a test section with a constant slope of 
1:4, also with sand core and covered with asphalt concrete above the 
level NN + 3.0 m (Fig. 7). On both sections run-up'probes have been in- 

stalled on the asphalt layer (above the level NN + 3.0 m). The vertical 
distances between the steps vary from 8 Cm to 12 cm on slope 1 : 4 and 
from 7 cm to 11 cm on slope 1 : 6 (smaller values at the lower part). 
In Figure 8 this two sections with run-up probes are markes with a 
circle. A pressure transducer on the lower part of the slope 1 : 4 was 
used to measure waves. Transferring pressure data to surface elevations 
will be described later on. 

Measurements and data analysis 

Waves and wave run-ups were recorded synchronously during several storm 
surges with a rise of the still water level up to 1.4 m above Mean High 
Tide Level (MThw) at WANGEROOGE and upto 2.3 m above MThw at EIDERDAMM 
location. An example of a record is shown in Fig. 5. 

Due to some failures of analog magnetic tape recording system at EIDER- 
DAM location first all measurements were analysed in the time domain, 
the data presentation in this paper will be restricted to this analysis. 
The direct paper records were used to digitize the run-ups and the 
crests and troughs as shown in Fig. 9 with a semi-automatical device. 
Further data processing was then done with computer. It was defined that 
each run-up must have an substantial trough, "double-peaks" and "ondu- 
lations" have been ignored. The time interval between the troughs was 
defined as run-up period. Waveheights were defined as zero-down cros- 

tana. = t:N 

Fig. 10: Definitions of run-ups 

^^^S^*^ T=6 
II I T2 

Fig. 9: Definitions of recorded run-ups and waves 
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sings heights, whereas for the periods(the same manner as for run-ups) 
the time intervals between the troughs were used. 

Because the waves were measured with pressure cells, these data had to 
be transfered to surface elevations in means of two-dimensional progres- 
sive waves. It was found,existing formulas for wave pressure attenuation 
of previous investigations were not suitable for the measured wave cli- 
mate conditions. This leads to do some calibration tests in a small- 
scale wave flume (scale appr. 1 : 5} with random sea state conditions 
with respect to the depth-, period- and windvelocity-conditions of the 
field measurements. An example of the results is shown in Fig. 11 for 
constant depth. The wellknown formula of pressure attenuation for linear 
wave theory was found useful by extending it with a Correctionfaktor KH, 
which is function of the relative depth Z/D of the pressure transducer. 
For the periods Correctionfactors.were found also as a function of re- 
lative depth. Similar Correctionfactors were derived from the results 
of calibration tests for pressure transducers on a slope 1 : 4 (EIDER- 
DAMM location). To compare wave data of both locations, the data from 
EIDERDAM, which were measured on the slope 1 : 4 closed to the breaker- 
zone and consequently affected by shoaling, furthermore are transfered 
to those in front of the dyke by means of a shoaling factor KAS = Hn/HT 
calculated by a formula,derived by LE MEHAUTE et al. (Ref. 9 ). 
Comparing the results of field measurements,done  with pressure trans- 
ducers 12 meters in front of the dyke and on the slope synchronously, 
this formula was modified by using the measured wave height and lenght 
on the slope near the breaker point: 

KAS - 0.76 • s1/? • (HB/LB)~
1/4 

In the manner described above all wave data for both locations were 
transfered to those 15 m in front of the dyke profiles. The records were 
devided in consecutive time intervals, which are 15 to 20 minutes for 
WANGEROOGE location and 10 to 15 minutes long for EIDERDAMM location. 
For each time interval the mean still water level(SWL) as a constant 
value was determined from records of tidal gauges, which are at EIDER- 
DAMM approx. 500 meters and at WANGEROOGE approx. 3000 m far from the 
field measuring devices. 
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Fig, 11: Results of tests on wave pressure attenuation 



792 COASTAL ENGINEERING—1982 

Results 

As mentioned before, results in this paper will be restricted to time 
domain analysis. Waves and run-ups 'first have been analysed statistical 
for each time interval. As an example the log-normal distributions of 
waves and run-ups are plotted in Fig. 12 for one time interval. In 
Fig. 13 the statistical values of the wave run-up R MAX, R 1/10 and 
R 98 are plotted against the mean values RM (WANGEROOGE). All ratios 
found with regression lines through zero, are listed in Table 1 for all 
dyke profiles at both locations: 

99 
2% 

95 
90 

10 
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Fig. 12: Log-normal distribution of waves and run-ups for one record 
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Fig. 13: Statistical values measured at WANGEROOGE 

Table 1: Ratios of statistical values of wave run-up 

Location R  MAX 
RM 

R  1/100 
RM 

R  1/10 
RM 

R  1/3 
RM 

R  98 
RM 

R 95 
RM 

R  90 
RM 

WANGEROOGE 
N  =  4 

2.06 1.90 1.66 1.39 1.75 1.60 1.46 

EIDERDAMM 
N  =  4 

1.97 1.97 1.63 1.38 1.69 1.60 1.43 

N  =  6 1.90 1.86 1.58 1.34 1.69 1.57 1.40 
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There are no essential differences in this ratios apart from scattering 
and slightly smaller values for slope 1:6. Similar values are found 
by COLDEWEY (Ref. 2). 

The statistical wave run-up value R 98, mainly used for practical en- 
gineering purposes, has been applied for comparing the measured wave 
run-ups with the calculated ones. Two well-known traditional formulae 
were used for calculation: 

1. The formula Rg8 - K • H  • l/N with K = 8, known as DELFT-formula 
and derived by WASSING ?Ref. 14), which takes the significant wave- 
height and the slope into account. 

2. The formula R 98 l/N with C = 0.5, derived by 
HUNT (Ref. 8 ) and extended to irregular waves by VINJE (Ref. 13), 
which takes supplementary the period into account. 

Comparisons of measured data with data calculated by these formulae are 
given in Fig. 14 to Fig. 16. It must be remarked, that the plots in 
Fig. 14 include only those data, which are not affected by the rough- 
ness elements on the upper part of the revetment. It was found that the 
regression line does not give smaller values for the empirical factors 
K or C, unless the maximum wave run-up does not pass over the third row 
of roughness elements (the effect of the roughness elements will be 
commented in the following). It must be considered that the data of the 
two slopes in Fig. 15 can't be compared directly, because the slope 
1 : 6 is a bended slope (Fig. 7). Fig. 16 contains additionally data 
with significant waveheights, which had to be hindcasted from results 
of previous wave measurements at the same location, due to wave gauge 
defect. In all plots there is a certain amount of scatter, which always 
occur in wave related data, particularly from field measurements in surf 
zones. A conclusion of the plots in Fig. 14 to Fig. 16 indicate two main 
facts: 

1. Wave run-up data, measured under real sea state conditions, normally 
have greater values than predicted by the common used formulae. 

2. There are substantial differences between the data of both locations. 

The empirical factors K and C for slope 1 : 4 are listed in Table 2. 
The measured run-up at EIDERDAMM compared to that of WANGEROOGE are 17 % 
higher, using the DELFT formula and 30 %  higher, using the HUNT-VINJE- 
formula. A certain part of the differences might be caused to the man- 
ner of wave data transferring at EIDERDAMM location, described as above, 
but nevertheless this does not explain the total amount of differences. 

Table 2: Comparison of empirical factors C and K for slope 1 : 4 

c 
regression line 
through zero 

max min 
K 

regression line)  maxj  min 
through zero   j     j 

WANGEROOGE 0.71 0.92 0.53 11.32       .13.80  7.52 

EIDERDAMM 0.92 1.14 0.62 13.30        15.76jl2.00 
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Previous investigations of VAN OORSCHOT and D'ANGREMOND (Ref. 12) 
showed considerable variation of the empirical factor C (C in Ref. 12, 
using the maximum energy density period T instead of statistic mean 
value T ) in dependence on the shape of the wave energy spectrum (in 
means o? spectral width parameter 8). Unfortunately this could not be 
checked due to the fact that there was no possibility to analyse the 
data in the frequency domain for both locations yet as mentioned above. 
On the other hand, comparisons of joint distributions of wave heights 
and periods for some time intevals let assume, that there is no signi- 
ficant variation of the wave energy spectrum shape, which may explain 
the differences of emperical factors C and K completely. As an example 
the joint distributions of two time intervals with approx. the same va- 
lue C are shown in Fig. 17. 

H 
(ml 

! 
sj 

. i 

E1DER0RMM 

i 
••!•.-. HW3=>0.86 

!"   i ' • C =0.90 

H o WRNGEROOGE 

z 
'     •    .          •     ' Hl/3=1.|9 

.     •.     "^ 

• '.",' 
"' 

' C =0.91 
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Fig. 17: Joint distributions of two measured time intervals 

Furthermore the analysed data were used to find out the influences of 
environmental and wave parameters: 

In Fig. 18 the ratio of measured to calculate run-up is plotted versus 
the windvelocity U , during the measurement, which gives a slightly 
increasing of the empirical factor with increasing windvelocity. The 
influence of the winddirection (the wave approach direction has not 
been measured) seems to be negligible as shown in Fig. 19, where (h  is 
the angle between winddirection during the measurement and the line of 
full dip of the slopes (positive |3 turns to north). This confirms, that 
the wave approach essentially is determined by the topography in such 
shallow water areas.Visual observations resulted in values for wave 
approach angle related to perpendicular direction, of ~  10° at WANGE- 
R00GE location and of - 20° at EIDERDAMM location. 

From Fig. 20 follows that the influence of wave steepnees has the same 
trend for both locations, but there are different orders of magnitude. 
It can be stated that the empirical factor C increase with increasing 
Period and / or increasing wave height comparativly. The dependence on 
relative waterdepth D/H is shown in Fig. 21 for the factors C and K 
and for the ratio number of run-ups to number of waves NR/NW. Whereas 
the ratio NR/NW decreases with increasing relative waterdepth, the em- 
pirical factors C and K are increasing with increasing relative water- 
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Fig. 20: Measured to calculated run-up versus wave-steepness 

depth. From the influence of the relative waterdepth and the wave steep- 
ness one can suppose, that there might be a dependence on the breakertype 
for the empirical factors in the used formulae. An impression of the 
typical wave climate conditions at both locations is given in Fig. 22. 
At WANGERROGE the breaking waves are of the spilling and plunging type-, 
whereas at E1DERDAMM only occur plunging type waves. This observations 
are in agreement with breakertypes, calculated with the BATTJES-Para- 
meter fj, = 1 : N / y Hfe/L'. (Ref. 1). To determine, whether the waves 
break on the nearshore or on the dyke slope, the breakerdepth stated by 
HENSEN (Ref. 7) was used. He found by investigations on waves on tidal 
flats with nearly constant depth that waves begin to break with rela- 
tive waterdepth smaller than 2.3. The values of relative waterdepths D/H 
and breaker parameter ffc are listed in Table 3; 

Table 3: Wave parameters related to the wave run-up data 

Location "1/3M D/Hl/3 
D/H„ 

MAX 1 b(Hl/3) breaker type 

WANGEROOGE 0.6 to 1.6 -1.5 to 7.3 1.9 to 3.2 2.3 to 2.2 0.10 to 0.15  1.4 to 2.0 
(nearshore)   (dyke) 

spilling / plunging 

EIDERDAMM D.5 to 0.9 

(0.35) 
3.7 to 5.2 4.1 to 5.2 2.7 to 4.0 1.3 to 2.0 

(dyke) 
plunging 
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Fig. 21: Measured to calculated run-up versus relative waterdepth 
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Fig. 22: Typical wave climate at WANGEROOGE and EIDERDAMM 
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From Fig. 21 and Table 3 it is obvious, that at location WANGEROOGE at 

least the higher waves break on the nearshore and hence there must be a 

mixture of spilling and plunging breakers, which is in agreement with 

visual observations. From this results it can be supposed, that in gene- 
ral the wave run-up is relatively higher for plunging breakers than for 
spilling breakers. These investigations have to be continued to get more 
and detailed informations on criterions, which lead to a breaking on the 
nearshore  or on the dyke slope or on both sections and to relate this 
criterions to the wave run-up data. 

As mentioned before, the effectiveness of artificial roughness elements 

was found to be poor, if the elements only extend in the upper part of 

the run-up (Fig. 23). The solid line refers to experimental data of 

FRANZIUS (Ref. 4 and 12). For a comparison it must considered, that 
FRANZIUS used cubes with a constant distance to each other, whereas at 

WANGEROOGE prismnwith triangle crossection were placed in rows. The 

distances between the rows decrease to the top of the dyke and the rows 
itself contains 2 single rows of prismn in the lower part and 3 single 
rows in the upper part. 

R98meas. 
R98calc. RMAX 

°-° L/RMAX '•° 

Fig. 23: Effectiveness of roughness elements (WANGEROOGE) 

It may be stated , that a higher effectiveness in small scale models is 

created from the relatively higher amount of turbulence caused by such 

elements compared to real sea state conditions. 

Results for a convex bended profile (Fig. 7) are shown in Fig. 24. The 
ratios of measured run-up for both dyke profiles are plotted versus the 
relative distance of the still water level to bending point AD/H . 
There is no significant difference between both profiles, if the still 
water level is below the bending point. Further the influence of the 

lower slope seems to be neglectible small, if the still water level is 
more than two times the significant wave height higher above the ben- 

ding point. 
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Fig. 24: Comparison of results for constant and bended slope (EIDERDAMM) 

Conclusion 

Wave run-up data, measured under real sea state conditions at two loca- 

tions at the coast of the German Bight, in general are found to have 

greater values then predicted by common  used formulae. Based on the 

formula 

98 = C •Ws g • 1/N 

a comparison for the empirical factor C with results of some previous 

investigations with irregular waves in model tests is given  in Table 4: 

Table Comparison of empirical factors C: 

C 

VAN 00RSCH0T / 
D'ANGREMOND 

(Ref. 12) 0.60 to 0.77 T/T  =1.05 
m 

BATTJES (Ref. 1) 0.59 to 0.74 analytical model based on 

RAYLEIGH-distrlbution 

TAUTENHAIN (Ref. 11) 0.70 to 0.86 not comparable directly, 

based on wave distribution 

AUTHOR 0.53 to 1.14 2 different locations 

Data of field measurements, reported by ERCHINGER (ref. 3) and 
C0LDEWEY (Ref. 2) cannot be compared directly with those of the author, 

due to different dyke profiles (bended profile with 3 different slopes 

in Ref. 3), but those data show the same trend in respect to higher 

measured run-up compared to calculated one. 

It must be mentioned, that the breaker type has an influence on the order 

of magnitude of the empirical factor C. 
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The ratio number of run-ups to number of waves decreases with increasing 
relative waterdepth in the range of 0.95 to 0.50. 

The effectiveness of artificial roughness elements is found to be poor, 
if the elements only extend in the upper part of the run-up. 
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WAVE RUN-UP AT SEA DIKES UNDER OBLIQUE WAVE APPROACH 

by 
1) 2) 3) 

E. TAUTENHAIN,  S. KOHLHASE,  H.W. PARTENSCKY 

1. INTRODUCTION 
Besides wave impact forces, erosion of the inner side of a 
sea dike is a serious cause of destruction. Therefore, wave 
run-up  and overtopping effects have to be considered with 
respect to the safety of a dike. Strong relations were found 
between both these influences (TAUTENHAIN et.al., 1980, 1981, 
1982), based on experiments in a wave flume and using an 
energy conservation concept. However, under natural condi- 
tions, an oblique wave approach has to be considered. This 
paper deals with the influence of wave direction on wave run- 
up on a smooth dike slope in order to provide a basis for 
calculating the overtopping rates for both regular and ir- 
regular waves. 

2. PERFORMANCE OF EXPERIMENTS 
The experiments were performed in a wave basin of 18 x 45 m, 
equipped with a servo-hydraulic wave generator. A dike with 
a uniform smooth slope of 1:6 was installed (Fig. 1) . 

The direction of the dike relative to the wave direction was 
varied stepwise in the range of 6 = 0 (normal wave approach) 
and fl = 60°. The wave heights and periods were varied bet- 
ween H = approx. 5 to 15 cm and T = 1 to 3 sec, respectively. 
The water depth was d = 35 cm for all test runs. 

For the measurements of wave run-up and down-rush effects, a 
video-system was used. Wave absorbing elements were installed 
besides the dike structure to suppress model-induced re- 
flections. 

The notations and measured quantities are shown in Fig. 2. 

1) Dr.-Ing., Operation Manager, Large Wave Channel, 
University of Hannover, FRG 

2) Dr.-Ing., Chief Engineer, Franzius-Institut, 
University of Hannover, FRG 

3) Prof. Dr.-Ing. Dr.phys., Franzius-Institut, 
University of Hannover, FRG 

804 



WAVE RUN UP AT SEA DIKES 805 

Fig. 1:  General test arrangement 
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Fig. 2:  Notations 
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The wave run-up An is given as follows 

An = An • /2 • i|) - (An-1/An)
3 (2) 

From two-dimensional experiments, the form parameter ijj was 
found (correlation coefficient, r = 0.96) to vary between 
ij) = 0.63 and \\t  =  0.73 (average ijj = 0.7). 

The wave run-up An is given by 

An = 1.29 /H • L0 (1 -KRI/COSB (3) 

in which KR is the reflection coefficient related to the 
wave parameter H and Lo in front of the dike. 

Equations (1) to (3) have been derived for normal wave 
approach and must be extended when applied to oblique wave 
directions . 

Considering regular waves,the wave run-up Ag was derived as 
follows 

AR   =  A„   •   kR (4) 

where 
Afi kB   =   -^  =   cosB    -   /2 - cos32J3 (5) 
An 

is an averaged parameter which includes both refraction and 
friction effects (wave breaking) as well as the angle of the 
down-rushing wave in relation to the up-rushing wave. 

The parameter kg was determined by means of comparative in- 
vestigations for normal and oblique wave directions, as out- 
lined in the following section. 

4.  EXPERIMENTAL VERIFICATION 

The experiments were performed in two stages. In the first 
stage, two-dimensional tests were run because of slightly 
different boundary conditions and the reduced scale of the 
wave basin compared with previous investigations in a wave 
flume. The results of these experiments are plotted in Fig.4. 

As may be seen in Fig. 4, the experimental results were 
found to comply well with the wave run-up equation (3). The 
observed differences of 2.6 % only were not thought to be 
due to model scale effects but rather to the limited number 
of tests. 

The test results for an oblique wave approach are plotted in 
Fig. 5 for the measured wave directions (3^0°. It can be 
readily seen that the basic equation (3) is also generally 
fulfilled for an oblique wave direction as indicated by the 
rather high correlation coefficients between the measured 
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Fig. 4:  Verification of equation (3) (B = 0°) 

wave run-up A^ for 6 = 0° and B ^ 0°, respectively. There- 
fore, it may be concluded that the influence of the wave 
direction can be generally summarized by the wave direction 
parameter kg, as already illustrated. The effects of wave 
height and period are of lower order. 

The results for all measured wave directions (regular waves) 
are summarized in Fig. 6. 

20° 30° 40° 50° 60° 70° 80° 90° 

WAVE DIRECTION p 

Fig. 6: Relative wave run-up. Summation of results B ^ 0. 
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For the purpose of comparison, the results of a number of 
authors are also plotted in Fig. 6. The differences between 
the calculated (equ. 4) and mean measured relative run-up 
heights are in the order of ± 2 %, which may be neglected. 

5. CONCLUSION 
With respect to wave run-up at sea dik 
vestigations have been carried out for 
wave approach. The investigation has c 
contrast to previous investigations by 
remarkable increase of run-up heights 
wave approach will occur for wave dire 
approx. 0 < B £ 35°. 

Since the maximum increase in comparis 
approach conditions is of the order of 
that this effect should be considered 

es, comparative in- 
different angles of 
learly shown that, in 
other authors, a 

compared to normal 
ctions in the range of 

on to normal wave 
10 % , it is important 

in practice. 
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Water Waves Propagating on Beaches of Arbitrary Slope 

by 

Y-Y. Chen* Dr. II. H. Hwung** 

ABSTRACT 

When a small amplitude wave climbing along an arbitrary 

sloping beach from deep water toward the shore,  the variation of 

characteristics in the process of wave motion has been described 

in this paper. From   the results of theoretical derivation,  it is 

found out that  the variation of water surface and amplitude are 

function of beach slopeia) and dimensionless distance (kx~) from 

the  shore. And under the condition of the beach slope is a = 0 

and a =  °o   that  the solution will become a progressive wave and 

a standing wave  respectively. 

I    INTRODUCTION 

Concerning the problems of water waves propagating on beaches 

of arbitrary slope, E.T. Hanson (1926) assumed the angle of 

bottom with still water surface to be of the form n/2q with 

integral q, andcons tructed a progressive wave derived from two 

standing waves. Lewy, H.  (1946) gave a contour  integral  represen- 

tation for a progressive wave for all angles between bottom and 

surface. Then, Stoker  (1947) derived the exact  linear theory and 

obtained approximate solution for surface waves  in variable 

water depth.   Biesel (1952) expressed the first-order approximation 

of the free surface  equations and the  trajectory of surface 

* Associate Researcher of Tainan Hydraulics Laboratory 

National Cheng Kung University. Taiwan. R.O.C 

* * Director of Tainan Hydraulics Laboratory & Associate 

Professor of Hydraulic and Ocean Engineering Graduate School, 

National Cheng Kung University. Taiwan. R.O.C 

811 



812 COASTAL ENGINEERING—1982 

particle by Lagrangian form. Carrier &   Greenspan (1957) 

presented the explict solutions based on the non-linear shallow 

water theory. 

All  the above  investigations concentrated on the behavior of 

wave motion in  the   region near  the  coast,  however,  they didn't 

include  the entire process of wave motion. Therefore,  in this 

paper,  the authors pay attention  to  the  theoretical analysis on 

the variation of the water  surface and amplitude when    the water 

waves propagating on beaches of arbitrary slope under  the condition 

without breaking. 

2.     THEORETICAL   CONSIDERATION 

^ 

Fig. 

From the sketch diagram of water wave propagating from deep 

water toward shallow water area as shown in Fig.   1,   the governing 

equations of wave motion in two dimensional   incompressible fluid 

are given by the follows: 

<I»„ + <&,„ =0 

0, + grj+~ (<p,2 +<byz ) -c 

V ( x , t ) >y>~h(x)   (1) 

y = V (*,/) (2) 
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<D„ = r)t + 0X rix y = rj(x , t ) (3) 

<pv =~ *,$, y = ~ h(x) (4) 

The  subscripts of the above  equations denote partial differe~ 

ntiation, and O is velocity potential,  )? z's water surface variation, 

h(x}  is water depth which can be expressed as h(x^) —x- tand — ax, 

and C is Bernoulli's constant, g is gravity acceleration. 

From Cauchy's integral theorem, there is a constant M 

existence in the process of wave motion under the conditions 

without breaking,   that 

\<S>\ + |®("> | <M    for 0<*<oo , rj(x,f)>y>- h(x)        (5) 

where   C)'*'  denotes  the   n"1   order's partial derivatives  of® with 

respect  to x, y or  t. Furthermore, since  the original source of 

wave motion comes from deep water,   so  that 

£im   ® = 0„ (6) 
x—>°° 

According to the above consideration that  seems  reasonable  to 

coincide with physical grounds and there is not any singularity 

taken place in the entire process of wave motion from deep water 

toward the shore. In the following derivation,   it is convenient 

to express  the quantities evaluated for y = fj (x , y ) by a bar, 

"—", over the quantity, and for y——h(x~)  by a bar under the 

quantity. Thus we have 

\ <J>„ dy=0v -Ov =®„ +hx®? (7) 

and 

<D„ dy = - I ®„x dy 

dx) _ 
«>* dy + <D* V' + *« h*    (ft) 
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From eq. (7) and eq. (8) , we get 

<&,=-— IWjv+<&>?* (9) 
OX J   _»<*> 

77;e« Me  integral  term of eq. (Q)will  be the following relation 

through integration by parts 

%dy = i?<A + h% - .y<R!,a> (10) 
-AC*) J   -ft ix > 

a^rf a/so  Me relation will be    as 

(11) A(*)"kvd.y = h(x)®* - h(x)$x 

Eliminating ®z from  eq. Wand eq. (ll) , and this  in turn lead 

through use of eq. (9) to 

d -       ri<-"'i 3 
<$,=-—(>(*)<&- I (y + h ) <D„ a\)0+ >?*<&- — ( ? %) 

-ft Gc ) 

0  • 
= -(*<& )»H | ( y + h )®xvdy - V <R* 

d x . 

From  the kinematic condition at free surface of eq. (2) ,  taking 

the partial derivative with respect  to t,  so that 

Vt = C <ft< + ( 5wl< + «V<iv,   ) ) (13) 

TAe« substituting eq. (13) ;'«/o ea. (3) , we get 

<D„ = C ®t, + ( <M>*. + ®„<iii   ) J + <A>7* (14) 
g 

Thus, from eq. (12) and eq. (14) , we have 
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_ _     g   r?<*>n 
<D,, = C g hd>, ), - ( OyP,, + 0,0,, ) -g- C — I C-j'+A )®*,d)0 

{//> £o wow we /zave made no assumptions in addition to those made 

in deriving the non — linear theory. In other words, water waves 

propagating along an arbitrary sloping beach will be described 

completely in eq. (15) . Unfortunately,  since eq. (15) is a high 

order non— linear partial differential  equation,   so that analy- 

tical solution is not able to be obtained and the approximate 

solution will be presented in this paper. 

From eq. (6) , we  know that wave motion propagating along 

an arbitrary sloping beach comes from deep water.   Accordingly, 

it  is reasonable to imagine that the velocity potential in deep 

water,  <f>    ,   is part of wave motion in the propagating process. 

In this case,   the velocity potential would be proposed by the 

following form, 

® = <k + ^ <J6) 

The above equation makes a brief statement that the velocity 

potential,  <P , existed in the propagating process is consisted 

of the velocity potential  in deep water, <j>    ,  and the velocity 

potential due to shoaling and reflection,  (j> , . 

After susbstituting 96^ into the last three terms of the 

right side of eq. (15) , then the first — order approximation of 

wave motion will be given as 

o,, = ( g ho.), - C ( ?«,), ( 3»)« + C ^ ),(?„),t ] 

-£(— (y+^C^^dy^+gtyC^-),}, 
0 X J    -hex) 

(17) 

Furthermore,   expanding the integral   term of eq. (17) and from  the 
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condition that ^ substituted in eq, (14) , we have 

«.<=(j»0,),-[^(i).)« + (i)ii (18) 

Because 0^ is part of <I> , we know that $    is a particular 

integral of wave motion.    In other wordes,   eq. (18) involves a part- 

icular solution and a complementary function which will   satisfy 

the following homogeneous equation, 

1>t, = ( g h<5>, ), (19) 

Since the complementary function is due to shoaling and 

reflection of sloping bottom boundary,   that the velocity potent- 

ial at water surface is well  to be proposed as the following 

form. 

yt Oix-fft+s > Z(x) 

where the exponential  in eq. (20) represents the factor due to refl- 

ection,   k and a are wave number and angular frequency in deep 

water respectively,  e  is the change in phasse as wave climbing 

along beach. Z ( x ) is the function of water surface elevation 

resulted from shoaling and reflection. 

After substituting eq. (20) into eq, (19) , and taking real part, 

that  it  is easy to transform the result  into zero order of Bessel 

function.  And the solution will  be given as 

ZX *)= A Jo  ( 2 /— ) (21) 
a 

where J0 is the Bessel function of the first kind of order zero, 

and A is a function of a, which has to be determined by an 

appropriate condition.    Therefore,   the velocity potential  due 

to shoaling and reflection will be 

— I kx 
<h =A Jo (  2 J — ) cos (  kx - a t + 6 ) (22) 

a 
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Then the solution of wave motion can be expressed as 

®=0 + #'=-¥—?• /„ (  2 •/—) cos ( kx-ot+e ) 
a a 

a g -\ COS ( kx + ot ) (23) 
a 

The last term of the above equation is the solution of progress- 

ive small amplitude wave at water surface,  and a is the amplit- 

a 
ude, A is to be of A0 — A . 

g 

From the theory of reflection as light —wave,   the change of 

phase,   e , is function of bottom slope,  a ,  will be found out,  as 

e=:e(a)=2 tan~* a (24) 

Combining eq.^and eq. (24) then substituting in eq .(2) , and take 

the first — order approximation that we have the water surface 

elevation 

fkx 
J?( x, t~) —Ao]o ( 2 v — ) sin(kx — a t -\-2 tan'1 a ~)+asin( kx+at~) 

Based on the energy conservation at the intersecting point 

of mean water level and bottom boundary, where the potential 

energy exists only,  that we find 

A0 ( a ) = a C cos ( 2 tan~1a ) + ./ cos2 ( 2 tarT'a ) + 3 ] (26) 

The relationship between A0  and a has been shown in Fig. — 2 

From this figure,   it  illustrates that A0  decreases with a increa- 

ses,   and as a =oo ,   it becomes standing wave,  ar = 0 that  it will 

be a progressive wave. 
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9 - tan a 

Fig. - 2 

After substituting eq. (26) into eq. (25) , the water surface elev- 

ation,  rj ( x , t ") , will be obtained.   There are three examples 

presented through Fig. — 3 to Fig. — 5 

V — o.o a 

\           0 -30° 

crt*0 

1 1 

'   \   \ 
  * ~ 

L       4 s^$ //6 7 8 

* V^/ 

t kx 

Fig. - J 

Furthermore,  arrange the result of the expansion of eq. (25) , 

that the relationship among water surface elevation, wave ampl- 

itude, wave number,  bottom slope and dimensionless distance can 

also be expressed as the following forms, 
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Fig. - 4 

V — 0.0 
a 

:^<-T 0-60° 

t \ 

 at -0 

i \2     N.       3     \ 4/            5 /$      j f      7    \ .       8 
J kx 

Fig. - 5 

rjQx , t) = [A0Jo ( 2 V— ~) sin(_ kx + t) + a sinkx ~}cosot 

and 

/kx . 
+ f a cos kx—AoJo ( 2 V ) cosQkx + e ) ] s«»ff/ 

= B( x , a ) sin ( OT ( x , «) • A:+ CT f ] (27) 

£(*,«)={( asinkx+A0Jo ( 2 V — ) sin( kx + e ) )2 
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+ ( a coskx-AoJo ( 2 V—) cos(kx+e ) )2 y'2 

a 

asinkx+AoJo ( 2y — ) sin(kx + e ) 
m(x,a}= Itan-'i —  j + nK~j/x 

a coskx—AoJo ( 2y—) cos( kx + e ) 
a 

where n is a positive integer. 

From the expression of eq. (27) ,   the amplitude of wave motion 

climbing along an arbitrary sloping beach has been obtained as 

eq. (28) and it is function of the dimensionless distance kx and 

bottom slope «.    That  is to say,   the amplitude varies along the 

horizontal distance due to shoaling and reflection as water waves 

propagate from deep water toward the shore.    Several illustrat- 

ions have been presented in Fig. — 6 for a = o  ,  1 / *J~~Z ,  1 , 

J~~Z and co 

2.0 

B(x,a) 
a 

i.o 

0.0 

\W \\v 
\ \ V 
\ \ V      J 

90' 

//    1 //      / x.   / \   t\  r *<     s \ > 
*\   /    \   /  \ /   v     /   \ 

"\ -*-T   N 

3°\ 1 
i   V 

r'2> 
1 V i i           i        Vi           r           I 

V N 

V     i 

V 

1.0     2.0     3.0      4.0     5.0     6.0      7.0     8.0     9.0     10.0     I 1.0    12.0 
kx 

Fig. - 6 

Figure — 6 illustrates the solutions for the bottom slope  0° 

, 30° , 45° , 60° and  90° according to eq. (28) . And we can see 

that all the variation of water surface will gradually decrease 

and become small   amplitude wave in deep water except for the 

case of,  8 = 90° , under that condition ,   it becomes a standing 
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3.     DINCUSSION AND CONCLUSION 

From the theoretical results as above metioned that the 

variation of water surface and amplitute are function of beach 

slope and dimensionless distance from the shore.   And the 

results will be more reasonable than Stokers'  (1947) which is 

expressed in eq. (30) 

— fk~x 
<&(x,f)=A1{cos(.ot~(1')Yo( 2V — ) 

a 

Ikx 
+ sin{ at-ti )/o ( 2-J— ) ) (30) 

a 

where At  , et are the same significance as  in this paper.    But 

Stoker' s solution,   because contains only the linear terms so 

that the solution for the deep water becomes a straight line. 

Our solution,   on the other hand, give a more reasonable solution 

which is a small amplitude wave when we  include the potential 

function in deep water. 

4.     REFERENCE 

1 Hanson, E.T.,  The theory of ship waves. Proc. Roy. Soc. 

Lond. A.  Ill,  1926, 491-529. 

2 Lewy, H., Water waves on sloping beaches. Bulletin of the 

American Mathematical Society,   52,   1946.   737-775 

3 Stoker, f.f., Surface waves in water of variable depth.   Quar- 

terly of Applied Mathematics,    5,  1947,  1-54 

4 Stoker, J.J. Water waves. Institute of Mathematical Sciences 

New York University, New York,   1968. 

5 Biesel, F.,  Study of wave propagation inwater of gradually 

varying depth. U.S. National Bureau of Standards. Gravity 

wave NBS Circular 521,  1952 



822 COASTAL ENGINEERING—1982 

6 Carrier-, G.F.  and Greenspan, H.P., Water waves of finite 

amplitude on a sloping beach.J. FluidMech.4,  1958. 97-109. 

7 Greenspan, H.P., On the breaking of water waves of finite 

amplitude on a sloping beach. ].FluidMech. 4,1958.   330-334. 

8 Stokes, G.G.,  On the theory of oscillating waves Trans. 

Camb. Phil. Soc. Fo/.8,1847,  and Supplement. Scientific 

Paper, Vol.1 

9 Chen Y.Y., Waves reflection and diffraction in Kaohsiung 

Harbor, Oceanography, 6. National Taiwan College of Marine 

Science and Technology,  1978. 

10 Chen, Y.Y„,  Extension — poisson' s Integral Formula,   (   in 

preparation ),   1981. 



EXAMPLES OF STORM SURGE PREDICTION MODELS 
by 

P. Lencioni1 - J.P. Benque2 - Y. Coeffe3 

For a given site, deterministic models may be applied to predict the 
tide level with a rather good accuracy. However, a difference is 
observed between the observed and predicted tide level under storm 
condition. This difference is called storm surge. Two different storm 
surges prediction models are presented for the site of Le Havre ; an 
autoregressive model ; a model using wind and pressure local data. 

The autoregressive model can be used for a prediction 5 hours in 
advance. The availability of accurate wind and pressure predictions 
by the Meteorological Service of Le Havre within 36 hours in advance 
makes the use of the second model of great interest because it 
provides the possibility of predictions within 39 hours in advance. 

1. INTRODUCTION 

For a given site, deterministic models based on harmonic analysis 
may be applied to predict the tide levels with a rather good 
accuracy. However, differences are observed between the real and 
predicted tide levels under storm conditions. These differences 
are called storm surges (fig. l). 

In many cases, prevision of theoretical tide levels is not 
sufficient and it is very useful to know the possible storm 
surges. For instance, in coastal projects, the design of 
structures is often influenced by the largest storm surges 
possible. In that case, exceptionnal storm surges associated with 
a prescribed risk level are needed. On another side it is also 
useful to predict storm surges a few hours in advance, either for 
navigation aid, or to protect coastal work in progress. 

1 REP-EDF, Principal engineer, Nuclear Safety Service, France 
2 LNH-EDF  Chatou,   Head  of  Department   "Laboratoire  National 
d'Hydraulique, France 

3 LNH-EDF Chatou, Head of Maritime Hydraulic Division, France. 
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10        12        U 16 

— ••• observed   tide level 

..— __- theoretical tide level 

7*y?7y'- storm surge 

20   22  24 

Hours 

Fig. 1. DEFINITION OF A STORM SURGE 

The present study is specially devoted to this second kind of 
prediction models, applied to the site of Le Havre (harbour of the 
Seine Estuary), but results obtained may be also used to predict 
exceptionnal storm surges by the mean of simulation. 

The following steps of the study are described : 

- analysis of storm surges, from the tide levels observed every 
hour on the site of Le Havre, from January 1976 to June 1978, 

- elaboration of two storm surges prediction models ; 
. an autoregressive model, where the storm surge at the time 

t + k  t is estimated knowing storm surges until the time t, 
. a model using wind and pressure local data, these variables 
being available from Meteorological Services with 36 hours 
prediction. 
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2. ANALYSIS OF STORM SURGES RECORDED AT LE HAVRE 

Storm surge is the algebraic difference between the real and 
predicted tide levels. The analyzed data set of storm surges 
resulted from tide levels recorded, every one hour, at Le Havre 
harbour from the 1/1/1976 to the 30/6/1978 and tide levels 
predicted by the S.H.O.M. (Marine Hydrological and Oceanographical 
Service)j giving 21 888 values. 

Graphic examination of storm surges and corresponding wind and 
pressure data, give the main tendancies of the phenomenon (fig. 2). 

Storm surge(m) 

from lOtoU  January   1978 

Fig.2- COMPARISON BETWEEN STORM SURGE AND WIND 

A quiet meteorological situation induces low storm surges. A low 
pressure and a strong intensity of wind raises high positive storm 
surges, with a 12 hours period (tide cycle) . The maximum of the 
storm surge is generally situated around mean water level showing 
that the effect on tide may be seen as an increase (or decrease of 
mean water level) and a phase shift of the theoretical tide. To a 
high pressure corresponds negative storm surge. 

Spectral analysis and autocorrelation functions of these storm 
surges (fig. 3 & 4) confirm the 12 hours period. Moreover three 
scales of time appear from the spectral analysis (6 hours, 
12 hours and period greater than 24 hours). Autocorrelation 
functions show the high correlation between two values of storm 
surges separated by a short interval of time ; this is at origin 
of autoregressive model. 
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0    0.2   0.4    0,6 
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Fig.3. SPECTRAL ANALYSIS OF STORM SURGES 

3. AUTOREGRESSIVE MODELS 

In autoregressive models the storm surge at the time t + k At is 
estimated knowing storm surges until the time t. The examination 
of autocorrelation function and part ial autocorrelation allowed to 
retain the following regressive models : 

S (t + kAt) = C0 (kAt) + C]_ (kAt) S (t + kAt - 12) + C2 CkAt) S (t) 

where 
S    predicted storm surge 
S   observed storm surge 
kAt  prediction time (l to 12 hours) 
C{ model coefficient, function of kAt, estimated from the 

totality of available observations (January 1976 to June 
1978,  21 900 values), by least square method. 

(1) 

The multi correlation coefficient decreases when kAt increases. 
Four values of kAt were tried, respectively 1, 3, 6 and 12 hours. 
Multi correlation coefficients range between 0,89 with a 1 hour 
prediction and 0,68 with a 12 hours prediction. 

The introduction of a 
autoregressive model but 
prediction. 

Kalman  filter 
did not give 

was  tried  in 
my better short 

this 
term 

Interest of Kalman filter is to use the last available observation 
to put model parameters straight. But autoregressive models also 
take into account this information and this can explain that for a 
short-range forecast model, Kalman filter does not improve results. 
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With or without Kalman filter multi correlation coefficient with a 
1 hour prediction is 0,89. In 95 cases on 100, prediction error is 
+ 0,15 m. Figure 5 give a comparison between observed storm surges 
and predicted storm surges obtained by the autoregressive model 
with a 1 hour prediction. 

i  l   l  l   i   [  i   i   i   i   i 
8       10      12       U      16 

I    I    I    I    I    I*" 
20     22     24 {h} 

_...—. Prediction average values (delay 1 hour) 

— —«>95*/. confidence interval 

AUTOREGRESSIVE MODEL 

Fig.5-COMPARISON BETWEN OBSERVED AND PREDICTED STORM SURGES 

4. MODEL USING WIND AND PRESSURE LOCAL DATA 

Previous models cannot be really used with 
greater than 12 hours. 

prediction period 

A data analysis has shown that wind and local pressure data are 
able to explain the storm surges. The main interest to predict 
storm surges using these meteorological factors is that these 
variables can be given by Meteorological Services with a 36 hours 
prediction. Models based on wind and pressure data were then 
developped. 

Spectral analysis of storm surges, pressure and wind at Le Havre 
was made. We considered the two components of wind, projected on 
rectangular axis ; E-W - 30° and N-S - 30°, these directions 
allowing the best correlation between wind and storm surge. 

In this prediction model, the storm surge S has been splitted in 3 
parts, according to spectral analysis and graphic examination of 
storm surges and concomitant meteorological data 

S = S! + S2 + S3 
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S   storm surge 
Si       storm surge corresponding to periods greater than 24 hours 

highly  depending  on  recent  meteorological  events  (wind, 
pressure) 

52 storm surge corresponding to periods between 6 and 24 hours 
corresponding to tide periodicity. This cycle comes from a 
phase shift on tide theoretical cycle induced under some 
meteorological conditions Clow pressure) 

53 storm surge corresponding to periods smaller than 6 hours. 

Standard deviations are respectively ; 
c(S) = 0,17 m 
OCS-L) = 0,14 m   0(S2) = 0,08 m  and <KS$)   = 0,05 m 

the most important part comes from S^. 

Each component is separatedly examinated. 

4.1. Component Si (period greater than 24 hours) 

For a given class of wind direction, S^ is computed from 
wind intensity and pressure by the following regression 
model .* 

Sx(t) = a0(a) + ax(a) V(t - 3) + a2(a) V
2(t - 3) + a3(a) P(t - 3) 

(2) 

where : 

a      wind direction (18 classes of 20°) 
V(t - 3) wind mean intensity at the time t - 3 hours 
P(t - 3) pressure at the time t - 3 hours, zero pressure 

level corresponding to 1 013 mbars 
a^      model coefficients, functions of wind direction. 

The mean wind is determinated on 12 hours ; the two mean 
components EW and NS are computed as 1 

2 
\j. 

VEW = I E  vi-j cos ai 
5 j=-2 

2 
VNS 

= i £  vi-j sin ai- 
5 j=-2 

and the wind mean intensity 

V (t) = / V2  + V2 

EW   NS 

and its direction 

a (t) = arc tg ^M 

VEW 
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Correlation  coefficients  between S\ and  P  are  highly 
significant  and  negative  (this  means Si  increases while 
pressure decreases). Wind introduction allows increasing of 
multiple correlation coefficients. 

Residue values, difference between real and estimated values 
of Si  are biassed so that the model overvalues Si if Si 
is  small  and  undervalues  Si  if  Si is  great.  This  is 
corrected by an empirical factor C 

where : 

Si + C 

is given by regression model (2) 

C = 0,1 (/f + 5 Si - 1) if Si 0,2 m 

0,1 if Si < -  0,2 m 

In 95 cases on 100, the real value Si appears to be in the 
range of predicted Si +_ 0,18 m. 

Component S? (periods between 6 and 24 hours) 

Modelisation of S2 is based on the time phase shift 
observed between real and predicted tide levels which can be 
detected from the presence in storm surges evolution of the 
tide periodicity. That induced cycle has zero value at high 
and low tide, extreraum occuring during increasing or 
decreasing tide level. 

This shape of the cycle of S2 is confirmed if we consider 
the average of S2 during a tide cycle in function of the 
pressure level (see fig. 6). 

s, QV eraq e   (n ) 
U1J 1 

0,05 

0 

0,05 

— — — 
• •— 

*^ \ — — 

S ̂  Izz -- — •-; ^^ — 

<   1003 mb 

£.  1013.1003 mb 
> 1013 mb 

Fig.B.AVERAGE CYCLE OF S2 FUNCTION OF THE PRESSURE LEVEL 

Cycle is especially important for low pressures ; in opposite 
when pressure is greater than 1 013 mb, average of S2 has 
pratically zero values. 
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The amplitude A of this cycle is computed in function of the 
pressure level, according to 3 classes, by the following 
relations : 

. Low pressure P < 1 003 mb 
the amplitude A is function of mean wind (V^,^^), 
previously defined 

A = 0,153 + 0,014 VM cos aM 

however if A <0,15 A = 0,15 m 

. Mean pressure 1 003 < P <1 013 mb 
the amplitude A is constant   A = 0,14 m 

. High pressure   P > 1 013 mb 
in this case S2 ~ 0 

4.3. Component S^ (periods smaller than 6 hours) 

S3 represents a white noise which is difficult to explain 
from wind and pressure, though its variability must be 
function of wind. 

S3 has been neglected in prediction. 

4.4. Results 

From comparison between real and predicted storm surges at 
the same time we can say, in 95 cases on 100, prediction 
error is ; 

+ 0,20 m if storm surge value is smaller than 0,20 m 
+ 0,30 m if   "     "     "   "  greater   "    " 

Storm surges range being included between - 0,50 m and 1 m, 
this error can appear important, but evolution in the course 
of time is well reproduced (fig. 7). 

Storm   surges   (m) Pressure(mb) 
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'^-f X 
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1 
/ ind 

\S \J 5? 

0.2 

0,4 
•Mi "l 1 

6    8     10   12    14    16   18   20   22   0     2    4     6     8    10    12    14    16   18   20 Z2 24 

13   January   1977 14 January   1977 

    Observed  storm  surges 

• •  Predicted storm surges 
by autor egressive model (delay 1 hour) 

+ — — — + Predicted storm surges 
by wind and  pressure model 

R9.7.COMPARISON BETWEEN OBSERVED AND PREDICTED  STORM SURGES 
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This model predict storm surges at the instant t, knowing 
pressure and wind (intensity and direction computed over 
12 hours) at the instant t - 3 h. Correlation coefficient 
between observation and the 3 hours prediction is 0,75, 
slightly smaller than the value obtained by autoregressive 
model. 

For the case where only storm surge prediction corresponding 
to high or low tide is needed, component S^ gives directly 
the prediction of storm surge. In that case prediction error 
is limited to _+ 0,18 m for 95 cases over 100. 

It must be noticed that knowing a large sample of wind and 
pressures, it is possible, using this kind of model, to 
generate storm surges values which allow to predict 
exceptionnal storm surges of low probability. 

5. CONCLUSION 

The present study has shown that in the case of Le Havre an 
autoregressive model can be used for a prediction up to 5 hours in 
advance with a reasonable accuracy. For a more extended forecast, 
it is better to use models based on meteorology. The availability 
of accurate wind and pressure predictions by Meteorological 
Services of Le Havre within 36 hours in advance makes the use of 
the second model of great interest as it provides the possibility 
of prediction within 39 hours in advance. 

When the interest is restricted to storm surges predictions high 
and low tides, the model based on meteorology appears to be 
especially easy to handle and reasonably accurate. 

However, it is clear that local wind and pressure data are not 
enough to explain the totality of some storm surges. Such 
occurences cannot be predicted without knowing more on the 
interaction between large scale meteorological patterns and the 
tide propagation over the domain of interest. 

This problem will be investigated by using a tide propagation 
deterministic model of the whole English channel, based on 
Saint-Venant equations. The results of interaction between typical 
meteorological patterns and the tide propagation should lead to a 
deeper understanding of the physical phenomena involved and allow 
the choice of adequate parameters for future prediction models. 



WATERWAVES CALCULATION BY NAVIER-STOKES EQUATIONS 

by 0. DAUBERT , A. HAUGUEL  and J. CAHOUET 

Abstract : N.S.L. program is a finite-difference code for two- 
dimensionnal flows with a free surface in a vertical plane. Basic 
equations are Navier-Stokes Equations with a simple simulation of 
turbulent effects by an eddy viscosity coefficient related to the 
mixing length and the mean velocity gradient. Theses equations are 
solved in a variable domain in time. The main features of the numerical 
method are presented. Some comparisons with theoretical solutions give 
a good validation of the code both in linear and non linear cases. 
Other examples of application are given. 

1. INTRODUCTION 

Large computational programs, solving time-dependant Navier-Stokes 
equations, in two and even three space dimensions, are now well 
developped for industrial design. Their adaptation to waves problems 
should be a new and powerful mean of investigation in theoretical and 
practical studies, because non linear and viscous effects are taken 
into account. 

The N.S.L. program "Navier-Stokes a Surface Libre" presented here, is a 
first step to this ambitious objective. It solves numerically N.S. 
equations in a vertical plane - i.e. only for two-dimensionnal flows - 
with a free surface. The free surface is a moving boundary for the 
computational domain, and is also an unknown of the problem. 
Time-varying pressure and velocity fields are the other results of this 
program for suitable initial and boundary conditions, and any given 
bottom shape. In order to give a more pratical background to the study, 
N.S.L, program can be considered as a "numerical wave flume". It allows 
simulation of all sorts of waves, in deep or in shallow water, with 
small or large amplitude, except perhaps breaking ones. 

Engineer of the Research Division, Laboratoire National 
d'Hydraulique. EDF. Chatou, Prance. 

A* 
Head of the Research Division, Laboratoire National d'Hydraulique, Prance 

*** Assistant Engineer, Research Division, Laboratoire National 
d'Hydraulique* France. 
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2. MATHEMATICAL FORMULATION 

2.1. General equations : 

In the fluid, velocities and pressure are related by dynamical and 
continuity equations : 

(!) 2X. + IVp* = Div (vTVv) 
Dt  p 

(2) Div V = 0 (p* = p + gz) 

The turbulent viscosity coefficient, is given empirically by 

(3) vT =   V+  K2 I2   (2 Dij.Dij) 

with Dij - 1 (V. , 1 + V., i) 

.4x1/2 

The mixing length 1 is constant in the fluid except near the bottom, 
where 1 is proportionnal to the distance from the bottom. 

2.2. Computational domain and boundary conditions 

They are summarized on figure 1. 

z 
i      .    . .. i 

outlet 

-').<**.=o 

Figure 1 - Boundary conditions - Left b.c. simulates a wave- machine 
(e.g. U = U (z) sinwt) - Right b.c. is absorbing if h is small 

enough to eliminate dispersive phenomena. On the bottom, the second 
b.c. simulates a tangential stress in a boundary layer. 

2.2.1. Sea surface boundary conditions : 

The second relation, shown in figure 1, is a partial differential 
equation which can be used for the free surface determination. It must 
be solved along the whole Q -line, with its own boundary conditions. 
These £-boundary conditions, in x = x. and x = x„ , can be deduced from 
the u-ones, by using the horizontal projection of eq. (1), and the 
surface relation : p* = pg £. 

C4) a£     1 dp*    1 ,Du  _.  , „ ,,     1 Du 
T7 =  71 -fc =   - I (Dt" - DlV (1/TVU)) S " g Dt 
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Theoretically, another boundary condition is required, along the free 
surface, in order to well pose the problem - a zero tangential stress, 
for instance-. But this point is ignored in the present, because 
viscous terms are almost vanishing near the free surface, as long as 
wind effects are not studied. 

2.2.2. Bottom boundary conditions : 

The first one traduces the impermeability of a fixed bottom. The second 
one comes from the idea that the tangential stress 

is prescribed. Its value is calculated by doing the hypothesis that the 
velocity profile, near the bottom, follows a logarithmic law, for 
instance : 

(6) 7.7-^(1 Log 1+8.5) 

where y is the distance from the bottom. 

As v„,  near the bottom, reduces to 

(7) v T ~K
2 y2 av.T 1 an 

one has, by elimination of uA, a relation of the form 

(8) aJp. = ir.7 
On 

2.2.3. Lateral boundary conditions : 

These conditions are fitted to wave flume simulation : the left one 
simulates a wave machine and the right one, allows the waves to get out 
without reflection. The absorbing boundary condition : 

(9) ^+c4ii=0 
o t    OX 

must be used in a shallow water situation. In dispersive waves, the 
celerity c depends on the wave length. It is thus necessary, for 
irregular waves, to reduce the depth with a mild slope, in order to 
have only shallow water waves at the boundary, and then a unique 
celerity c = Vgh. 

3. NUMERICAL METHOD 

3.1 Coordinate transformation 

Before solving numerically the system (1) (2) and its boundary 
conditions, a coordinate transformation is done : 
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(10) •q = H (z - zf(x)/(£ (x,t) - zf(x)) 

This transformation maps the physical variable domain in a fixed one, 

with boundaries parallel to the coordinate-axis (figure 2). 

-z = c u,t) 

Figure 2 - The semi-curvilinear grid, transformed in a rectilinear one 

by the transformation : 77 = H(z-Z,/(£- Z ). 

Equations and boundary conditions are expressed in the new independant 
variables (£.7} , t). 
Calculations are performed on the transformed domain, by solving a 
finite difference approximation of the transformed equations. These 
involve, in each derivative, one of the following factors : 

(11) 7?x = - (H Zfx+   (Cx " Zfx))/(C- Zf) 

(12) 17 z = H/(£- Zf) 

(13) 77 t = -T)C,t/(.t,-  Z£) 

which vary in time (due to the free surface motion) and are evaluated 
at each time step. 

3.2. Algorithm of a time step 

A fractionary step method is used 111 . This method is illustrated by 
the following scheme : 

V {n At) 

i Non linear transport 

Diffusion due to viscous effects 

I Correction to get a zero-divergence field. 
I pressure1*1 

! via        and equilibrium 

V [ (n + 1) At ] 
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Each  time  step  is  splitted  in  three  parts  which  are  solved 
successively ; the velocity field V  = V(nAt), being known at time 
n At,  intermediate  fields  V(l)  and  V(2)  are  computed  verifying 
respectively : 
- a transport equation solved by the Characteristics method. 

(14) V(1) - vn 

At + v « v v 
and a diffusion equation solved by an explicit method 

(15) ;(2) V (1) 

At 
Div (i/T Vv

(1)) 

The definitive, zero-divergence velocity field, at time (n+1) At, V , 
is calculated via a pressure and free surface equilibrium, which is 
expressed by the following system of equations : 

in the domain 

(16) v"+i _V2)     1 „ *            1 
At         +

P V"    "° 

(17) _.     t,n+l      n Div V        =0 

(18) *            i-                                         1 
P    = P%<, 

(19) dC         n+1    d£        n+1 
"3T+U      T^"W 

Elimination of V         between   (16)   and 
pressure 

on the free surface 

(20) 
AP" 'At 

J(2) 

This equation is solved with Neumann boundary conditions, derived from 
the normal projection of equation (16), in which V(n+l).n is known, on 
the bottom and on lateral boundaries. On the free surface, p* verify 
the Dirichlet boundary condition (18). As t is related to V(n+1) by eq. 
(19), the system (16) to (19) is solved iteratively. 
Discretisations, in space and time which are not specified in the 
formulas (14) to (19), are performed in a staggered grid, as shown in 
figure 3. 

O 

U - 
W- 
P- 

nodes 
nodes 
nodes 

 —~ -> h 
Figure 3 - Numerical staggered grid, in space and time. 
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Pressure nodes, on this figure, are drawn on three time levels to 
indicate that, in equation (16),Athe pressure gradient is splitted on 
three time steps ; let us write p without star : 

(21) yp^   aVpn+Y+ £Vpn+{+/Vpn~! 

a + /3 + y = l 

Wheighting coefficients a, j3 , y are choosen as close as possible to 
1/4, 1/2, 1/4 respectively ; nevertheless, a must be slightly greater 
than)', in order to insure the stability of the numerical scheme(A). Of 
course, equation (20) is modified in consequence : 

(22) Ap    ^ _ I Div      _£__ Vv      _/3VP    o.yVP    y 
z  a   L At *      z J 

Pressure fields at (n+1) At and (n-l_) At are assumed to be already 

n+3  2 2 

calculated, and p — is the unknown of this equation. 
2 

It is thus necessary to prescribe, as initial conditions, not only 
velocities, but also pressures at two consecutive time levels. Equation 

(19), involving £ -r, and t, -?, is approximated with a centered discre- 
tisation. 
Simpler methods have been studied, but they have shown a very poor 
accuracy in the tests presented hereafter. 

4, COMPARISONS BETWEEN COMPUTED AND THEORETICAL RESULTS 

N.S.L. program has been tested through numerous comparisons between 
computed and theoretical results, specially in two cases : 

- the Stokes linear wave solution for small amplitude waves, 
- the solitary wave's solution. 

For these comparisons, viscous effects have been neglected. 

4.1. Tests for small amp_litude waves. 

Figure 4 shows the waves calculated in the numerical wave flume, when 
the left boundary condition simulates a piston-wave-machine with period 
4.5 s, and maximum velocity 0.2 m/s ; the right boundary condition is a 
radiative condition. 

Water is at rest, at t = 0 ; then waves begin to propagate from left to 
right with a celerity about 5 m/s. At t = 50 s, five waves have gone 
out by the right boundary ; the movement is considered established ; 
celerity, wave lenght and wave amplitudes can be compared to the 
theoretical values given by the linear first order solution for 
irrotationnal waves of small amplitude. 

(*) This method is a generalization of the one used by HAUGUEL in the 
numerical model of storm waves in shallow water [2] and [3] . 
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Other tests have been done with a pivot-wave-machine, and with 
different depths. Comparisons with theoretical values are summarized in 
table I : the last case presented in this table, corresponds to figure 
4 ; 

Pressure lines Velocity field 

t  =  5 

^w  

V^N*--   -v---' ~v~   --- - 

t  =  50 

'•ill 
nili" K   !liJ   Hi I 

Figure 4 - Waves calculated in the numerical wave flume. 
The left b.c. simulates a piston wave-machine (period = 4.5 s, 

maximum velocity = 0.2 m/s). The right b.c. is a radiative condition. 
(Ax = 1 m ; At = 0.15 s ; Az = 0.25 m in the deep part of the flume) 
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The others are performed in a longer horizontal wave flume ; in these 
cases, results are analyzed before the occurence of perturbations 
comming from reflection on the right boundary. Computed values are very 
similar to theoretical ones, indicated in parenthesis. 

In these tests, the computing time is about 200 s of CPU for 50 s of 
physical time, on a CRAY 1. 

4.2. Solitary wave tests 

One is shown on figure 5 : on the left boundary (x = 0 m), the 
analytical value of the time-varying u-component is imposed ; 
w-component and free-surface level are computed results. The wave 
appears progressively in the domain of calculation, and propagates 
without deformation, like the theoretical solution [3] drawn on the 
same figure. The good quality of this result, insure that non 
linearities are well calculated. 

m 

1100 

900 

woo 

\ / / \ I / I J \ 

0                 215         m   ** 0                  215          m    «< 0                         2 s         m  ux 

us 

5             m   MO 

T 10 S 

Figure 5 - Free surface of a solitary wave at t = -5 s, 0 s, 5s, 20 s. 
 — Theoretical solution Computed solution by NSL program. 

5. PRESENTATION OF SOME APPLICATIONS 

As an example of the program possibilities, figure 6 shows how the 
solitary wave is transformed when it propagates on a rise. A similar 
case will be studied both numerically and experimentally. The numerical 
model is then able to give informations on the waves deformation by the 
bathymetry and then to test the validity of different integrated wave 
theories. 

Another application, presented on figure 7, is specially devoted to the 
simulation of viscous effects ; it is the calculation of a permanent 
flow over a dredged trench. Drawings show the beginning of the flow : 
free surface remains nearly horizontal, and transient recirculations 
can be seen near the bottom. This flow has been studied experimentally 
in the Delft Hydraulic Laboratory [4], and it will be possible to use 
velocity measurements, in order to fit the parameters occuring in the 
turbulence simulation of the mathematical model : mixing length and 
bottom roughness. In the next future, the model will allow the study of 
viscous effects on propagating waves. 
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10 m 

Figure 6 - Solitary wave propagating on a rise 
Pressure field p  (step = 0.05 m of water). 
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Figure 7 - Flow computation over a dredged trench. Velocity field. 
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N.S.L. program has also been stated to the study of irregular waves. On 
figure 8, the calculated heights in three points of a "numerical wave 
flume" are given. These level variations result from the superposition, 
at the left boundary of velocity profiles corresponding to three 
sinusoidal waves, whose periods are 5 s, 8 s, and 13 s, and height 
0.5 m, respectively. The evolution of the sea surface is quite 
comparable to what is expected in that case, and then, non-linear 
interactions taken into account in the numerical model, seem to be 
properly reproduced. 

As the space and time steps, in this case, are chosen small enough to 
get a good precision for shortest wave (At = 0,15 s, Ax = 1 m, Az = 
0.75 m in the deep part of the flume), calculations need more computing 
time than the previous ones : about 800 s of CPU time in the CRAY 1, 
for 100 s of physical time. But this first test demonstrate the 
possibility to use the model on irregular conditions with a single 
simulation. 

All these applications have ensured us that the idea of "numerical non 
linear wave flume" is viable. Further developments and applications 
will be made to demonstrate this possibility. 

6. CONCLUSION 

The main difficulty to tide over, for a numerical simulation of waves, 
was to get a good accuracy in propagation phenomena. Numerical models 
are often affected by excessive damping or phase-shift errors. The 
cases which have been choosen to test NSL program : - linear cases, as 
the first-order Stokes wave, and non-linear ones, as the solitary wave, 
- have lead to an efficient and accurate numerical method. 

The other aspect to be tested now, are the turbulence and bottom 
boundary layer simulation in wave conditions. 

N.S.L. program appears already to be an interesting tool for various 
fundamental studies, as velocities and pressure distributions in random 
waves, or in waves over immerged obstacles. 

Developments of the code are projected to adapt its possibilities to 
stresses calculations on sharp obstacles and eventually on floating 
bodies in waves. 
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GEOMETRY OF THE 
"NUMERICAL WAVE FLUME' 

1 Probe 1 

"I        v 
I Probe 2 Probe 3 

V2m 

15 m ^__J0%__  

 130 m   j «— 

A 

A 
4  — 110m  J. -60m— i 

Ax = 1m     Az = 0.75 m    At = 0.15s. 

LEVEL VARIATIONS VS . TIME 

Height (m) 

probe 1 

-AVVWVIA probe 2 

probe 3 

Figure 8 - Calculation of irregular waves. 
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8. NOTATIONS 

x horizontal coordinate 

z vertical coordinate 

t time 

V = (u,w) velocity vector 

p pressure (p = p +p gz) 

Z bottom level 

C, free surface level 

V cinematic viscosity 

V- turbulent viscosity 

K Karman's constant (= 0.41) 

Z mixing length 

p volumic mass 

g        gravity constant 

y        distance along 
the normal to 
the bottom 

n»r      normal and 
tangential unit 
vectors 

Div=Divergence = o    P 

dx   d z 

Gradient a    , d  ) 
dx   d z 

A  Laplacian = d__ 
d 

At   time step. 
Ax, Az space steps 

dz2 



APPLICATIONS OF A NUMERICAL SHALLOW WATER WAVES MODEL 

by 

A. HAUGUEL (D, and PH. PECHON (2) 

ABSTRACT 

This paper relates three applications of a numerical model of storm 
waves in shallow waters developed in LNH. The equations are recalled 
at first and then the applications performed are presented. 

The numerical model has been used in the case of the port of Fecamp, 
on the English Channel coast, on which the results of a scale model 
were available. The computed results compare well with the scale 
model measurements. 

The second case is the s imulation of a t sumami induced by a 
submarine landslide which appeared in 1979 near Nice ; the mode 1 has 
permitted the simulation of the rising of the wave. 

The last applications consisted in simulating breaking waves by 
introducing a dispersion term in the equations. This simulation has 
been tested with a one-dimensional model at first. The results show 
that the numerical model reproduces the elevation of the mean sea 
surface due to the loss of energy in breakings. Then the longshore 
current induced by breaking waves coming obliquely over a 
rectilinear sloping shore has been reproduced with a two dimensional 
model. 

The results show that the model is able to compute with a good 
accuracy re fraction, diffraction and reflection, and that it appears 
to be very interesting for longshore currents simulation. 

(l)Head   of   the   Re search   Division,   Laboratoire   National 
d'Hydraulique, E.D,F., Chatou, France. 

(2) Research Engineer,  Laboratoire National d'Hydraulique, E.D.F., 
Chatou, France. 
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1. INTRODUCTION 

This paper follows a previous one presented in the 17th conference, 
on the numerical model of storm waves in shallow waters developed in 
LNH. In this previous paper, the different assumption required and 
the governing equations (more complete than the Boussinesq type 
equations) were presented. Several indications were also given and 
the importance of non linear effects in storm waves problems was 
pointed out. 

During the last two years, practical applications have been 
performed, and new possibilities have been introduced in the mode 1. 
The applications presented are the computation in the port of Fecamp 
(English Channel coast) on which the results of a scale model were 
available, the simulation of a mini-tsunami which appeared near the 
works of the new airport of Nice in 1979, and the simulation of wave 
set-up and longshore currents induced by wave breaking over a 
rectilinear sloped shore. 

2. EQUATIONS 

By assuming that the vertical velocity linearly increases from the 
bottom to the surface, instead of assuming a hydrostatic pressure 
distribution, it is possible to average the Navier - Stokes 
equations to obtain the Serre type equations : 

3h  9U  3V 
— + — + — = 0 
9t   9x  3y 

9U    9      UV 3      UV 3    g+R      a    2 a      5z        U /~U2  + y2~ 
—+__ ( — )+— ( — )+_ (  _    + _)h   )  = -(g+B+_)h _ -g _      
3t   3x h       3y h       3x       2 3 2       3x c2 h2 

3V     3       UV 3       V2 3       g+B       a    2 a       3z V /u2  + V2 

—•*—  (  —  )+— ( — )+—  ((  -    + -)h   )   =  -(g+B+-)h — -g -      
3t   3x h       3y h       3y 2 3 2        3x C2 h2 

Where h is the water depth, U and V are x - and y - volume fluxes, z 
is the bed elevation, g the gravitational acceleration. 

The new terms ct 3"d fi come from the new assumption, and characterize 
the vertical accelerations raised by the steepnes s of the waves and 
the slope of the bed ; 

d2h      d2z       d    9   U 3   V 3 
  s   C =   ( with — = — + + ) 
dt2      dt2       dt   3t  h 3x  h 3y 
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A condition at the seaward boundary which simulates entering waves 
in the model at the seaward boundary and allows outgoing waves, is 
introduced in the following form : 

-V. n + C (h + z) = (1 - u. n) C Wi 

whe re  Vis the volume flux 
n" is the outgoing unit-vector, perpendicular to the boundary 

side. 
u  is the unit - vector of propagation direction 
Wi is the sea surface elevation of the incident wave 
C  is the wave celerity 

The same sort of condition has been imposed on inside boundaries to 
model partial reflections : 

-V. n + C (1 - r) (h + z) = 0 

Where r is a coefficient of reflection (if r = 1 : total reflection, 
if r = 0 ; no reflection). 

3. AGITATION IN THE PORT OF FECAMP 

The calculation is fitted to computations of non-1inear agitation 
(periodic or not) in harbours of any bathymetry, including partial 
reflections. It has been used in the case of the port of Fecamp on 
the English Channel coast. 

In 1970, a scale model was done in order to study the agitation in 
this port. The comparison between computed and scale model results 
has been performed to check the numerical model. 

The figure 1 presents the port shape. Break-waters are situated 
along the sides of the access channel and the other boundaries are 
vertical quays. The wave characteristics at the entrance were very 
severe (height = 6m, period = 7s). 

The available results of the physical model (fig. 2) display a great 
agitation in the center of the outer-harbour. 

The characteristics of the calculation used are ; 

mesh dimension  : DX = 3,5 m 
time step      : DT = 0,35 s 

The free surface and the agitation contours are shown in figure 3 
for a coefficient of reflection equal to 0,90 at the place of the 
break-waters. Considering the way of measuring agitation which 
smooths the agitation pattern, the computed results and the scale 
model results compare well since the computed agitation pattern 
displays the areas of great agitation in front of the "Grand Quai" 
and in the centre of the outer-harbour which appears in scale model. 



SHALLOW WATER WAVES MODEL 849 

The Chan 

Break-waters 

Fig.1     Computed   Agitation  Pattern 
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WAVES Height =  6m 

Period=  7s 

Depth  =  9.5m 

'//^K Agitation 
e       contour  m   —2,0- 

V/////A 

ARRIERE-PORT 

Scale: 1/3000 

Fig.2     Agitation   Contours   of   the   Scale   Mode 
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WAVES : Height= 6m 
Period= 7s 
Depth  =  9-5n 

Scale: 1/3000 

Agitation 
contour m  — 2'° — 
>1,5m Y//////A 

ARRIERE-PORT 

Fig.3     Agitation   Contours   of   the   Numerical   Model 
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4. SUBMARINE LANDSLIDE NEAR NICE AIRPORT 

As the model takes into account vertical accelerations resulting 
from the bottom shape, it allows the modelling of tsunamis. In 
October 1979, a mini-tsunami induced by a submarine landslide near 
the works of the new airport of Nice, damaged a part of the coast of 
"La Baie des Anges" in Mediterranean sea. 

The introduction of sea-bottom changes, from the bathymetry before 
the tsunani to the bathymetry after it, has induced the rising of 
the wave (figure 4). 

The model has been able to reproduce the first waves which occurred 
at the beginning of the landslide but secondary waves of great 
height which appeared 3 minutes after the first ones were not 
reproduced in the numerical mode 1. This results shows that the 
secondary waves did not come from reflection effects but that they 
could be induced by turbidity currents or a second landslide. 

5. SIMULATION OF BREAKING WAVES 

Description 

A simulation of breaking waves has been added in the numerical 
model. Taking into account the fluctuation of velocity (u1, v1 ) over 
the depth, the following terms appear in the governing equations : 

,_  h 
J  u' 2 dz 

) 
h 
/ u' v' dz 

/ u' v' dz 

/ v <2 

Assuming an analogy with Fick1s law for turbulent momentum fluxes, 
the tensor T is written : 

T = - R grad V 

Where V is the average of horizontal velocity over the depth. 

Before breaking, the dispersion coefficient R is equal to zero, 
whereas it is high in the breaking zone so that the large variations 
of velocity over the depth in the breaking zone are simulated. 

Wave breaking is assumed to occur at the location where the wave 
height H exceeds the Weggel's criterion ; 

(bCm) a(m)  ) 
T2 



SHALLOW WATER WAVES MODEL 853 

Fig.4  Simulation  of  a  Submarine  Landslide 

Near  Nice  Airport 
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Where      m  - bottom slope 
T  = period 
d = still water depth (wave set-up is neglected). 
a(m)= 4,46 (l - e~19m) 
b(m)= 1 / 0,64-Cl + e-i^m). 

The simulation of breaking waves has been tested over two cases : 

- in a flume with a constant sloped bottom, using a one dimensional 
model 

- in a rectilinear beach, limited by two groynes, under the action 
of waves with an offshore incidence of 30°. 

One ~ dimensional model 

The propagation and the breaking of waves over a constant sloped 
bottom has been tested in a flume geome try with various wave 
conditions and slope values. 

When the wave height is smaller than Weggel's criterion, the 
dispersion coefficient is equal to zero. 

When this criterion is reached, the dispersion coefficient is high 
from the breaking line to the coast. This value is chosen so that 
the rat io of wave height over still water depth is constant in this 
domain. 

The bottom friction is assumed to be proportional to the squared 
velocity ; 

~*    pg "* ** 
IT = - —  V| |V| I 

C2 

Considering Naher's studies, the coefficient of Chezy is equal to 
25 m !/2/s. 

The obtained propagation in the flume is presented in fig. 5, with 
the following characteristics. 

Off-shore wave conditions: period 9 s, wave height 2m 

Bottom slope 1,3 °/0 

Dispersion coefficient  in the surf zone .*  5 m^/s 
out the surf zone ; 0 tn^/s 

At first the wave is re fracted and its height increases. When the 
height exceeds Weggel's criterion, the wave breaks, the height 
decreases from the breaking line to the coast. The wave surge coming 
from the wave energy loss has been obtained in the surf zone. In 
this case, the set-up is of 0,47 m. 
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The dispersion coefficient has been estimated for various values of 
the slope and of the ratio of the wave-height over the wave length 
(fig. 6) 

The one-dimensional tests have shown that the numerical model is 
able to simulate wave breaking and to predict wave surge. 

A two-dimensional case has been computed to simulate longshore 
currents. 

Two - dimensional model 

The current induced by breaking waves has been studied in a 700 
meters length rectilinear shore, limited by two groynes under the 
action of waves generated at the seaward boundary (fig. 7) 

The off-shore wave conditions are : height 3 m 
period 12 s 
angle of incidence 30° 

The mean level set-up at the coast is equal to 0,21 m (fig. 8) 

0.0    20.G    40.Q    60.G    tu.G    100.C   120.0 

distance from the seaward limit 

Fig.8   Wave   Propagation   along   Section A-A 
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height/wave-length    (•/..) 

Fig.6   Dispersion   coefficient   R 
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Cnoi'da! 
Wave 

Wave conditions 
-  Height:   3m 

Fig.7   Simulation   of   Longshore   Currents 
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The fig. 9 shows the instantaneous fluxes and the longshore current 
obtained by averaging fluxes over a period. A mean current parallel 
to the coast appears ; this is in good agreement with natural 
phenomenon. But a current takes place in the domain between the 
off-shore limit and the breaking line, in the opposite direction. 
Vortices appear between these two zones. This last current is due to 
the boundary condition which permits the waves to go out of the 
domain but prevents mean currents to go out. 

The velocity distribution in a section perpendicular to the coast is 
shown on fig 10. The maximum va lue does not reach 0,3 m/s. This 
value seems rather small compared to measurements in scaled models 
or in nature. The reason of this difference could be imputed to the 
back current. 

Breaking zone 

150m   Coast 

Fig.10   Velocity      Distribution      along      Section A-A 
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Fig.9  Fluxes   Pattern   in   a   Reactilinear   Shore 
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6. CONCLUSION 

The results of the numerical model applied to the agitation in the 
port of Fecamp and the submarine landslide near Nice airport show 
that the model is able to compute refraction, diffraction and 
reflection for non linear waves over any given bathymetry with a 
good accuracy. 

The model appears to be very useful for breaking waves s tudies 
applied to longshore currents predictions. In the near future such 
results could give interesting informations for sedimentological 
studies concerning sea-bottom evolutions under waves action. 

As the cost of numerical models is moderate in front of physical 
models, it is thought that the use of such numerical models in 
studies will increase substantially. 
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On  the Variation of Characteristics of Two Wave Trains 

Crossing in  Intermediate  Depth 

by 

Dr.H. H.Hwung* C.  P.    Tsai** 

ABSTRACT 

In this paper  ,   the authors paid attention to  the non- linear 

interaction of two free  wave trains  crossing  in intermediate 

water depth.     From theoretical approaches ,   the velocity poten- 

tial and water surface elevation have been expanded to the 

second-order by perturbation method.      And  wave height   ,  velo- 

city of fluid particles  ,  pressure distribution  , wave thrust and 

energy density of the common wave are also investigated.     In 

order to verify the  theoretical results , elaborated and  numerous 

experiments have been performed.     Some of the remarkable 

coincidence are obtained and  the conclusions have been presented 

in this  paper. 

I     INTRODUCTION : 

Concerning the non- linear  interaction of the short crested 

waves   has been  obtained by Fuchs ( 1952 ) for a second-order 

solution.    Chappelear (  1961  ) extended this to  third-order in 

the same manner using a formal power expansion. Hsu & Silve- 

* Associate Professor of Hydraulics and  Ocean Eng. Graduate 

School   , National  Cheng-Kung University  , Tainan  , Taiwan , 

Rep ,  of China. 

Director of Tainan Hydraulics  Laboratory. 

**   Graduate Student of Institute of Oceangraph , National 

Taiwan  University  , Taipei   , Rep.  of China. 
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ster ( 1979 ) have also presented the third-order solution which 

encompass all angles of incidence  and  can be extended to the 

limits for both standing and stokes  waves.      Further ,   the 

second-order Eulerian water particle velocities throughout the 

bottom  boundary  layer  , mass  transport  of the first approxima- 

tion and the limiting cases of progressive and standing waves 

have been obtained by Hsu  , Silvester and  Tsuchiya (  1980 ). 

A comparision is also made with their available experimental 

data. 

The above comprehensive program of research on short- 

crested waves are  only applicable for the  same period and 

height of the two component waves.     However , for the non- 

linear interaction between  pairs of intersecting gravity wave 

trains of arbitrary wavelength and direction   on  the surface   in 

deep ivater has been developed by O. M.   Phillips  (  1960  ).     And 

the conclusion was made that  the second-order terms give rise 

to Fourier components with wave numbers and frequencies 

formed by the sums  and differences of those of primary compo- 

nents   , and   the amplitudes of these secondary components  is 

always bounded in time   and  small  in magnitude .      But  the 

third- order terms    can give rise to  tertiary components whose 

amplitude grows  linearly with time  in a resonant manner as  the 

interactions are satisfied to the resonance loop.      Furthermore 

, Longuet -Higgins  (  1962 ) has found  that  the rate of growth 

of the tertiary wave with time   is a maximum when 9 == 17°  ; 

the rate of growth with horizontal  distance  is a maximum when 

0 = 24°   , where Q denotes the angle between the   two  primary 

wave components. 

Based  on the approaching method of Longuet -Higgins 

( 1962 )  ,  the paper presents the second-order solutions of 
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velocity potential and wave profile after two   wave trains 

crossing in intermediate water depth.     Then the water particle 

velocity ,  pressure distribution , wave thrust and energy desity 

are also investigated.     Moreover ,  the verification of the 

experiments has been  performed in the laboratory. 

2.     THEORETICAL   APPROACH 

Fig.  1 

Let us suppose that  two free wave trains are crossing  in 

the uniform ,  impervious  intermediate water depth as shown    in 

Fig-   1.      Since  the presence of vorticity is very small   ,  so that 

it  is permissible to assume  the existence of a potential function 

<p~ for the velocity U in an  imcompressible non-viscous flow : 

thus 

U: V2^ = 0 •(1) 

And  let Z be  the vertical coordinate  ,   then  we have  the 

dynamic condition at  the free surface  ,  as 
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gV+<t>t +jU2 =F( n atZ = V  (2) 

where F(t)   is Bernoulli's constant for linear case ,  but the 

nonlinear which can be expressed by Longuet-Higgins   ( 1953 ) 

F{t) = (~V2)<<+y(( V^)z-»2)  (3) 

Here " — " denotes the average for wave period and 

V*    =   (    T— ,    — ) 
ox      0 y 

The kinematic condition at the free surface  is 

Vt ~</>*+<f>*V* + <f>yVy = 0 atZ = r)  (4) 

For notational  simplicity that  it  is better  to denote the 

partial differentiation by the subscript   , <px = d </>/ d x 

<pn =d2(p/dtdz     etc.     Then  taking the material derivative 

, D/Dt   ,  of eq(2)   and  subtracting g times eq . (4) ,   we obtain 

<t>t,+g<l>* + (U2)t +U • V(y[/*) = 0 atZ=ij      (5) 

Now  let  eq. (2)    and  eq . (5)   be expanded in Taylor's series 

about Z = 0    to give 

• v+t'frt+vfrt+jv^t**+•••} +tju2+v(j,u2) , + •••] =Q 

of 2 = 0  (6) 



COASTAL ENGINEERING—1982 

{(<p,,+g^,) + V (<!>,, +g<b,)* + -}+{(U2'),+V(U *),*+•••} 

+ {U- V( ytf2 ) + •••} = 0 at Z=0 •(7) 

Suppose that  we define 

formal expressions  : 

rjij   , Uij  and Qtj  by the 

f) = {ai)10 + ^Voi )+ (a2r)20 +aprj,, + pzyjo; ) +. 

{/= (aUw+pu0l ')+{azU20+a^UI1+^U0z ) + • 
•(8) 

where a , /3 a^e <o be small   ,  independent and proportional to 

the surface slopes  , a<j>10  and  /3 0oi   represent   the first approxi- 

mation of two crossing wave trains.      The remaining terms 

represent  wave  interaction.      Then substitute  eq. (8)   in  eq.(\), 

(6) , (7) ,   that  we obtain   '. 

0(a): 

V2(f>10 = 0 •(9) 

gV to +<t>iot   =QlO at Z = 0 

gfilO*   = 0 at Z - 0 •(11) 

at Z - •(12) 

0 (a2) 
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V2d>20 = o 

gVzo +<f>2oi + Vio<fi,otz +YU*° =®2°      at Z = 0 

<p2o,t+g<p2o*+y,o (.<f>iott+g</>io,), + (.Uf0')t =0   at Z =-- 0 (15) 

<t>ZOz =0 at Z = ~d  (16) 

0 (a/3)   : 

V3^,  = 0  (17) 

grl u+<f> in +Vio<poitz + y0i<f>iot*+Uio • Uoi =Q a      at Z = 0 

 (18) 

<f>lltt+g<f>U*+VlO   (<Poit,+g<Poiz'), + Voi   (<l> Wlt+g<PlO*)z 

+ 2 (Ui„ • Uoi),  = 0 at Z = 0  (19) 

<f>uz = 0 at Z = — d  (20) 

And the terms  o/0(/3),0(/32) are the  same expressions as 

0  (a)   ,  0 (a2)   but  the subscript  of 10  ,  20 from  eq. (9) 

through   eq . (IS) will be changed by o\   ,  o2 .       If we assume 

that   the water  is  intermediate for the first-and  second- order 

waves  that  the solutions  will  be  obtained as   '. 

<pio=Ai  cosh ki ( z + d ) sin <p,  (21) 

a  A 
f)io =    cosh   kid   coscpi 

g 
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Oi = gkt  tank k,i 

,      _ 3       kfAf 
cosh 2 kj ( z + d ) sin2ip, 

and 

k2A2   cosh2k,d ( cosh2k,d+ 2 ) 
V'° =—g Tmh^Td    C°S2(P' 

boi — B, coshk2 ( z +d ) sin<p2 

(T2-8, , 
)?0j —      coshk2d cos <p2 

oi = g k2   tank k2d 

3        kjBf 
8   a2 sinh2k2d 

cosh 2k2 ( z + d ) sin 2 <p2 

kfBf   cosh2k2d( cosh2k2d+2 ) 
'" =T^ TlnJ^Td  eos2i>> 

for convenience , where 

<p! = kxX — a ,t  and  <f> 2 = k2 x — a 2t 

Combining the solutions of the first- order from  eq. (17) 

through   eq. (20) ,   then  (/>,,   and  r}12  of the nonlinear term  will 

also be found  out. 
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> u = A,B, k, k2 C -pr-   coshk' ( z +d } sin ( cp2 + v>2 ) 

F2 + —   coshk " ( z + d ) sin ( <p t —<p2 ) ) 

i P I 
i?,, =-AjB,*,i2 {[(ff,+a2) -r  coshk' d + ~G 

g r 3 4 

cosh ( kj + k2 ~) d — —Hcosh ( kx — k2 )rf] cos ( (p,+<p2 ) 

+ [ ( o, — a 2 ) -~  coshk" d ——Hcosh ( k, —k2 ) d 
r 4 4 

+ —G cos/; (_k, + k2 ) d'] cos (<p2 — ^ ) } 

where 

_ 1      <jf  sinhk2d       o2   sinhk,d 
2      o2   sinhkjd       a,   sinhk2d 

(   coshk Idcoshk2d—— sinhk ,dsinhk2d ) 

_.        1  , af   sinhk2d       o2   sinhkid .     „  . 
^  = V ( •   , ,     • •   , ,     , ) + 2 ( o, — o2 ) 2      oa   sinhkid       Oj   sinhk2d 

cos 6 1 
( —-— coshk 1dcoshk2d+ — sinhk,dsinhk2d ) 

Fj,  = ((Jz+a^. ~) 2 coshk' d — g k 'sinhk ' d 
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F4 = ( a, — o2 ) 2 coshk"d — gk" sinhk "d 

o, a2 2 

H— 2 sin   — 
a ta2 2 

k' = \KI+K2  |   ,  k" = \K,-K2  I 

e = I el -e2 I 

// at   ,   a2   denotes the amplitude of two primary wave 

components respectively.      Then   both of the velocity potential 

and water surface elevation function of the second- order solu- 

tion  of the common  wave will  be given   by 

a,g coshk, (z+d)     . a2e coshk2(z + d) 
9 = FT-!  sin(p,-{ ——   sin<p2 a, coshk id o2 coshk2d 

3     ,       cosh 2 k, ( z +d ) 
-Jafa' sinh'k.d   "«2^ + 

3     2        cosh 2 k2 (z+d )      . a1a2o1a2 

8 sinh4k2d sinhk 1dsinhk2d 

[ -=r~ coshk' {z+d) • sin (<p,+<p2 ) 
r 3 

F2 + -=— coshk" ( z + d ) sin ( u> „ —<p2 ) ) 
t 4 
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a2,k,     coshk,d   ,        , „ ,    ,    „ . 
v = a,cos<p , + a2cos(p2 -\ ;—  —:—rn—r ( cosh 2 k ,d+2 ) r 4       stnh   k,d 

aik2     coshk2d   ,       . „ ,    ,    „ N cos 2<p , H •—     .   , ,,—- ( cosh 2 k2d+2 ) cos 2 ©2 r 4      smh3k2d 
r 

0,020,02 .  r F7 , 
{ [ ( Oi+ff2 J-p;— cos«&  fl + 

sinhk ,dsinhk2d F3 

+ —-Gcosh ( k ,+k2 ) d — —Hcosh (. k, — k2 ) d~) 

F 2 
cos (<p,+<p2 ) + C (°i—o2 ) —— coshk d 

r 4 

~~Hcosh ( k,— k2 ~)d + ~-Gcosh(k1+k2^d^  cos (<p ,—<p2}} 

From above  two equations  ,  examples of water surface 

elevation after two   wave trains crossing are graphed in Fig.   2. 

and Fig.   3.     In Fig.   2,  curve A is  the first - order solution  of 

common   wave  ,  curve B is  the solution of Stokes  wave  which 

obtained from the front of four terms on the left side of eq • (34) 

,  and curve C  is the solution of eq . (34) , also representing the 

condition of short - crested wave  , as noted by Hsu et al  ( 1979). 

In Fig.  3  ,  the dash-line and solid- line denotes  the solution of 

first -order and  second- order respectively  , and  it  is  evident 

that  the period of the common  wave  is equal   to  the least 

common   multiple of the two primary wave components. 



872 COASTAL ENGINEERING—1982 

»=45°   ,  a=36cm   ,  T, = Tsr= 1. 0 see    //,= H,= S.0t» 

0    (sac) 

Fig. 2 

7 ) 

4 
t, 

V /\ i 
2 

0 

1 i 

I     i            t 

\l 
1       1.0 \ //            2.0            \\            / 3.0 3   4.0    Utc) 

-2 
t If 

JJ                                      \J I 
-4 

(cm) 

0 = 45° «=36cw , r, — 0.8 sec yT2= l.Qsec   H}~4.2cm ,H2-- = 5.0<rm 

F«£. 3 



VARIATION CHARACTERISTICS 873 

Based on  the velocity potential  and water surface eleva- 

tion funtion  ,   the water  particle velocity  ,  pressure distribu- 

tion , wave thrust and energy density can also be  investigated 

as  the following form '. 

(1)     water particle velocity  '. 

After two   wave trains crossing ,  the components of water 

particle velocity ( u  ,  v   , w ) for  the second-order can  be 

expressed as 

u = u]cos<p1 + u2cos<p2+u3cos2(p1+u4cos2<p2 + 

+ Us cos ( <p, + w2 ) +u6cos ( <p, — (p2  )  (3 

v =- v, cos<p j +v2cos(p2 + v3 cos 2(p i + v4 cos2(p2 + 

+ V 5 cos ( <p 1 + ip2   ) +Ve COS ( (f>j — <p2   ) 

w = Wjcosip j +w2 cos<p2 +w3cos 2<p , +w4cos2<p2 + 

+ W5 COS   ( <p , +(p2   ) +lVe COS   ( (p,  ~<p2   ) 

from the above three equations  , we have 

(«,,», ,», ) =    . '   ' ,   ( cos 9 , coshk, ( z + d ) , sind, 
sinhkjd 

coshk, ( z + d ) , sinhk, ( z + d ) ) 

(u2,v2,w2 ) = —. 2, f   ,  ( cos02 coshk2 (z+d)  , sind2 sinhk2d 

coshk2 ( z + d ) , sinhk2 ( z + d ) ) 
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3afa jk i 
{ u3 ,v3 ,ws ) = ( cost), cosh2kj { z+d ) , sinBt 

4 sinhkjd 

cosh 2 k j { z + d ) , sink 2k t { z + d )) 

( u4 , v4 ,w4 ) = -—/   2.  2     { cos62cosh2k2 {z + d) , 
4 sinh k2d 

sind2 cosh2k2 {z + d) , sinh2k2 {z + d)} 

a1a2a1a2        F, 
ius'Vs >W* } = sinhk,dsinhk,dT; k   { C°Sa' C°Shk' ( * + <° ' 

since, coshk' {z + d) , sink' {z+d)} 

. a 2a2o ,a2 F2     .  , . . 
( ue ,ve ,w„ ) =    . —.   ,,   ,-T k" { cosa2 coshk" { z + d) , 

sinhkjd smhk2d F4 

sina2 coshk" { z + d ) , sinhk" { z+d) } 

where  , a,   is  the angle between  the vector of { k, + k2 ) and  x 

axis  , a2   is  the angle between   {k, —kz ) and x axis. 

, k j sinB, + k2 sinff2 a, = arc tan {— - :—-— ) 
kz cosfli + k2 sino2 

. ki sind, — k2 sin02   . 
a2 = arc tan { — —- ) 

k, cosdi — k2 cosv2 

(2)     pressure distribution  '. 

From  Bernoulli's equation  ,  the pressure can be expressured 

by the following form : 
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P 1 
—- =— gz—<j>, ~-^u2+F( t ) 
P z 

from the perturbation method , and assume that 

—+gz = («FJ0+/3P0i ) + (a2P20+al3P11 + f}2P02 + y 
P 

F( O = ( aF10+(iFo, ) + ( a2F20+a^FI1 + ^F02 ) + • 

then   substitute  eq (39) , (id) and   eq (8) in   eq (38) , that we   have  '. 

O(a)     : P1B =-<j>10, +F10  (41) 

0(a2)  : P20 = -<f>20t -ju10
2 + F20  (42) 

0 ( a/3 )  : P,, = -</>„, -UJO • Uo,+F,,  (43) 

As for O ( fi ) , O ( (32 ) which corresponds to O ( a ) , 0( a2) 

but the subcripts 10 , 20 , will be changed into 01 , 02 respec- 

tively.     Since F10 = Foi = 0  , F20 =~rA2k2  , F02 =—Bfkf  and 

F,i =0  ,  that  the pressure after two   wave trains  crossing 

will  be given by  '. 

P coshkj^z + d} coshk2(z+d} 
— =~gz+<Zig   r~,—;    cosw,+a2g  ——    cosm2 p        s £     coshk,d v B      coshk2d 

Y 

afgki ,     3cosh2k1 (z+d} 
2sinh2k,diy-        sinh2k,d Y)cosl9l + 
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+ [ l-cosh2k, (z + d)~)} 

, - 3 cosh2k2 ( z + d ) -, 
2sinh2k2d sinh2k 

+ [ 1 -cosh2k2 (z+d)]} 

(1,(120,02 , r F, 
\ I ( °i + »2 ) -rr- coshk   ( z + « ) 

sinhk ,dsinhk2d F3 

cosd , ,    ,        ,,        , ,    ,        , , 
•—-— coshk, ( z + d ) coshk2 ( z+a J 

+ — sinhk, ( z + d) sinhk2 ( z + rf ) ) cos (^i +^2 ) 

E1 Cfie ft 

+ [(o ,—o2) —p- coshk" (z + d ) — coshk, (z + d) 
r< 2 

coshk 2 (z + d) ——sinhk, ( z + d) sinhk 2 (z + d)*} 

cos ( <p, —<p2 ) } 

(3)    wave thrust 

From  Longuet -Higgins & Stewart  (  1964 )   , wave  thrust 

will be written as  the following form 

Ji ro 
(Pdu+pPifJj ~)dz+\       pgzdz 

-d J -d 

where  " — " denotes  the average of common  wave period , and 

8ij   is Kronecker's delta.      For the second-order approximation 

,  then  the above  equation can  be simplified as 
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1 _ C°      .       
Sn =-~pgy2dij +p \      (Hi Hi -w2du ) dz 

2 J  -d 

thus  '. 

1 —        C«      —    — 
S„ ~—pgf)z + p I      (uz~wz~)dz 

2 J  -d 

1       —        r°      —    — 
S,, =~pgr)2 + P\       (v2-w2)dz 

i: Sx, = Ss% ~ p \      uv dz 

where S,,   , Syy  represents  the flux of horizontal  momentum 

parallel  to the x  , y axis and Sxy   , Sy,  represents  the flux of 

x— , y — momentum  across  the plane y= constant   and x = 

constant respectively.     Then  suppose E1 = — pgaf , E2 = 

E2  ~ — Pga£  ,   that  the components of wave  thrust  of the 

common  wave ivill  be given by 

_       ,       2      . l_ kjd      , kjd       . 
i>„ -E^cos  0,{. 2 + sinh2k,d)+ sinh2k,d } 

+ E2{cos202 (-+-—___) + • 
2      sinh2k2d        sinh2k2d 

SEiE2k,k2             ,F2,.,,       ,      ,sinh2k'd      d. 
{-^k 2lcos2

ai ( — + —) 
psinh2kjdsinh2k2d    F2 i k' 2 
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. sinh2k'd      d Fi ,,,. ,        ,      ,sinh2k"d      d^ 

sinh2k"d      d \ F, 
- ( • — ) ]-l f ( a, + o2 )  cosk'c 

4 k" 2 2g- F3 

+ ~Gcosh ( k, + k2 ) d — —Hcosh ( k, —k2 ) dy 

1 F2 1 
+ -— C ( "1 — <?£ ) 77- coshk"d — —Hcosh ( k, —k2 ~)d 

£ g r 4 4 

+ jGfos/z( &2+&2 )<02} 

S,y =Ej { sin2d, ( —•H .   , „ ,    , )H •   , „,—7 } 
2      sinh2k,d sinh2k1d 

+ F    I    '«2(?    f   1  1        ^^ ") I        ^^^        } 
2      sinh2k2d sinh2k2d 

iEjEzkjkz , Ff  ,,.,.   .   „      , sinh2k'd     d N 

psinh2k1dsinh2k2d    FI 4 k' 2 

/,sinh2k'd      d N>     F# ,,,„,    .   _      , sinh2k"d      d . 

, sinh2k"d     d ]•   r, *, Fi ,,, 

+ -rGcosh ( k2 + k2 ) d~—Hcosh ( k2 —k2 ^) d}; 

1 F^ 1 
+ -— C ( Oj — (ji, ) —— coshk"d— —Hcosh ( k ,~k2 ) d 

2g t, 4 

+ ^-Gcosh(k1+k2~)d')2}  (51) 
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S„=S„=E,{sin2Bl( J.^ +\» 

-F  I    '   9ff   (       k'd ••—11        8E1E2k1k2 2 f S"'    2 K2sinh2k2d     4 ;J    p sinh2k,dsinh2k2d 

.Ff , ,. f    .   „      , d     sinh2k'd . . 
{        fe.»Cstw2ai(-+      4fe<        )] 

F/ , ,,, ,    . , <2      sinh2k"d . ,, 

(4)     average   energy  density  '. 

The total average   energy density is the sum  of the kinetic 

and  potential  energy density ,   thus 

E = E~P + Ek  (5<s, 

according  to the definition  that 

—       f" C° 1 
EP = I     pgzdz-\     Pgzdz - — pg 

J   -d J  -d I 

1 p 
— P \      u 
2 J -„ 

V 

Et =— P 1      uzdz 

Then substitute the solutions of V and U in the eq . (54) , i 

, the second- order solution of average energy density will be 

given  by 

E=(.El+E^+n
2E'E>

2
h
k'k2 .„,    . {%;k"sinh2k' 

psinh2k1dstnh2k2d     Ff 
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F2                             2 F 
~P§ k"sinh2k"d-\ ((Oj + o2 ) -p- coshk'd 
f 4 g r 3 

~rGcosh( k, + k2 )d — —Hcosh ( k; ~k2 ) d~} '• 

2 F 1 
— C C "i —»a ) "TT- coshk"d + ~-Gcosh ( ^ + £* ) , 
g F 4 4 

-jHcosh(ks -k2 )d}2} 

3. EXPERIMENTAL   RESULTS 

The experiments of two   wave trains crossing in  intermed- 

iate depth have been  performed at  Tainan  Hydraulics Labora- 

tory.      A  number of different  testing runs are  listed in  Table. 

1   ,  and   the comparison of the  theoretical  and  experimental 

results are shown   through Fig.  4 to Fig.   10. 

Table. 1 

Run e 
d 

(cm) 

Tj 

(sec) 

T2 

(sec) 

Hi 

(cm) 

H2 

(cm) 
H,/L, H2/L2 d/L, d/L, 

1 45° 36 1.0 1.0 4.0 4.0 0.028 0.028 0.252 0.252 

2 45° 36 0.8 0.8 4.8 4.8 0.049 0.049 0.367 0.367 

3 45° 36 0.8 0.8 3.2 6.4 0.032 0.064 0.367 0.367 

4 45° 32 0.9 0.9 4.0 4.0 0.034 0.034 0.271 0.271 

5 45° 36 0.8 1.0 4.8 4.0 0.049 0.028 0.367 0.252 

6 45° 30 0.7 0.8 5.2 4.0 0.069 0.047 0.400 0.313 

7 45° 32 0.7 0.9 4.4 4.0 0.058 0.034 0.421 0.271 
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1 

-4 

2 

0 

-2 
0.5 1.0 (sec) 

-4 

{cm) (8 "45° d » 36cm T|  = T2 = 1.0 sec ,   Hi =  H2 4.0 cm ) 

Fig. 4 

Fig. 5 

Fi*.6 



882 COASTAL ENGINEERING—1982 

Fig. 7 

The variation  of water surface elevation for the same wave 

period and height or the same  period but different wave height 

of two  primary wave components crossing are illustrated from 

Fig. 4 to Fig. 1.     It  is obvious from  these figures  that  the 

profiles of common  wave are sinusoidal curves and the theore- 

tical values of common  wave height are just equal  to  the sum 

of two   primary waves.      Although   ,   those of the experimental 

values are  less  than  theoretical  values but  they are coincident 

very well.      The above mentioned results are  in agreement with 

Hsu  (  1979 ). 

V 

Th y 

4 y 
2 •/ 
0 

-2 

Y , \_ /        V^—4--*                  \ 7    i       t 
V       J i.oV y           i.o          \^ ,/ 3.0        \. ./ /   4.0   (sec) 

-4 \£i^ •£*/ 

(cm) 
19.45* d 36cm T, - 0.8 sec  , T2 • 1.0 sec H, =4.8 cm H2- 4.0cm ) 

Fig. 8 
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(S -45   ,  d • 30cm , T, > 0.7 sec , T2 • 0.8 s«c ,  H, '5.2cm  ,  H2 • 4.0cm) 

Fie. 9 

V 

4 
     Th.ory .nl 

2 

0 

-2 

1   /        ' 
/      l0V-/         "*'     2.0 \ A3.0  •/ U.O/ **     S.Ct1 

6.0/     (,,<•> 

-4 "       ^ 
Icml ( 8 • 45* ,   d -32 cm   , T, • 0.7 ec  , T2 • 0.9 *BC , H, « 4.4cm Hz •4.0c m) 

Fig. 10 

Moreover , for the cases of different wave period and 

height   ,  the variation of water surface elevation are  shown 

from Fig.?,   to Fig. 10.      It  is  interested to find  that the per- 

iod of common  wave are equal  to  the  least  common multiple of 

two   primary wave  components exactly and wave profiles of 

common  wave are more complicated but  the available  experim- 

ental data are also coincident with theoretical  curves.      The 

comparat ive values of the theoretical   and experimental results 

are presented in Table.2. 



884 COASTAL ENGINEERING—1982 

Table.2 

T, 
Run 

(sec) (sec) 

H, 

(cm) 

H2 

(cm) 
Hi 

(cm) (cm) 

H.+H, 

(cm) 

H, H, •SM+Hj 

(cm) jHf+Hi VHf+Hi 

1      1.0 1.0 4.0 4.0 8.0 7.2 8.0 5.66 1.414 1.272 

2     0.8 0.8 4.8 4.8 9.6 8.8 9.6 6.79 1.414 1.296 

3      0.8 0.8 3.2 6.4 9.6 8.7 9.6 7.16 1.341 1.215 

4      0.9 0.9 4.0 4.0 8.0 7.5 8.0 5.66 1.414 1.325 

5      0.8 1.0 4.8 4.0 8.6 8.2 8.8 6.25 1.376 1.312 

6     0.7 0.8 5.2 4.0 9.0 9.0 9.2 6.56 1.372 1.372 

7      0.7 0.9 4.4 4.0 8.0 8.2 8.4 5.95 1.345 1.378 

*//,   is the theoretical value  , Hp  is the experimental value. 

CONCLUSIONS 

In this paper , the authors pay attention to  the non-linear 

interaction of two free wave trains crossing in intermediate 

water depth.      From theoretical approaches  ,   the velocity 

potential and  water surface elevation  have been  expanded to 

the second order by perturbation method.      And  wave height   , 

velocity of fluid particles , pressure distribution  ,wave  thrust 

and  energy density of the common wave are also investigated. 

In order to verify the theoretical  results  ,   elaborated and 

numerous experiments have also been  performed in our  labora- 

tory.     Some of the remarkable conclusions can be submitted as 

follows  '. 

(1)    After the  interaction of two free  wave trains  ,   the 

common  wave period  is just  equal  to  the least common 

multiple ( L.C.M.   ) of the period of two primary compo- 

nent waves. 
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(2) From the theoretical calculation and experimental verifi- 

cation of the non- linear wave interactions , the maximum 

common waves height are higher about 20% to 41.4 % than 

those derived from  energy superposition. 

(3) It is well simplified from the theoretical results devel- 

oped by the authors  '.  as  ki  = k2   ,  a,  = az   ,  that   it 

becomes short-crest   waves   ;  as  k, = — kz   ,  a,=a2   ,   it 

becomes standing wave and as  k, = k2   , «! = a2   it 

becomes  stokes  progressive wave.      Here  k, = | Ki \  , k2 — 

| K2 | .  Ki , K2 and at   ,  a2  are wave numbers vector and 

wave amplitude of the two primary wave components 

respectively. 

The tertiary interactions are proceeding continuously in our 

series  researches and will  be presented later. 
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INTEGRAL PROPERTIES FOR VOCOIDAL THEORY AND APPLICATIONS 

G.P. Bleach 

ABSTRACT 

A comparison is made between two reference frames that can each be 
used to define "still water" for finite amplitude waves on water of 
finite depth. The reference frame characterized by zero mass flux due 
to the waves is used to find some exact relations between the wave 
integral properties. The averaged Lagranian (wave action) approach 
and the energy/momentum approach to the interaction of finite amplitude 
waves with slowly-varying currents are also derived in this reference 
frame. Results in many cases are simpler than those in the more 
commonly chosen reference frame characterized by zero mean horizontal 
velocity under the waves. 

An application of the integral properties is made to Vocoidal wave 
theory, which is defined in the zero mass flux frame. It is shown 
that the rotation present in the orbital velocity field of Vocoidal 
waves is not always negligible. 

INTRODUCTION 

In the study of periodic surface gravity waves of finite amplitude on 
water of finite depth, Stokes (1847) considered two reference frames 
that can be used to define "still water". These are: 

(i) reference frame Rl, characterized by zero mean horizontal 
velocity beneath the wave trough; 

(ii) reference frame R2, which has zero mass flux associated 
with the waves. 

Stokes showed that these two reference frames are not equivalent (see 
section 2, equation (2.7); also Peregrine (1976)) and a choice must 
be made between them. Most surface gravity wave theories have used Rl 
to define still water; Stokes (1847) and Cokelet (1977) are examples. 
An exception in this respect is Vocoidal theory, defined in R2. 
(Swart and Loubser 1978, 1979a, b). Despite the predominance of Rl, 
there has been recent interest in the use of R2. Reinecker andFenton 
(1981) note that wave tank measurements often have zero mass flux, 
which makes comparison with wave theories defined in Rl more difficult. 
Whitham (1974) and Jonsson (1978) consider R2 to be valuable in the 

Department of Physical Oceanography, University of Cape Town, S.A. 
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analysis of wavetrains on slowly-varying currents in water of slowly- 
varying depth. Stiassnie and Peregrine (1979) also speculate on the 
possible benefits of R2 for such wave/current work. 

In view of this interest in R2 and prompted by the availability of the 
Vocoidal wave theory defined in R2, it was decided to investigate in 
R2 both the wave integral properties of Longuet Higgins (1975) and the 
equations governing wave/current interactions as given by Crapper (1979) 
and Stiassnie and Peregrine (1979). Results are presented for the 
transformations of wave integral properties between Rl and R2, for 
exact relations between the integral properties in R2 and for the 
governing equations for finite amplitude waves interacting with 
currents varying slowly along the stream. In numerous cases the 
relative simplicity of the results in R2 compared to those in Rl is 
evident, particularly in the wave/current interaction equations. This 
is true for both the momentum/energy interaction equations (Phillips 
(1966)) and for the averaged Lagranian approach to wave/current inter- 
action (Whitham (1974)). 

An application of the integral properties is made in R2 to Vocoidal 
theory in order to ascertain the amount of rotation present in the 
only orbital velocity field. It is found that the rotation is 
negligible only for deep water waves of small amplitude (approxima- 
ting Airy waves) and for shallow water waves of large amplitude 
(nearly solitary waves). 

REFERENCE FRAMES FOR PERIODIC GRAVITY WAVES ON STILL WATER 

In this section the reference frames Rl and R2 are defined and compared. 
Two dimensional inviscid irrotational motion is assumed and periodic 
surface gravity waves are considered. The waves propagate in the 
positive x direction with the z axis vertical, positive upwards, and 
y is reserved for (later) use as the remaining horizontal coordinate. 
The bottom is flat and located at z = -h. 

The most general form of the velocity potential for a periodic surface 
gravity wave is (Peregrine 1976) 

<(. = *(x,z) + ux - yt, (2.1) 

where the phase x is related to the wavenumber k and frequency u 
(relative to a fixed observer) by 

X = kx - ot. (2.2) 

t is the periodic part of $  and the constants "u and y are determined 
by the choice of horizontal and vertical reference frames respectively, 
u represents a depth independent current and y is related to the mean 
water level. Here, t is taken as zero for convenience and y is dis- 
pensed with (although it can always be found from the Bernoulli 
equation) until later. 
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Vertical reference frame 

The choice made here is that z = o at the mean water level, i.e. 

n = o (2.3) 

—    1  A 
where n = j  / ndx (2.4) 

and n(x) is the wave elevation. 

Horizontal reference frame 

The reference frame is to be chosen so that there is no background 
current. There are two obvious choices, firstly to choose the mean 
horizontal velocity beneath the wave trough to be zero (reference frame 
Rl) and secondly to choose the mass flux associated with the wave 
(reference frame R2) to be zero. 

zero mean horizontal velocity (Rl): Tj = i / udx = o (2.5) 

zero mass flux (R2): TJm =  I JA Jn = o (2.6) 
Ah ° ~n 

u  is the mean horizontal velocity from the velocity potential $  and 
um is the (Eulerian) mass flux velocity. 

Stokes (1847) showed that U and um  are not equivalent, since um  can be 
rewritten as follows, using <t> from (2.1). 

um = L till it dzdx 
Ah   ax 

Since n = o,  TJm = A  ,x ,n   _a$ dzdx + Tj (2.7) 
Jo J-h 3x 

The remaining integral for « is the average mass flux velocity due 
to the periodic wave motion and turns out to be positive, so um > u. 

A choice must therefore be made between Rl and R2. The latter is not 
often used, despite the advantages mentioned earlier. These advan- 
tages are now explored below with the definition in R2 of wave 
integral properties and the relations they satisfy (following Longuet- 
Higgins' (1975) work in Rl), followed by the analysis of wave/current 
interaction in the following section. 

INTEGRAL PROPERTIES AND THE EXACT RELATIONS BETWEEN THEM 

Integral properties for periodic surface gravity waves involve wave 
properties that have been averaged over the phase x- If the averaging 
is done at a particular time t, this is equivalent to an average over 
the wavelength x.    Longuet-Higgins (1975) defined gravity wave 
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integral properties and derived relations between them, working in Rl 
in almost all cases. (See also Crapper 1979). 

Here the transformations between Rl and R2 are given, followed by 
definition of the integral properties in R2 and the derivation of the 
relations they satisfy. 

Notation: (i) printed quantities are those defined in R2 

(ii) an overbar (1 denotes II ;x ( )dx throughout 

Let IL be defined as the velocity of translation of R2 with respect to 
Rl. The velocities u and u and the velocity potential $  transform as 
follows: 

u' = u - Ur (3.1) 

u' = | JA u'dx = | JX udx - U_ 
A ' o \ ' o r 

u' = -Ur using (2.5) (3.2) 

*'=<(>- Urx (3.3) 

Integral properties for periodic surface gravity waves 

The following definitions of the wave integral properties are 
essentially of Longuet-Higgins with the density p inserted. They are 
not yet specific to any reference frame. All definitions are per unit 
horizontal surface area. 

Mean mass flux   I E £• /V u dzdx (3.4) 
A 'o J-h 

= ph Tjm      by (2.6) 

Mean kinetic energy      T = £- JA Jn (u2+ w2)dzdx        (3.5) 
ZA o -n 

Mean potential energy     V = £- J" /n gz dzdx (3.6) 

Radiation stress component Sxx= £- / £n
h [- + u2]dzdx - Jpgh2    (3.7) 

Mean energy flux        F = £• /*J_nh [£ + l(u
2+ w2)+gz]u dzdx (3.8) 



VOCOIDAL THEORY AND APPLICATIONS 891 

Additional quantities used by Longuet Higgins are as follows: 

Mass flux in the steady flow relative to an observer moving with the 
phase velocity c 

(3.9) 

Bernoulli  constant      B E p + |  [u2 - 2uc+w2] + pgz (3.10) 

Total  head R E p +£ [(u-c)2 + w2] + Pg(z+h) (3.11) 

= B + Pgh + p£ 

Transformations of the integral  properties between Rl and R2 

The quantities defined in  (3.4-11) are transformed from Rl to R2 by 
using  (3.1-3).    The relations  (2.5, 2.6)  that define Rl, R2 are then 
used to simplify the results. 

eg.    mass flux      I'  = £• J* £n
h   u'dzdx                                              by (3.4) 

= I'oTh   (u"Ur)dzdx 

= I-phUr 

Since I1  E o,              I = PhUr                                                                      (3.12) 

T'=T - phU?. (3.13) 

2 

S'  = Sxx  -phUr (3.14) 

F' = F - Ur[3T-2V + ph(%F] {315) 

where ub is the u velocity component at the bottom ( z = -h),   the 
pressure p' = p and the vertical velocity w' = w. 

The constants Q', B', R' are found to be: 

Q' = Q (3.16) 

B' = B + pUr[c-Ur] (3.17) 

R' = R (3.18) 
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Exact relations between the integral properties in R2 

A number of exact relations between the integral properties are given 
by Longuet-Higgins (1975). All except his relation (2.4) are in Rl 
and here his approach is followed to derive the equivalent relations 
in R2, making use of the fact that I' = o and using some of the above 
transformations for confirmation of the results. The results of L.H. 
are given for comparison, with p inserted and referenced by his 
equation numbers (or letters). 

(3.19) 

L.H.(A) 

(3.20) 

essentially L.H.(2.4) 

L.H.(B) 

2T' = (i- ) /; n {c' - [l+(|ii)]2[2Rl - 2Pg(h+n)]
i}dx      (3.21) 

The corresponding expression for 2T is identical in form (L.H.(E)). (A 
typographical error in  L.H.(E) is the omission of the first n symbol). 
Note that the choice n = o (2.3) removes the nc' term after integra- 
tion. 

Six = 4 T' - 3V + ph("u^P (3.22) 

where       (uf,)2 = H2] + Ur
2 (3.23) 

The corresponding Sxx expression (L.H.(c)) is again identical in form 
to the R2 expression. 

Q'    = pc'h 

Q     = pch - I 

2T'  = pc'hUV 

= Q'Ur 

2T    = c I 

(f)J"o   " {C   -   [1+(|£)]J[2R 

"V 

ub 

(3.24) 

L.H.(3.10) 

Note that the energy flux relation issimplerin R2 since the I'  term 
is zero.    This type of simplification occurs frequently in the conser- 
vation equations to be derived     below   and   is   a   primary   advantage 
of working in R2. 

CONSERVATION    EQUATIONS    FOR    HAVES    ON    SLOWLY-VARYING    CURRENTS    OVER 
SLOWLY-VARYING TOPOGRAPHY 

Phillips  (1966) derived a set of conservation equations for waves 
interacting with depth-independent currents that vary slowly along or 
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across the stream. These equations are mass, momentum and energy 
equations that have been vertically integrated and then horizontally 
averaged. Whitham (1974) derived an alternative set via a variational 
approach and the two sets were made fully compatible by Stiassnie and 
Peregrine (1979). A general review of wave/current interactions is 
given by Peregrine (1976). 

All the above work is effectively in Rl; the mean horizontal velocity 
at a fixed point below the wave trough is the current velocity. 
Stiassnie and Peregrine speculate that it may be better to work in a 
reference frame in which the total mass flux divided by pd (where d 
is the water depth) is the current; i.e. the wave mass flux is zero, 
which is the defining property of R2. 

The present work follows Phillips' approach in R2 and confirmed that 
the governing equations take a simpler form than in Rl. The alterna- 
tive approach of Whitham is also investigated in R2 and expressions 
are found for Luke's Lagrangian (Luke 1967), the Bernoulli term y' 
(2.1) and Whitham's averaged Lagrangian. Once a suitable wave theory 
has been chosen, the wave action equation can be derived from the 
averaged Lagrangian given here. 

Notation and definitions 

Motion is now in three dimensions and Greek subscripts refer to com- 
ponents in the horizontal (xj = x, x2 = y) plane. Since slowly varying 
waves and currents may change the water level from its undisturbed value 
at z = o, the water depth is denoted by d(x^t). The slowly varying 
bottom is at z = -h(x^), and 3ag = 1 if a = B, else 3ag = o. 

d = I fA (n+h)dx (4.1) 

The integral properties (3.4-3.8) are easily generalised for motion in 
the (x,y) plane with mean water level at z = d-h; the overbar represents 
(as before) the average over the wavelength. 

flu'dz  = o (4.2) 

T' E P fnu(u'u' + w2)dz (4.3) 2 '-h * a a    ' 

V' E|[^- (d-h)2] (4.4) 

SaB E    pfh   (uX+£^)dz- |pgd2^ (4.5) 

Fa    E    p £n
h   uJKUgUg + w2) + £• + g(z+h-d)]dz (4.6) 
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Averaged mass, momentum and energy conservation equations. 

The kinematic conservation equation is common to both approaches and 
is (Peregrine (1976)): 

03' = a'   + k U (4.7) 

where to is (as before) the wave frequency relative to a fixed observer, 
a' is the frequency relative to the current and 0" are the components 
of the depth independent current. 

The mass, momentum and energy conservation equations in R2 are derived 
following Crapper (1979) - essentially Phillips' approach. In each 
case, the flow velocity is split into u' + u' in the local conservation 
equation and the equation is then integrated over depth and averaged 
over a wavelength, which introduces the integral properties (4.2-4.6). 
Boundary conditions and the zero mass flux condition (4.2) are used 
finally to simplify the results. The method is sketched below for the 
mass conservation equation and the results for mass, momentum and 
energy conservation are compared with the corresponding results in Rl 
obtained by Stiassnie and Peregrine. 

Mass conservation. 

Local continuity equation: J-  (U + u ) + — = o (4.8) 
oXct  Ot    Ot     dZ 

Now ,| Si   (U1 + u')dz - (u' + u')   . |$ - (u' + u')   3h 3X„ J-h   a   a'      o. a>z  = ^   3Xa    a   o^_h ^ 

+ wl,   - wl   .  = o (4.9), 

where Leibnitz1 rule has been used to reverse the order of differentia- 
tion and integration. 

The kinematic surface boundary condition is 

3n + (U' + uj |i = w   at z = n    (4.10) 

and the corresponding bottom condition is 

The mass conservation equation is obtained after inserting,(4.10) and 
(4.11) into (4.9), averaging over a wavelength and using Ia H O. 
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4 + !xa 
[><] = ° <4-12> 

Compare the result (in Rl) of Stiassnie and Peregrine: 

4  + !xa 
["dUa + !«] = ° <4-13> 

(The mass conservation equation also appears in the averaged Lagrangian 
approach described later.) 

Momentum conservation. 

The momentum conservation equation is found similarly, and is: 

}t(PdUJ + 3fB[PduX + S^ + i  pgd^aB]- Pgd |t = o 

(4.14) 

Compare the Rl expression: 

g|(pdUa + Ia) + g|e[(pdUa + Ia)(i| + UB) + Sa8 + |pgd
28aB -^1 

" P9d|£a - o (4.15) 

Energy conservation. 

Energy conservation in R2: 

|t[|pd(u')2 + Jpg(d-h)
2 + T + V 

+ ~ [U'{4(U')2 + pgd(d-h) + T'  + V'} + F;    + S'aB UB]  = o   (4.16) 

Corresponding equation in Rl: 

g| tlfdU2 + Jpg(d-h)2 + T + V + UaIa] 

^Ua{|pdU2 + pgd(d-h) + T + V + UB y + Fa + IJg(d-h)+|U2] 

+ S„RU„    -    o (4.17) 
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The relative simplicity of the equations in R2 is clear, since all 
terms involving 1^ are eliminated. 

Averaged Lagrangian approach to wave/current interactions 

Whitham's method (Whitham (1974), Peregrine (1976), Crapper (1979)) 
requires a Lagrangian to be chosen and an averaged Lagrangian to be 
obtained for the system. Here, Luke's (1967) lagrangian is used in R2. 

Luke's Lagrangian: L' E -pfh [||' + i(f±\ §£ + (ff)2 + gzldz (4.18) 

where          $'  = U^xa - a't + »(x',z), (4-19) 

and           x' = k^xa -ut (4.20) 

The averaged Lagrangian x'  is defined as 

£   E o- Si" L'dx' (4.21) 

Use of L' from (4.18) and choosing a particular value of t to make the 
phase integral equivalent to an integral over the wavelength, one 
obtains: 

t    = pd(Y' - JUX) " T' - V - i  Pg[(d-h)
2-h2] 

(4.22) 

Compare t   = pd(T - \  UaUa)+ T - V - £ Pg[(d-h)
2-h2], 

(4.23) 

obtained by Crapper (1979) in Rl. The discrepancy in sign of the 
kinetic energy term is removed if expressions for Y>Y' are found. 
The Bernoulli equation for the whole flow is evaluated at z = - h, 
averaged and then (3.20) is used in the R2 expression to obtain: 

Y- - g(d-h) +^ + ^X |z=_h +|Tl        (424) 

T = g(d-h) + ^!a. + ikstMaj _ (4.25) 
2    2 

On inserting these expressions into (4.22) and (4.23) respectively, 
the form of the averaged Lagrangians £.'  and £ is identical: 
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= P^lz.-h*?^ ~h (4'26) 

The averaged Lagrangian can be used to obtain a set of conservation 
equations for the wave/current interaction. These are the mass 
conservation equation (identical to (4.12)), consistency conditions 
replacing the momentum equations and the wave action equation which 
replaces the energy equation. (See Peregrine (1976)). This completes 
the analysis of the conservation equations in R2 and shows their 
relative simplicity compared to the more commonly used equations 
derived in Rl. 

APPLICATIONS OF THE INTEGRAL PROPERTIES TO VOCOIDAL WAVE THEORY 

Swart and Loubser (1978, 1979a,b) developed the Vocoidal gravity wave 
theory in an attempt to provide a theory that was relatively simple to 
use yet accurate. Swart et al (1979) found that Vocoidal theory 
matched 600 experimental data sets better than twelve other commonly 
used wave theories. (Cokelet's theory was not considered due to its 
complexity). Two rather unusual features of Vocoidal theory are that 
it is defined in R2 and that the orbital velocity field contains a 
small amount of rotation. The integral properties (3.4) - (3.8) have 
been defined for Vocoidal theory, but not the exact relations between 
them and the wave/current results above. These relations and results 
are valid only for irrotational wave motion. In this section, the 
amount of rotation in Vocoidal theory is checked by investigating the 
vertical dependence of TT" since Tf" is independent of depth for an 
irrotational motion. This is shown by considering 3u'. 

3z 

3U 
3Z       "      3ZLA 

ri/Vdx] 

l
xtff«* 

Irrotationality •*   f^-   =   f^ 
3Z 3X 

3U' 
3Z 

-    =     W1(X)   -  w'(o) 

= o by periodicity of w1 (5.1) 

Numerical integration of u' at various depths below the wave trough 
for Vocoidal waves of various steepnesses in a variety of water depths 
indicates that the theory is virtually irrotational both for low waves 
in deep water, where Vocoidal theory tends to Airy theory,and for high 
waves in shallow water, where the Vocoidal wave is virtually a 
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solitary wave. For situations in between these extremes, the 
rotation causes IP'tz) to vary considerably with z. Two typical 
results are shown below in Table 1 for a wave of period 4,0 seconds in 
1.0 m water depth. (The low wave/deep water equivalence of Vocoidal 
and Airy waves is not shown). The parameter Zrshows the relative 
depth under the wave trough at which ^"(z) has been calculated; Zr = o 
at the bottom and Zr = 1 at the trough. H is the wave height (crest 
to trough). 

Table 1: Mean horizontal velocity l?"(z) at various depths 

H(m) Zr u'(z) (m/s) 

0,20                  1,0 - 0,006 

0,9 - 0,009 

0,8 - 0,012 

0,7 - 0,014 

0,6 - 0,016 

0,5 - 0,018 

0,4 - 0,020 

0,3 - 0,021 

0.2 - 0,022 

0,1 - 0,022 

0,0 - 0,022 

1,40 1,0 - 0,522 

0,9 - 0,530 

0,8 - 0,536 

0,7 - 0,542 

0,6 - 0,547 

0,5 - 0,551 

0,4 - 0,554 

0,3 - 0,557 

0,2 - 0,559 

0,1 - 0,560 
0,0 - 0,560 

Because of the rotation present in the theory, the exact relations 
(3.21), (3,22), (3.24) are unlikely to be obeyed accurately. 
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Numerical integration of the appropriate Vocoidal expressions on the 
right hand side of (3.21,2,4) and comparison with the Vocoidal values 
for 2T1, S^, f7' respectively shows that there is good agreement in 
deep water but divergences of up to 50% elsewhere. 

CONCLUSIONS 

Although the existence of the two reference frames Rl and R2 have long 
been known, (see Stokes 1847) there has been little use made of R2. 
In this paper, some advantages of R2 are demonstrated, namely that the 
exact relations between the integral properties are as simple or 
simpler in form than those in Rl and that the equations for the inter- 
action of finite amplitude waves with slowly varying currents in water 
of slowly varying depth are considerably simplified. Transformations 
from Rl to R2 are also given to facilitate the use in R2 of a wave 
theory originally defined in Rl. 

Vocoidal theory is defined in R2 from the outset and could easily be 
used in the wave/current interaction equations presented here if it 
were not for the presence of a small amount of rotation. This 
rotation is investigated via the mass horizontal velocity below the 
trough and it is found that the rotation is small for deep water 
waves of small height and for steep shallow water waves. 

The presence of rotation is also reflected in the inaccuracies found 
when the exact relations ( 3.21, 2, 4) are tested for Vocoidal theory. 

A further test for rotation that would be of interest would be that 
proposed by Truesdell (see Serrin, 1959 - section 27) who defines the 
following parameter a  as a measure of rotation: 

(6.1) 

where oir is the magnitude of the angular velocity. Dij are the com- 
ponents (xz plane) of the deformation tensor 

Di^Hf£+!ff) (6.2) 

For irrotational motion, a  = o and for rigid rotation a  = °>. Serrin 
uses a <  10% as an indicator of the presence of significant rotation. 
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ARTIFICIAL MANIPULATION  OF BEACH   PROFILES 

1 2 Timothy W.   Kana    and Michael Svetlichny 

ABSTRACT 

A field study was conducted at Myrtle Beach, South Carolina 
(U.S.A.), to determine the response of natural beaches to artificial 
manipulation by sand scraping. Between March 1981 and May 1982, a 
total of 100,000 m3 of sand was shifted from the lower beach to the 
backbeach on three occasions over a R-km length of shoreline. Fifty- 
four profile stations were surveyed to the -1.0 meter contour as many 
as ten times during the study to determine the effect of scraping and 
fill along a stable-to-slightly erosional beach. The purpose of the 
scraping and fill was to provide temporary erosion relief, protect ex- 
isting dunes and structures, and provide a wider recreational beach at 
high tide. It was found that scraping and fill had little adverse effect 
on the beach cycle in the northern zone of the project area, which is 
fronted by a natural dune system. Fill placed at a gentle slope along 
the seaward margin of the dunes remained in place for up to ten 
months before eroding to the prefill surface. In contrast, similar 
quantities of fill along shore protection structures in the southern zone 
eroded in several weeks to four months. The study found significant 
differences in the response of armored versus unarmored shorelines 
with higher erosion rates and slower recovery of the beach at armored 
stations. 

INTRODUCTION 

A field study was conducted at Myrtle Beach, South Carolina 
(U.S.A.) to determine the response of a natural beach to artificial ma- 
nipulation by sand scraping. One purpose of the study was to estab- 
lish limiting criteria for the degree of berm or dune maintenance feasi- 
ble on moderate energy sand beaches, without adverse impact to the 
natural beach cycle. 

Several U.S. east coast beach communities including Ocean City, 
Maryland (Kerhin and Halka, 1981), and Hilton Head Island (South 
Carolina) have made a practice for a number of years of borrowing 
sand from the lower beach and backfilling the berm or dune area. In 
the case of Myrtle Beach, the purpose of the artificial beach manipula- 
tion has been to widen the recreational, high tide beach and reduce 
the erosion rate of dune scarps.    This practice has been controversial 

Coastal Dynamics Division, Research Planning Institute, Inc., 925 
Cervais Street,   Columbia,  South Carolina,  U.S.A.     29201 

2 
"Marathon Oil Company, Post Office 120, Casper, Wyoming, U.S.A. 
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since it does not add sediment to the littoral system but merely shifts 
it around. The simplistic view' holds that scraping adversely steepens 
the beach profile, making subsequent erosion more likely and severe. 
To our knowledge,  this notion  has not been tested. 

CEOMORPHIC  SETTING  AMD  DEVELOPMENT   PRACTICES 

Myrtle Beach, located along the northern coast of South Carolina 
on the U.S. east coast (Fig. 1), is a mainland, strand shoreline. It 
consists of a broad, 16-km arcuate section of coastline backed by 
Pleistocene beach ridges. No major tidal inlets or marshes occur at 
that locality. In recent historic times, the shoreline has been slightly 
erosional experiencing dune recession rates averaging approximately 
one-third to one-half meter per year over the last century (Hubbard 
et al., 1977). Although erosion is slow, it has progressed to a point 
where the quality and character of the beach, on which much of the 
tourist economy depends, is becoming degraded. Rapid and sometimes 
haphazard development practices combined with steady recession of the 
shoreline have forced construction of retaining walls, bulkheads, and 
rock revetments to protect existing development. 

BEACH PROFILE 
STATIONS 16 of 54 

FIGURE 1. Location of Myrtle Beach (South Carolina) along the U.S. 
east coast. Selected beach profile stations along the northern- 
central and southern  portion of the City are shown. 



BEACH PROFILES MANIPULATION 905 

The shoreline along the City of Myrtle Beach is dominated by pri- 
vate residences in the northern half and hotels in the southern half 
(Fig. 2). Several piers and minor swashes (tidal channels emptying 
along the beach) interrupt an otherwise broad, arcuate shoreline. 
Isolated outcrops of Pleistocene-age mud or marsh clav deposits occur 
near the low watermark. Nearest navigable inlets are Little River (27 
km to the northeast) and Murrells (21 km to the southwest). As Fig- 
ure 2 shows, a narrow dune remains seaward of most residences in the 
northern portion of the city. The central area of the city shoreline 
has an increasing concentration of hotels. Natural dunes are rare; 
however, the shoreline edge is generally "soft" with landscaping or 
artificial fill along the seaward property boundaries. The southern 
third of the shoreline (Fig. 2c) is dominated by hard structures along 
the backbeach,  with  little or no setback of developed property. 

NEARSHORE  PROCESSES 

The study area lies in a broad, wave-dominated embayment that 
forms an arc between Cape Fear (North Carolina) and Winyah Bay 
(South Carolina). A mean tidal range of 1.6 m (5.1 ft) and a spring 
tidal range of 1.8 m (6.0 ft) places Myrtle Beach in the high end of 
the microtidal   (<2.0 m)  class. 

Nearshore bathymetry from the shoreline to 400 m offshore is 
characteristically concave upward and steep, with an average slope of 
14 m/km. From 400 m to 4 km offshore, the rate is only 0.8 m/km and 
from 4 km to 12  km,  the rate is 0.4 m/km  (Brown,   1977). 

Without the influence of inlet-associated tidal currents, the major 
mechanism affecting sediment transport is wave action. At Myrtle 
Beach, both longshore and onshore/offshore transport are significant 
in the surf zone. The observed cyclic changes of the beach profile 
are largely a result of the onshore/offshore component. Short-period 
storm waves erode beach sediment and transport it offshore where it 
commonly deposits as a bar. During fair-weather conditions, lower- 
energy waves move sediment back onshore. The longshore component 
is highly correlated with the prevailing seasonal winds that determine 
the direction and angle of wave approach and the resulting longshore 
current direction. On an annual basis, the net longshore sediment 
transport in South Carolina is to the south   (Hubbard et al.,   1977). 

PREVIOUS  WORK 

There have been few studies dealing with beach scraping as a 
soft approach to beach restoration. Among the nonstructural means of 
restoring shorelines, artificial nourishment from offshore, inlet, and 
inland sources (Strock and Noble, 1975; Walton and Purpura, 1977; 
CERC, 1977) has been widely preferred and employed over the canni- 
balization of sand from portions of the beach. Beach scraping has 
generally been performed on a small scale, mainly to protect one or a 
few properties from wave attack. 
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FIGURE 2A) Northern Zone: 
Predominantly residential 
with existing low, natural 
foredune. Few shore pro- 
tection structures. 

FIGURE 2B) Central Zone: 
Transition from residential 
to predominantly hotels. 
Note encroachment of de- 
velopment up to dune line. 
Shore protection structures 
are generally fronted by 
landscaped, soft edges 
along the backbeach. 

^^s 
FIGURE 2C) Southern Zone: 

Dominated by hotels and 
hard structures along the 
backbeach. Natural dunes 
essentially nonexistent. 

FIGURE 2. Representative oblique aerial photographs of the northern 
(2A), central (2B), and southern (2C) portions of the project area 
at Myrtle Beach, South Carolina. All photos taken at low tide on 3 
February 1981. 
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Documentation on the effects of beach scraping projects have 
dealt with the comparison of beach volumes and morphologic changes 
along the manipulated profile; however, statistical applications for sig- 
nificance testing have not been performed. In a study of beach 
scraping conducted at Ocean City (Maryland), Kerhin and Halka (1981) 
report accelerated erosion in the backshore due to artificial disruption 
of the natural beach profile. Their project, however, preceded a win- 
ter season that proved to be one of the stormiest in recent history. 
Conclusions made from sweep-zone profile plots indicated that bulldoz- 
ing of the lower foreshore oversteepened an already steep beach slope 
and interfered with the seasonal readjustment to an equilibrium profile, 
allowing erosion at a greater rate. 

Tye (in press) presents a comparison of morphologic changes be- 
tween scraped and nonscraped profile stations at Folly Beach (South 
Carolina) shortly after the passage of Hurricane DAVID (1979). Anal- 
yses of sequential profile plots had indicated an interrupted natural 
recovery cycle along scraped portions of the beach due to mechanical 
steepening of the lower foreshore, allowing a transformation in breaker 
type from spilling to plunging and inducing a net offshore movement of 
sediment. His emphasis from this study was placed on the importance 
of a quantitative assessment of the initial erosion and subsequent re- 
covery as a baseline for implementing a more prudent beach scraping 
program. 

Another concept of placing sand on the beach, practiced during 
the 1960s at Jupiter Island (Florida), is that of the Sauerman drag 
scraper (Department of Coastal and Oceanographic Engineering, Uni- 
versity of Florida, 1969). In this project, borrow zones were located 
offshore, seaward of the normal surf zone, ranging from 50 to 240 m 
from the shoreline. Approximately one year after scraping, a survey 
revealed a much steeper backshore and beach face, largely attributed 
to a coarser grain size transported from the offshore borrow area. 
The total volume of sand comprising the supratidal beach, however, 
was greater at the end of the study than before scraping. The beach 
fill had a positive effect in preventing any large-scale erosion, al- 
though it probably did not stop overall erosion along the profile. 

Foredune construction through various sand-fencing materials and 
methods has been practiced at Cape Cod (Massachusetts), Core Banks 
(North Carolina), and Padre Island (Texas) (CERC, 1977). Recently, 
the townships of Ortley Beach and Lavalette (New Jersey) have exper- 
imented with erecting closely spaced sand fencing along the backshore, 
angled normal to the predominant northeast winds (S. Halsey, N.J. 
Environmental Protection Agency, pers. comm.). During fall and win- 
ter, sand is trapped by the fence, building up the backshore. Prior 
to the summer season, the fence is removed and the accumulated sand 
is mechanically redistributed both landward and seaward, creating an 
artificial berm and simultaneously decreasing the beach slope. These 
beach scraping and nourishment programs have all been conducted 
along highly developed, critically eroding barrier islands on the 
Atlantic coast, often in sediment-starved beaches. At Myrtle Beach, 
the erosion rate is considerably lower, and sediment supply is appar- 
ently more readily available from the eroding Pleistocene ridges and 
updrift sources. 
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DESIGN 

Low cost attracted the City of Myrtle Beach to implement a beach- 
scraping maintenance program to enhance the backshore and provide 
temporary protection from shoreline recession, at least until longer- 
term solutions could be financed and implemented. This soft- 
engineering approach, though temporary, was considered cost-effective 
and aesthetically preferable to hard structures in  1981. 

The plan for backbeach restoration followed the design shown in 
Figure 3 (Kana and Dinnel, 1981). Borrow areas were generally lo- 
cated along broad, low-relief intertidal ridges with higher volumes re- 
moved at localized accretion fillets around piers. Fill zones were 
graded to a gentle slope (approximately 1:10) as illustrated in Figure 
4. Typical unit width volumes of borrow and fill were 6-8 m3/linear 
meter of beach. Construction was by means of pan earth movers and 
bulldozers. The design of borrow zones attempted to distribute any 
adverse effects of scraping by identifying broad sections of the low- 
tide beach where relatively more sand was available, and by limiting 
the depth of scraping to within 0.3 to 0.5 m. This was determined by 
comparison of the total unit width volumes from 51 reference cross- 
sections. 

DATA  BASE 

NETWORK  OF STATIONS 

The data base for design and evaluation of the Myrtle Beach 
scraping program consists of 54 beach profile stations (Fig. 1) mea- 
sured up to ten times each between February 1981 and May 1982 (300 
data sets total). Stations were spaced approximately 250 m apart and 
surveyed from the backshore to the -1.0 m mean sea level (MSL) con- 
tour. 

The stations represent a variety of beach conditions and back- 
beach configurations ranging from natural dune/beach areas to armored 
shorelines. Erosional scarps of semilithified Pleistocene mud are also 
common along the central third of the project area. The most common 
armoring of the backbeach is by means of vertical concrete bulkheads; 
timber and sheetpile bulkheads are next common; riprap of 50-500 
pound stone (typical) occurs at several stations. 

These data offer a detailed comparison of short-term beach re- 
sponse due to artificial manipulation as well as natural changes along 
armored and unarmored beaches. 

STANDARDIZED  BEACH  SEGMENTS 

The basis for spatial and temporal comparison of profiles were 
standard unit width cross-sections of the intertidal beach from the 
base of scarps or armoring to the -1.0 m MSL contour (Fig. 5). 
These sections included backbeach, mid-beach, and low-tide ridge 
areas for evaluating the effect of scraping and fill on particular parts 
of the profile. Segments were normalized against mean beach section 
for statistical comparison and significance testing. 
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FIGURE 3. (Above) General 
design for beach scraping 
and backbeach fill at Mrytle 
Beach. 

FIGURE 4. (A-C) Construc- 
tion sequence showing pan 
earthmovers scraping near 
the low watermark on an in- 
tertidal ridge (1A); grading 
to a gentle 1:10 slope along 
the backbeach (IB); and the 
final condition after raking 
(4C). In general, mean 
high water was shifted sea- 
ward 10-15 m to the base of 
the fill zone. 
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FIGURE 5. Representative reference beach cross-section in the cen- 
tral zone of Myrtle Beach. Principal borrow zones were along Seg- 
ment III (foreshore) on intertidal ridges. Fill zones were located 
along Segment I (backshore) at or above the high watermark up to 
existing dune scarps or shore protection structures. 

The backshore (Segment I) consists of a 10-m-wide section of the 
beach from the base of dunes or shore-protection structures and coin- 
cides with the zone of fill near high water. The upper beach face 
(Segment II) is designated as an arbitrary 15-m-wide zone which gen- 
eraily was undisturbed by scraping or fill. The lowermost segment 
(III) included the entire low-tide terrace and ridge system extending 
to the -1.0 m MSL contour. Width of Segment III varied from approxi- 
mately 60 to 100 m, becoming narrower in the southern portion of the 
city, and incorporated all borrow zones. Table 1 is a summary of 
backshore station types over the project area. Note that the northern 
portion of the shoreline is dominated by dunes or sand fill, whereas 
the southern district is more commonly armored. 

TABLE  1 Distribution of stations (%). 

Region 
Shoreline 

Length No.          A rmored 
Natural Ero- 
sional Scarps 

Dunes/ 
Old  Fill 

North 
Central 
South 

Overall 

6.6 krn 
3.9 km 
4.2  km 

14.7  km 

17 
22 
15 

54 

6% 
9 

68 

26% 

12% 
37 
13 

21% 

82% 
54 
19 

53% 

Mean unit width beach volume from the dune line to the approxi- 
mate -1.0 m MSL contour is given in Figure 6 for each zone of the 
project area. Also indicated are the proportion of armored versus nat- 
ural stations and number of stations for each zone. Note the general 
decrease in unit beach volume from north to south. There was an av- 
erage of 20 percent less sand in the reference sections along the more 
heavily armored southern zone than along the northern zone. All pro- 
files were obtained over a 3-day period  in  November 1981. 



BEACH PROFILES MANIPULATION 911 

200 

„ 15° 
-a 
-100 
UJ 
5 
q  50 

UNIT BEACH VOLUME 
TO  -3,0 FT.  MSL 
NOVEMBER 1981 

174 5 
162.5 

1409 

[ • <.^ NATURAL 

iHH ARMORED 

NORTH      CENTRAL       SOUTH 

CITY  OF  MYRTLE BEACH 

FIGURE 6. Mean unit- 
width beach volume for 
reference sections be- 
tween the base of the 
dunes or the shoreline 
structures to the -3.0 
ft (approx. -1.0 m) 
MSL contour. Relative 
proportion of armored 
versus unarmored sta- 
tions and number of 
stations are indicated 
on each bar. Note the 
20 percent decrease in 
unit volume from north 
to south correlating 
with increase in pro- 
portion of armored sta- 
tions. 

ARTIFICIAL  BEACH   CHANCES 

Between March 1981 and May 1982, portions of Myrtle Beach were 
scraped along the lower beach and backfilled along the upper beach on 
three occasions. Approximately 25-50 percent of the project shoreline 
was directly affected by scraping or filling on the first two occasions. 
In some cases, borrow sections did not correspond to fill sections. 
This allowed evaluation of stations which were borrowed but not filled 
and vice versa. Total volume moved was approximately 29,000 m3 dur- 
ing operations in March and June 1981. During a second-phase plan 
beginning January 1981, over 80 percent of the shoreline was scraped 
and filled  (estimated volume 75,000 m3). 

PERFORMANCE  EVALUATION 

PHASE   I   CHANGES 

Soon after the first sections of shoreline were scraped and back- 
filled, a minor northeast storm on 22 March impacted the Myrtle Beach 
area. The storm was sufficiently large enough to destroy a section of 
an ocean pier in the central zone of the project area. Beach measure- 
ments before and after the storm allowed evaluation of the effect of 
scraping and backbeach fill on selected portions of the shoreline. Fig- 
ure 7 shows pre- and poststorm changes to the reference beach section 
(Segments I, II, and III, combined) for eight representative stations. 
All profiles were obtained between 21 and' 21 March 1981. Figure 7 
shows a trend of increasing erosion from north to south and somewhat 
higher erosion at armored stations  (on average). 

During the ensuing months, considerable natural recovery oc- 
curred. To illustrate how several representative stations responded, 
backbeach (Segment I) unit volume chanqes are given in Figure 8 for 
the period  Februarv-November 1981.     The data  represent short-term 
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FIGURE 7. Pre- and poststorm beach changes at Myrtle Beach for 8 
representative stations. Erosion is measured as the unit-width 
volume change (m3/m) for a reference cross-section from the base of 
dunes or armor walls to the -1.0 m MSL contour. 

BACK  BEACH CHANGES 
FEB-NOV 1981 

^S 21-24 MAR 
I " jFEB-NOV(NET) 

I6A 27C 33B 35A 40B 
DUNES SUNNY INDIGO 

VIULAGE     ROXANNE    WATERSLIDE    SHORES INN 

FIGURE 8. Represen- 
tative poststorm (21- 
24 March) and six- 
month (February- 
November) backbeach 
volumetric changes 
for six variously ar- 
mored, scraped, or 
filled stations along 
the project area. 
See Table 2 for sta- 
tus of each station. 

erosion after the minor NE storm on 22 March 1981, and the net back- 
beach volumetric change along the landwardmost 15 m of beach. Pro- 
file data indicated were obtained on 27 February, 21 March, 21 March, 
and 8  November 1981.     Table 2 gives the status of each station. 

The zone that is compared in Figure 8 is the recreational back- 
beach area (Segment I). The response at each station varied, but 
several trends were obvious. All stations eroded along the backbeach 
between 21-24 March; losses being greatest at the two armored stations 
(33B and 40B). At Station 7A, the fill placed in June accounts for 
much   of  the   observed   recovery   after   the   storm.        But   at   the   other 
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TABLE 2.     Status of each station given  in  Figure 8. 

STATION)   LOCALITY: NOTES 

7A) Ocean Dunes Hotel: Scraped and backfilled with 8.5 m3/m in 
June 1981;  natural beach and dune system. 

16A) Dunes Village: Not    scraped    or    filled;    natural    beach    and 
dune. 

27C) Roxanne Motel: Filled    with    8.5    m3/m   on    13    March    before 
storm,  but not scraped;   Pleistocene scarp. 

33B) Waterslide: Not scraped or  filled;   vertical concrete bulk- 
head. 

35A) Sunnyshores Motel:     Scraped and  filled on  12 March before storm; 
natural scarp,   no armoring. 

40B) Indigo Inn: Filled   with   10   m3/m   on   20   March,   but   not 
scraped;  vertical concrete bulkhead. 

five stations, no fill was placed after the storm of 22 March. The 
response of these stations varied in large part as a function of the 
backshore armoring. Armored stations, 33B and MB, eroded more 
during the storm (21-24 March volume change) and recovered less 
between March and November. On the other hand, unarmored stations 
generally eroded less and recovered to approximately their prestorm 
volumes. These trends were generally consistent for the entire data 
set of 54 profiles. 

CHANGES  THROUGH  MAY  1982 

Beach surveys were completed on ten occasions between February 
1981 and May 1982 before, during, and after the three scraping and 
beach fill projects. Figure 9 summarizes the results, giving mean unit 
volume changes by zone (north, south, and entire shoreline); by 
beach segment (backbeach, upper beach face, and foreshore as defined 
in Figure 5); and by shoreline type (armored vs unarmored). Mean 
unit volumes were computed for each category for a particular survey 
and compared with the preceding survey to give the average change. 
Major trends of this data set include: 

1) Erosion   from   February  to April   1981   (pre- and   poststorm 
of 22 March). 

2) Accretion for the period May through October 1981. 

3) Erosion between October 1981   and  February  1982. 

4) Net erosion for the entire period for armored stations. 

5) Little net change for the period along  unarmored stations. 

6) Greater   net   change   in   the   southern   zone   compared   with 
the northern zone. 
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SOUTH REGION 
NORTH REGION 

ENTIRE SHORELINE 

FIGURE 9. Mean unit volume 
beach change (m3/m) be- 
tween successive surveys by 
region (zone), shoreline type 
(armored vs unarmored) and 
beach segments; (-) erosion; 
( + ) accretion. In almost 
every case, armored stations 
eroded more than unarmored 
stations during a March 1981 
storm and recovered less 
during the course of the 
study. 
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Note that in almost every division of the data, armored shorelines 
showed qreater losses, although erosion/deposition patterns were simi- 
lar in  form between  successive time periods. 

Comparative profile plots in Figures 10 and 11 illustrate two ex- 
tremes between a northern station (16A) backed by a natural dune 
field and a southern station (40B) backed by a vertical bulkhead. In 
the case of Station 16A, fill placed along the backbeach was aided by 
buildup of a low-tide ridge (June-November 1981) which provided addi- 
tional sand to the profiie and reduced the threat of erosion at high 
tide. This station had a higher-than-average beach cross-section. 
Station 40B, however, had a lower-than-average beach cross-section to 
begin with and a poorly developed, low-tide ridge. Despite the addi- 
tion of fill on two occasions from an updrift source (i.e., the lower 
beach at that station was not scraped), the station continued to erode 
at a high rate. Empirical evidence suggests the higher erosion rate 
was at least partly due to the presence of a vertical wall at the station 
which was exposed to wave action at high tide. 

There was considerable deviation from the mean in net volumetric 
beach change from one station to another for the period. Figure 12 
gives the variation in unit beach volume change proportioned about the 
mean by zone for the entire data set. Banded areas indicate stations 
which were armored or responded like armor stations [such as cohesive 
mud scarps (Station 12A)]. In general, there is a correlation between 
net erosion and the presence of vertical wells or scarps. The greatest 
variation occurs between Stations 32A and 35A which are affected by a 
minor swash inlet and an exposed  rock outcrop along the lower beach. 

SIGNIFICANCE  TESTING AND  DISCUSSION 

Numerous comparisons were made between portions of the data set 
by Svetlichny (1982) to determine the significance of the observed 
changes in profile volume. Various combinations of station types and 
scrape/fill status were tested using standard statistical procedures to 
evaluate difference of the means (Ostle and Mensing, 1975). Figures 
13 and 14 give two results. 

Figure 13 shows overall means by beach segment for armored ver- 
sus unarmored stations. For the indicated time period, the backshore 
and foreshore segments were significantly different at the 90 percent 
confidence level applied to a t-test supporting the notion that erosion 
was greater along armored stations. 

Figure 14 provides a comparison between scraped, filled, and un- 
altered stations for the generally accretional period, March-November 
1981. Combining means for armored and unarmored stations by each 
division of the data, it was found that there was no significant differ- 
ence (at the 90 percent confidence level) between scraped and filled 
stations compared with unaltered stations. However, stations scraped 
but not filled eroded significantly more than unaltered stations or sta- 
tions which were scraped and filled. The data of Figure 14 compare 
changes during an overall accretionary period and indicate the back- 
beach   (Segment I)  changes were dwarfed by natural changes along the 
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VOLUMETRIC BEACH CHANGES BY PROFILE SEGMENT & REGION 

MAY   1981-MAY  1982 

NATURAL DUNES 

FIGURE 12. Mean unit volumes for 54 stations plotted as a ratio 
about the mean regional volumes for the northern, central, and 
southern zone. The left column describes the backshore configura- 
tion. Note that positive values generally occur where dune systems 
exist. Negative values generally correspond to shore protection 
structures or cohesive mud scarps. 
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FIGURE 13. Bar graphs depicting the average rate of unit volume 
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period. The differences are significant at the 90 percent confidence 
level for backshore  (Segment 1)  and foreshore  (Segment III). 
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FIGURE   11.    The  average   rate  of  changed   by   scrape-and-fill   status. 
See text for explanation. 
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lower   beach.     (Note:     There   was   an   insufficient   number  of unaltered 
control stations for testing after November 1981.) 

These results suggest that there were conditions under which 
beach scraping had no adverse effect on the profile, namely, along 
unarmored stations which had average or greater unit-width beach vol- 
umes; or during time periods when the shoreline tended to be natu- 
rally accretional. The data also indicate that scraping without concom- 
itant beach fill adversely affected the profile [although areas where 
this was practiced generally had more sand at the time of the redistri- 
bution as per design  (Kana and Svetlichny,  1981)]. 

In general, unarmored stations readjusted more rapidly to scrap- 
ing than armored stations. It was found that the lower beach (Seg- 
ment III) along natural profiles accreted twice as much as the lower 
beach fronting armored stations (10.7 m3/m vs 4.9 m3/m) between 
March and  November 1981. 

Tests for the 15-month study period revealed a distinct contrast 
in the response of armored and unarmored beaches to beach scraping. 
The foreshore at armored sections did not recover following the Febru- 
ary 1981 scraping and yielded a net erosion of 9.2 m3/m over the 15- 
month study. During the winter and spring, the foreshore at unar- 
mored beaches eroded by 11.9 m3/m, but recovered sufficiently so that 
the net change between March 1981 and May 1982 was only -1.2 m3/m. 
The upper beach face (Segment II) eroded at an approximately uniform 
rate along the entire shoreline. Fill at armored backshores (Segment 
I) was completely eroded (net change was -0.2 m3/m). Fill at soft- 
edge backshores was only partially eroded and had resulted in an av- 
erage of 1.8 m3/m more sediment than the initial (March 1981) prefill 
unit volume. 

SEDIMENT   BUDGET 

A sediment budget was estimated for the study period March 1981 
to May 1982 extrapolating from the reference profile cross-sections. 
As shown in Table 3 in units of m3/km, the positive effect of beach 
scraping and backbeach fill was greatest in the northern zone where 
the backbeach had a net gain of over 2.2 m3/m. The northern zone 
gained more recreational, high-tide beach as a result of scraping with 
virtually no overall loss of volume in the overall beach section. In ad- 
dition, the fill in this area tended to remain in place for an entire 
year, protecting previously erosional dune scarps. Fill in the central 
and southern zones added little volume overall to the recreational 
backbeach due to the continuous erosion of the lower beach. Fill 
lasted several weeks to four months at most locations along the south- 
ern zone before erosional scarps or seawalls were reexposed. While it 
certainly provided some temporary recreational benefit (more high-tide 
beach) and some protection to the existing edge, it may have created a 
somewhat false sense of security, Judging from the sediment losses 
along the lower beach (3-6 m3/m). Although the backbeach fill held 
the shoreline stable near the high watermark in the central and south- 
ern zones, the potential remains for accelerated erosion due to losses 
along the lower beach. 
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TABLE   3.     Sediment   budget.     Annualized   by   zones   (March   1981-May 
1982). 

ZONE 
VOLUMES (m3/km) 

Backshore Upper Beach Foreshore Net Change 

North 
Central 
South 

+2240 
+ 160 
+ 480 

-1840 
-2210 
- 400 

- 430 
-5600 
-2960 

-    80 
-7680 
-2880 

CONCLUSIONS 

There are a number of perspectives from which to judge the suc- 
cess or benefit of sand scraping and backbeach fill at Myrtle Beach. 
From the recreational standpoint, it provided a wider high-tide beach 
for a period of several weeks to almost one year at different localities. 
The benefit decreased from north to south and was least where most 
needed, in front of vertical walls. From a dune protection standpoint, 
the project delayed the time before reactivation of erosional scarps and 
further retreat of the strandline. Similarly, the buffer of gently slop- 
ing fill in front of shore protection structures reduced wave impact 
forces and potential damage to seawalls for the limited time it remained 
in place. 

From a geological standpoint, the degree of profile manipulation 
by man was generally dwarfed by the natural cycle of beach changes, 
although there is some evidence that scraping in the northern zone 
promoted onshore movement of sand. In this latter case, the borrow 
zones tended to be narrower than existing low-tide ridges, leaving in- 
tact an effective breakpoint bar. 

Finally, from a cost standpoint, the project was a relatively inex- 
pensive experiment. Unit costs were approximately US$1.50-2.00 per 
linear foot of shoreline fill during each project. This compares with 
US$200  per foot for a typical  bulkhead along the South Carolina coast. 

Along stable or accretional shorelines, small-scale beach scraping 
should be highly preferred over armoring. Along slightly erosional 
shorelines such as the southern portion of Myrtle Beach, the scheme is 
at best temporary, but may be a suitable interim measure until long- 
term beach restoration can be implemented. In our opinion, this is 
preferable from an aesthetic as well as cost standpoint and should be 
considered as another shore protection option. Along highly erosional 
shorelines, scraping will obviously produce little benefit and may, in 
fact, accelerate erosion of the backbeach much like armoring appears 
to do. 
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FIELD STUDY ON ON SHORE-OFFSHORE SEDIMENT TRANSPORT 

by 
« 

Masataro   Hattori 

ABSTRACT 

The mechanism of onshore-offshore sediment transport and the 
process of beach profile evolution were studied through field investiga- 
tions performed at Oarai Beach, Japan. The principal data set consists 
of twenty-four profile surveys taken at hourly intervals on each of two 
parallel lines spaced 10 m apart and of length 150 m. The lines 
extended from the backshore of the beach to a point on the sea bottom at 
a depth where no sand movement occurred. Simultaneous measurements of 
the waves and wave-induced currents were also made; the essential 
requirement of two-dimensionality was found to hold during the experi- 
ment. The profiles were used to calculate the net sediment transport 
rate on-offshore, and for an empirical eigenfunction analysis. A 
negative correlation was found between the transport direction (and 
resultant bottom change) and the mean sea level change. The sediment 
transport rate in the foreshore region was found to be proportional to 
the wave power, whereas outside the surf zone and near the breaker 
position it was  proportional  to the   tractive  force. 

1.  INTRODUCTION 

Many laboratory studies have been undertaken to investigate the 
mechanism of onshore-offshore sediment transport on wave-formed beaches. 
However, there are several problems involved in transferring laboratory 
results to the prototype, such as the similarity law of movable bed 
models, scale effects, and so on. On real beaches, onshore-offshore 
sediment transport produced by waves and wave-induced currents occurs 
under very complicated conditions. It depends not only on the charac- 
teristics of the incident waves and bed material, but also on the 
specific location and bed form in the nearshore zone. 

To understand the phenomena of sediment transport, more knowledge 
of the spatial and temporal dependence of the net rate and direction of 
transport is necessary. If adequate prototype data are available, 
onshore-offshore sediment transport as well as beach profile evolution 
can be inferred quantitatively with the aid of laboratory results. 
However, no analogous field studies have been performed because it is 
difficult to find sites where two-dimensionality in coastal processes is 
dominant. This paper reports such a field study made on onshore- 
offshore  sediment  transport  processes. 

Professor,    Department   of   Civil   Engineering,    Chuo   University, 
Kasuga,   Bunkyo-ku,   Tokyo  112 JAPAN 
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The principal aims of this study are as follows: 

(1) To relate  the  sediment  transport rate  to  the  onshore-offshore 
current velocity near the bottom. 

(2) To   clarify   processes   of   sediment   transport   and   beaoh   profile 
evolution about  the mean sea level due  to the tide. 

(3) To give a physical interpretation of the results by analysis of the 
beach profile. 

Since this study aimed to investigate the onshore-offshore sediment 
transport in relation to beach profile change, it was necessary to 
measure accurately the bottom level changes along one or more lines 
running offshore. Many field studies have been made of the change in 
beach profile under waves in order to study the mechanism of sediment 
transport and the process of seasonal beach change. In only a few 
studies (e.g., Inman and Ruwnak, 1956; Nordstrom and Inman, 1975) were 
accurate measurements of the beach profile change performed. In most of 
the other studies, the profile data were usually contaminated by 
inaccuracies in the measurements. This resulted in difficulties in 
interpretating the phenomena of interest. 

In laboratory experiments using two-dimensional wave flumes, the 
net rate and direction of the onshore-offshore sediment transport are 
usually calculated from a time series of bottom profile data by use of 
the continuity equation for bottom material (e.g., Watanabe, Riho and 
Horikawa 1982; Hattori and Kawamata 1982), 

£h _       1       dqx 
flt      C1-X)  ax (1) 

in which h(x,t) is the water depth, q is the sediment transport rate 
on-offshore (along the x-axis), X is the porosity of the bottom 
sediment, and t is the time. The coordinate system and notation are 
shown in Fig. 1. 

-h(x,t) 
Fig.   1     Coordinate system and notation. 

A preliminary experiment (Hattori and Komatsu, 1980) made in 1979 
at the same study site (described below) indicated that the method of 
calculating the sediment transport rate in laboratory experiments could 
be applied to the field, if accurate measurements of the bottom change 
could be made. Based on this conclusion, a linear pole array technique 
was employed to measure the bottom level at fixed points on the beach. 
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2.  EXPERIMENTAL PROCEDURE 

2.1  Study Site 

The field experiment was performed in August 1980 at Oarai Beach, 
Ibaragi Prefecture. The study area is a sandy beach with uncomplicated 
bathymetry, and is located adjacent to Oarai Harbor facing the Pacific 
Ocean (Fig. 2). The local beach material is quartz sand of median 
diameter 0.18 mm. Nearshore bottom profiles were measured by means of 
two linear pole arrays (labelled A and B in Fig. 2). The site selected 
for placement of the pole arrays was located 200 m north of the jetty. 
Diffraction at the breakwater 1100 m seaward produces relatively calm 
wave conditions of exceptional two-dimensionality. The pole arrays were 
of sufficient length to extend beyond the critical depth of sand 
movement during the experiment. 

The spacing between the poles was 2 m and the total length of the 
pole arrays was 150 m. A reference point was defined, located on the 
backshore and landward of the maximum runup of swash. The pole array 
consisted of steel pipes 6.4 cm in diameter and 2 m to 5 m long. The 
pipes were driven into the sand bottom to a depth of about 1 m by means 
of a jet water pump. 

Simultaneous measurements of 
the waves and wave-induced cur- 
rents were made with capacitance- 
type wave gages and two-component 
electromagnetic current meters at 
seven locations indicated by G-1 
to G-? in Fig. 2. The seven wave 
gage stations were alined 10 m 
east of pole array A. 

Fig.  2    Map of  the study site. 

2.2     Profile   survey 

Surveys along the pole 
arrays were made every hour to 
yield a time series of the 
profile data over the 2t-hr 
experiment period. Positions of 
the poles and absolute elevations 
of the pole tops were measured by 

using standard survey techniques and a bench mark on the backshore, 
which was derived from a permanent bench mark. Two supplemental 
reference points for measuring bottom level elevation were marked on 
each pole at distances of 1 m and 2 m. The height of the reference 
point from the bottom was measured by reading the scale of a survey rod, 
specially designed to avoid scouring around the pole and rod. From the 
survey result for the elevation of the tops of the poles, the bottom 
depth could be determined. The estimated accuracy of the absolute 
elevation of the bottom level was about 0.5 cm. The beach profile 
surveys were completed within about 15 min. 
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G-7 G-6 G-5     G-3 G-3 G-2 G-l 

1 1 11! 11 

Fig. 3 Mean beach profiles 
at the study site. 

Figure 3 illustrates mean beach 
profiles along the pole arrays, which 
were obtained by averaging the 24 sets 
of profile data taken over the experi- 
mental period. Arrows at the top of 
the figure indicate the positions of 
wave gage stations, G-1 to G-7. 
Figure 4 shows the positioning survey 
results of the pole arrays and wave 
gage stations. Pole positions are 
indicated by solid and open circles. 
The two pole arrays formed almost 
straight lines. 

2.3  Instrumentation 

Simultaneous measurements of the 
waves and wave-induced currents on the 
study beach are essential to under- 
stand the processes of sediment trans- 
port, and to confirm two-dimension- 
ality of the various phenomena. Each 
wave gage station consisted of a 
capacitance-type wave gage and a two- 
component electromagnetic current 
meter. The wave gage, developed by 
Sato et al. (1980), has a superior 
frequency response than other conven- 
tional field wave gages, but has the 
shortcoming that the output signal 
level sometimes is reduced due to 
adherence of polluted sea water film 
to  the  capacitance line. 

o G-l: 132 m 

O G-2:  122 m 

O G-3:  106 n 

O G-4:     98 n 

Fig. 4 Positioning survey 
results of the pole 
arrays and wave 
gage stations. 

The current meters, used for measurements of the wave-induced 
current velocity, were fixed to steel frames at a height of 20 cm from 
the bottom of the frame. They were set on the sea bottom so that one of 
the two transducer axes was directed on-offshore. To supplement the 
measurements of the local wave characteristics on the beach, additional 
wave measurements were made about 200 m seaward of the tip to the jetty 
by  means of a linear  array of  three pressure sensors  (Fig.   5). 
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2.1     Data   analysis 

Fig.   5    Location of  the 
pressure sensor array and 
the directional distri- 
bution of incident waves. 

The survey data of the bottom level 
for each pole array were punched on cards 
for computer input and then stored on a 
magnetic disk for plotting profiles and for 
calculating the transport rate of sediment 
transport. Output of the wave gages and 
electromagnetic current meters was recorded 
on open-reel digital data recorders with a 
sampling interval of 0.2 s. Statistical 
characteristics of the waves and current 
velocities were calculated for each 16 min. 
of the collected data. In these calcula- 
tions, wave components longer than 25 s 
entering in the free surface and in current 
velocity variations were cut off by using a 
high pass filter. The mean sea level 
variation on the study beach was not 
measured. Instead, the tide gage record at 
Oarai Harbor was used. 

3.     WAVE  AND  CURRENT VELOCITY 

3.1     Characteristics  of  incident  waves  in  the   offshore 

Figure 6 shows time histories of significant wave height and period 
measured at the pressure sensor array (Fig. 5), and the tide gage record 
at Oarai Harbor. This figure indicates that wave height and period in 
the offshore zone were almost constant over the duration of the 
experiment, 0.35 m and 7.3 s, respectively. The distribution of the 
incident wave direction obtained at the pressure sensor array is also 
given in Fig. 5. It is noticed from this figure that waves were 
incident  normal   to the study beach. 

Figure 7 gives examples of 
the record monitors of the free 
surface variations, >; , at wave 
gage stations G-3 to G-7. It is 
seen that the waves proceeded to 
Station G-5 without wave breaking 
and that the breaking position 
was located near Station G-6. 
Solid lines on this figure 
indicate the propagation process 
of  the marked wave. 

Fig. 6 Time histories of 
incident wave height and 
period at the pressure 
sensor array (Fig. 5) and 
tide gage record at Oarai 
Harbor. 
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Fig. 8 Comparison of records of 
the free surface variation 
and of the on-offshore and 
longshore current veloci- 
ties at Stations G-3 and G- 
6. 
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Figure 8 gives comparisons of monitor records of the free surface 
variation and of the on-offshore and longshore components of current 
velocity, U and V, respectively, at the wave gage stations G-3 and G-6. 
This figure clearly shows that the on-offshore current velocity fluctu- 
ated in phase with the free surface variation, and that the longshore 
component was very weak. Similar tendencies were observed at various 
locations on the beach over the entire duration of the experiment. 

Based on the measured wave direction and current velocity, it is 
concluded that the coastal processes of interest on the beach maintained 
two-dimensionality,  an essential requirement for this study. 
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Fig. 9 Time histories of 0^, and T«/3 of 
the on-offshore current velocity at 
Stations G-2,   G-5,   and G-6. 

Figure   9   illustrates   time   histories   of   the   significant   full 

M/3* amplitude  and period of the on-offshore current velocity,   U1 ,,  and T 
Plotted numbers represent the wave gage  station where the  data were 
taken.     The velocity amplitude varies with the variation of the mean sea 
level due to the tide,  but the period is almost constant (about 6.3 s). 

According to Fig. 5, the mean period of the incident waves at the 
pressure sensor array is about 7.3 s, which is longer than the period 
derived from the on-offshore current velocity. Two factors may be 
pointed out as reasons why this difference in measured period occurred: 
(1) The frequency response of the electromagnetic current meter, 10 Hz, 
is higher than that of the pressure sensor. (2) In analysis of the on- 
offshore current velocity, the long period components were removed by a 
high-pass filter. The mean period of the incident waves was therefore 
taken to  be  6.3   s  for  the experiment period. 
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Interesting behavior of the time histories of U. ,, can be noted. 
Rapid increase of U1/3> indicated by thick arrows, indicates that the 
breaker position, in a statistical sense, was located near or at the 
wave gage station where the current velocity data were taken. 

Since the longshore component of the current velocity was very 
weak, its mean with respect to time was negligibly small. On the_ other 
hand, a steady component of the on-offshore current velocity, U, was 
observed at various locations of the beach. Figure 10 illustrates time 
histories of U at the wave gage stations G-2, 5, and 6. From this 
figure,   it was found that,   except during the rising period of sea level, 

from 14 hr to 17 hr Aug. 26, 
the steady current velocity 
was much lower than the 
maximum water particle velo- 
city due to wave motion and 
was directed offshoreward. 
It is considered that this 
current did not have any 
significant influence on the 
onshore-offshore sediment 
transport. 

G-2         ( Outside Surf Zone ) •    a 
Ons ho reward **• *m 

12                   18                     24 ^ g                   12       •          •  18 
•                 • • mm,       •«••     '      •              •   ' 

«•         mm          •      • •«• Tirne [hf) 

m   •              *                       •«• 

011 shoreward * 
0-5 

Onshoreward 

Of (shoreward 

G-6 

Onshoreward 

12                   18 • •       24                      6" 12 •            18 

• • 

Off shoreward 

Timeihrl 

Fig. 10    Time histories of the steady 
on-offshore current velocity. 

The breaking waves were 
mainly of the plunging type. 
The position of wave break- 
ing was estimated by 1) 
visual observation facili- 
tated by the pole arrays, 2) 
comparisons between time 
histories of the variations 
of the free surface and on- 
offshore current velocity 
(Huntley and Bowen, 1975), 
3) rapid increase of the 
significant full amplitude 
of on-offshore current velo- 
city (Fig. 9), and 4) spa- 
tial variation of the sta- 
tistical characteristics of 
the waves and wave-induced 
currents. 

4.     RESULTS  AND  DISCUSSION  ON  THE  SEDIMENT  TRANSPORT 

4.1     Net  transport  rate 

The net rate of onshore-offshore sediment transport, q , was calcu- 
lated from the time series of the profile measurements talcen every two 
hours. Figure 11 shows the on-offshore distributions of q . In these 
calculations, the profile used was that given by the mean obtained from 
the two arrays. The numerals in the figure give the month, day, and 
time when the profile measurements were made. Locations of wave gage 
stations are indicated by arrows. 
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Fig. 11 Calculated results of the net rate of sediment transport. 
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It was found from the distributions of q that about half of the 
results did not satisfy the condition for the sediment budget. The 
distributions were calculated with the boundary condition q = 0 at the 
reference point on the backshore. Under calm sea conditions, sediment 
movement due to waves in the offshore zone is not active and bottom 
level changes are very small. When the change in sand level fell below 
0.5 cm, inaccuracy in the profile measurements in the offshore led to a 
cumulative error in the calculation of q . 

It was originally intended to express !qx| in terms of the signifi- 
cant full amplitude of the on-offshore current velocity, U-j/3; however, 
no meaningful correlation could be found. This suggests the interesting 
possibility that sediment transport under irregular waves is mainly 
determined by the statistically averaged curreent velocity. It is 
therefore believed that the beach profile does not respond quickly to 
variations in current velocity caused by different incident wave forms. 
Instead of Umax> tne maximum velocity of the on-offshore current 
velocity,   for convenience the mean velocity U}/2 was used. 
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Fig. 12 Relationship between 
|qx| and 01/2. 

1.0 

The calculated absolute 
values of the net transport 
rates, |qx[, at various 
locations were plotted 
against the mean full ampli- 
tude of the onshore-offshore 
current   velocity, D 1/2 
shown in Fig. 12. Numbers 
in the figure indicate the 
wave gage station. Filled 
and open circles denote data 
obtained in the preliminary 
experiment of 1979. Open 
circles and numbers in cir- 
cles denote onshore trans- 
port, and filled circles 
and numbers without circles 
denote  offshore   transport. 

Two distinct relation- 
ships between ]qx| and U1/2 
are apparent in Fig. 12. 
The solid line passes 
through the data obtained 
outside the surf zone and 
near the wave breaking posi- 
tion. The dashed line 
passes through the data ob- 
tained inside the surf zone. 
The slopes of the fitted 
lines are approximately 2.0 
and 3.0 respectively. The 
standard expression for the 
shear stress acting on the 
bottom, Tt,i   is given by 
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of. u; 
2 
max (2) 

in which fw is the wave friction coefficient, umax is the maximum velo- 
city near the bottom, and p is the density of the fluid. Although 
waves exhibit nonlinearities both inside and outside the surf zone, umax 

will be replaced by V-\/2-     Thus Eq.   (2)  can be rewritten as 

'2 TK = kpf    ir 
1/2 

(3) 

where k is a coefficient representing the nonlinearity of the wave 
motion.  Using Eq. (3), the two relationships in Fig. 12 can be written 

'An (outside the surf zone and 
near breaking position) 

W 

i°.„ 1/2 'TbD1/2 
(inside the surf zone) (5) 

The two empirically-based relationships between qx and U^ ,, 
expressed by Eqs. (4) and (5) indicate that two different processes or 
onshore-offshore transport can exist in the nearshore zone. In the 
present study, outside the surf zone and near the breaker position, the 
net transport rate was proportional to the tractive force acting on the 
bottom surface. Therefore, the dominant process of sediment transport 
was that of bed load. On the other hand, inside the surf zone, the net 
transport rate was proportional to the wave power, so that the dominant 
process was that of suspended load. 

As seen in Fig. 11, the net transport rate varies with the distance 
offshore as measured from the reference point on the baekshore. Figure 
13 gives the time histories of the breaker position and location where 
the net transport rate takes a maximum value. From this figure, it can 
be noted that the maximum transport rate occurs near the breaker 
position. 

O   Breaker Position 

£Px]max 

14     16     18     20    2224     2      4      6 10     12      14     16     18 

Aug. 25 Aug. 2 6 

Time(hr) 

Fig. 13 Time histories of breaker position and location of q„ „,_„. 
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1.2    Direction of  the  Sediment  Transport 

To investigate effects of the mean sea level change due to the 
tide, temporal changes in the distributions of qx were drawn sche- 
matically in Fig. 14, which gives the tidal record at Oarai Harbor. 
This figure clearly indicates that during ebb tide qx was directed pre- 
dominantly onshore, while during flood tide it was directed offshore. 
This suggests that the predominant direction of the net sediment 
transport on-offshore was governed significantly by  the  tide. 

Tide Gage Record 

at     Oarai Harbor 

17    18    19    20   21    22    23    24     1       2      3     4      5      6      7 

Aug.25 Time ( hr) 

9     10    11    12    13    14    15    16    17    18 

Aug.26 

Fig. 14 Tide gage record and qx distribution (Fig. 11). 

As seen in Fig. 13, the range of the wave breaking position over 
the duration of the experiment covered a distance between 25 m to 80 m 
from the reference point. As the tide rose, the location of wave 
breaking advanced shoreward and the width of the surf zone became 
narrower, whereas when the tide fell, the surf zone became wider. From 
the mean beach profile in Fig. 3, the mean beach slope inside the surf 
zone during the high water period is estimated to be 1/20, and that 
during the low water period 1/32. Due to the beach cut pattern, the 
morphodynamic state of the surf zone and beach over a tidal cycle 
appeared to change from a reflective mode during the flood tide to a 
dissipative one during the ebb tide (Wright, 1982). 
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Hattori and Kawamata (1982) proposed a criteria for predicting the 
predominant direction of sediment transport on-offshore, 

(H/L) tan/3     > 
= C  0.5 

(w./gT) 

(offshore transport) 

(onshore transport) 
(6) 

in which HQ/L0 is the deepwater wave steepness, ws is the fall velocity 
of the sediment, T is the incident wave period, tan/3 is the mean beach 
slope inside the surf zone, and g is the acceleration of gravity. The 
value of C during the high and low water periods are 0.76 and 0.17 
respectively (H„ = 0.35 m, T = 6.3 s, d50 = 0.18 mm, and ws = 2.3 om/s). 
It is thus concluded from Eq. (6) that the direction of sediment 
transport during the flood tide was offshoreward whereas during the ebb 
tide it was onshoreward. 
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profile change inside  the surf zone. 

Figure 15 shows time 
histories of the difference 
of net transport rate, Aqx, 
between adjacent locations 
inside the surf zone. This 
figure was obtained by using 
the qx distribution curves 
given in Fig. 11. Horizon- 
tal solid lines indicate the 
duration the bed was dry 
during the ebb tide. At the 
top of the figure, the times 
of occurrence of H. W. L. 
and L. W. L. are indicated 
by open and filled circles. 
Since Aq expresses the rate 
of bottom change, comparison 
of these time histories 
indicates the trend of the 
beach profile evolution. 
During the flood tide, 
erosion on the upper beach 
was accompanied by sand 
accretion near the breaker 
position. During the ebb 
tide sand removed immediate- 
ly from outside the surf 
zone was deposited on the 
low water terrace and 
foreshore. These trends of 
beach evolution support the 
hypothesis that the direc- 
tion of net sediment trans- 
port is closely related to 
the change in the morpho- 
dynamic state of the beach 
over a  tidal   cycle. 
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5.      DATA  ANALYSIS  BY  EMPIRICAL   EIGENFUNCTIONS 

Seasonal patterns of onshore-offshore sediment movement and 
seasonal beach changes can be well described by means of the empirical 
eigenfunction technique. The application of this statistical technique 
promises to give further progress in our understanding of the process of 
beach profile evolution (Winant, Inman, and Nordstrom, 1975; Aubrey, 
1979). The empirical eigenfunction technique was employed to analyze 
the profile data in order to get a more definite physical interpretation 
of  the  experimental  results  (Hashimoto and Uda,   1979). 

The analysis was made taking into account the mean sea level due to 
the tide for the time series data of deviations from the arithmetic mean 
profile, as shown in Fig. 3 (Katoh, Tanaka, and Nadaoka, 1981). Since, 
in general, the data sets involve physical quantities with different 
units, each quantity was normalized so that its mean value was zero and 
its variance unity. The normalizing procedure is given in Eqs. (7) to 
(9). 

Fi,t = (Fi,t " fi)/S (7) 

f- 4. ~ F-,. , : Bottom elevation i,t   (D,t 

F_, , : Sea level 
To, t 

(8) 

(9) 

In these equations, F. is the physical quantity, (elevations of the 
bottom, and the sea level), F! is the deviation of F. . from the mean, 
F. and S are the mean and variance of F. .. The subscript i is an index 
ranging between 1 and 76. The range from 1 to 75 covers the total 
number of points along the profile and the index 76 denotes the sea 
level. The subscript t is an index ranging betw 
number of times the measurements were made (21). 
level.     The subscript t is an index ranging between  1   and  n ,   the   total 

The set of deviations from the mean value at time t, <J>   ,  is given 
by Eq.   (10), 

*t=   (F1,f   F2,t'    '   F76,/ (10> 

where the superscript T is the matrix transpose operator.  Then, <|>f is 
expressed in terms of spatial and temporal eigenfunctions, en and cn ^» 
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nt 
°n,t (11) 

where the subscript n denotes the order of the eigenfunction. Equation 
(11) means that the temporal characteristics of 4>t, is expressed by cn £. 
The correlation coefficient, Rn j_, between c* t and Ff t is given by Eq. 
(12), 

^n,i =v X n en,i (12) 

in which Xn is the n-th eigenvalue. 

Since the index i indicates the location of the i-th pole from the 
reference point of the pole array, the relation between Rn ^ and i can 
be easily converted into a spatial dependence of Rn, which is equivalent 
to the spatial dependence of the eigenfunction en as shown by Fig. 16.. 
The solid and broken lines in Fig. 16 represent the first and second 
eigenfunctions, respectively. The horizontal line at the top of the 
figure indicates the range of the breaking position. 

Breaking  Posit on Range 
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^BS <l ipo :iN',l; ; -!G; ! 

/                                [j ' t i'              w 

U II 
i 
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•^I e*       ]i y 

J *2e2 

= 33.9 

Fig. 16 Spatial dependence of the eigenfunctions, e* and e*. 

The first eigenfunction, e^, exhibits a maximum near the foreshore, 
a broad maximum in the offshore, and a broad minimum over the range of 
the breaker position. In addition, e* indicates that a negative 
correlation exists between the effect of the tide and profile changes 
both in the foreshore and offshore, while a positive correlation exists 
over the range of breaker position. These results mean that as the tide 
fell, sand removed from the wave breaking zone was transported both 
shoreward and seaward, and was deposited on the foreshore and offshore. 
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The second eigenfunction, e2, shows a broad maximum on the 
foreshore, but it does not exhibit any distinct dependence in the 
offshore. Since the correlation between the profile change and the 
tidal effect for &2 is stronger than that for e^, e^ appears to 
represent the accretion of the foreshore caused by onshore sediment 
transport inside the surf zone due to seaward dislocation of the 
breaker position during the ebb tide. These interpretations of the 
spatial structures of e* and e| are supported by the time histories of 
beach profile change which are given in Fig. 15. 

Fig. 17 Temporal dependence of the eigenfunctions ci and eg. 

Figure 17 shows temporal variations of the eigenfunctions, c* and 
c*, denoted by solid and broken lines respectively. At the top of the 
figure, the times of occurence of H.W.L. and L.W.L. are indicated by 
open and filled circles, c* shows a trend of gradual increase with 
time. This means that the study beach was accretive over the duration 
of the experiment (24 hr). On the other hand, the time dependence of o* 
exhibits a strong periodicity indentical to that of the tide. During 
the ebb tide, the beach profile shows a tendency to accrete, while 
during the flood tide it shows an erosive tendency. Based on these 
temporal trends, the second temporal eigenfunction appears to adequately 
represent the profile change in the foreshore. It is thus substantiated 
by empirical eigenfunction anaysis that beach profile evolution as well 
as onshore-offshore sediment transport over a tidal cycle are greatly 
influenced by the mean sea level change caused by the tide. 

6.     CONCLUSIONS 

The   main   conclusions   from   the   present   field   study   are   now 
summarized. 

(1) Two distinct relationships for the onshore-offshore sediment trans- 
port rate were found in the present experiment; i) the net trans- 
port rate was proportional to the tractive force acting on the 
bottom outside the surf zone and near the breaker position,   and ii) 
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inside the surf zone the net rate was proportional to the wave 
power. The maximum transport rate occurred near the breaker 
position. 

(2) The predominant direction of sediment transport during the flood 
tide was off shoreward, while during the ebb tide it was onshore- 
ward. The effect of the tide on the direction of sediment trans- 
port was produced by the change in the morphodynamic state of the 
beach, as being either reflective or dissipative. The migration of 
the breaker position plays an important role in the change of beach 
characteristics. 

(4) Analysis by the empirical eigenfunction method also indicated a 
negative correlation between the beach profile changes in the 
foreshore and offshore zones and tidal variation, while a positive 
correlation existed between the profile change and tide in the area 
of the breaker position. 

(5) The first and second temporal eigenfunctions, respectively, were 
found to describe the evolutionary trend of the study beach and the 
trend of profile change in the foreshore, and were found to have 
the same  periodicity as that of  the  tide. 
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MORPHOLOGY AND DYNAMICS OF CRESCENTIC BAR SYSTEMS 

by 

V. Goldsmith1, D. Bowman2, K. Kiley3, B. Burdick3, Y. Mart4 & S. Sofer4 

ABSTRACT :  Aerial photograph and field studies in the southeastern 
Mediterranean, involving bathymetric mapping, and concurrent and ante- 
cedent wave measurements, have been used to delineate the sequential 
development of crescentic bars and associated dynamics.  The bar se- 
quence includes multiple parallel or wavy bars, ridge and runnels, 
oblique/transverse bars, single crescentic and double crescentic bars, 
and occurs during a calming down of wave activity from 2.5 to 0.5 m 
waves.  The concomitant wave data, including wave directions, energy 
spectrum, significant wave height, and length of the calm period, 
showed strong correlation with the bar stages. 

An increase in total bar occurrence during summer is related to a major 
wave energy decrease in the spring, when significant wave heights (H ) 
< 1 m sharply increase to 70-85% in April-May. Inner single crescentic 
and initial double-crescentic bars are largely restricted to the calm- 
est wave months of May/April to October/November, which reflects their 
sensitivity to wave energy. The aseasonal occurrence is best shown by 
the mature double crescentic type, which apparently is the final stage 
in the crescentic bar development sequence. 

Two bar developmental sequences were delineated: one shore-normal and 
the other initially oblique, but gradually rotating to shore-normal in 
the mature stage.  Out of phase relationships between inner and outer 
bar systems resulted from the lag in response of the outer bars behind 
changes in wave direction. Among the inner crescentic bars and shore 
rhythms, phase-correlation was the rule. 

Crescentic bars are well developed on this coast because of the dissi- 
pative conditions and the distinct wave climate.  High waves in the 
winter remove the existing bars, and extended calms allow the full dev- 
elopment of the crescentic bar sequence.  Similar bar types occur on 
different coasts in different sequences and in different proportions of 
time.  Thus, it is suggested that these differences are attributable to 
global differences in the occurrences of threshold wave height condi- 
tions . 

Israel National Oceanographic Institute, Haifa, Israel and 
University of South Carolina, Columbia, S.C. 
Ben-Gurion University of the Negev, Beersheva, Israel. 
,Virginia Institute of Marine Science, Gloucester Point, Va. 
Israel National Oceanographic Institute, Haifa, Israel. 
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INTRODUCTION :  During the past 15 years, several studies have attemp- 
ted to define the specific dynamic conditions promoting the development 
of crescentic bars (e.g. Bowen & Inman, 1971; Greenwood & Davidson- 
Arnott, 1975; Owens, 1977). A global bar classification was proposed 
(Greenwood & Davldson-Arnott, 1979) including ridge and runnel, cusp, 
multiple parallel, transverse and straight bars, as well as sinuous to 
crescentic bars. 

Recently it was shown that crescentic bars occur within a bar develop- 
mental sequence on both high wave energy raacrotidal coasts (Short, 1979; 
Wright et al., 1979) and moderate wave energy microtidal coasts (Gold- 
smith et al., 1982).  On the high wave energy Australian coast, Short 
(1979) observed that as wave heights decreased from 3 m to 1 m, the ac- 
cretional bar stage sequence went from a parallel bar and channel to 
crescentic bars, megacusps, welded bar, and terminated in cusps and 
berm.  Similarly, on the dissipative, moderate wave energy Israeli 
coast, Goldsmith et al. (1982) observed that as wave heights decreased 
from 2.5 m to 0.5 m, the accretional bar sequence went from multiple 
parallel bars to ridge and runnel, transverse/oblique bars, single and 
then to double crescentic bars.  The first concern of this study is to 
further delineate the wide range of nearshore bars and shoal patterns 
along the southeastern Mediterranean microtidal coastline, and to widen 
our knowledge of environmental conditions of the different bar types. 
The second aim is to delineate the sequential stage developments of 
meandering-crescentic bar systems at HaHoterim coast, northern Israel 
(Fig. 1), and to relate this to specific wave parameters. 

METHOD :  The study includes all available air photos of the southeast 
Mediterranean taken in the period 1949-1980. Accordingly, 123 flights 
showing 150 clear coastal segments were available for bar pattern re- 
cognition. Also, a series of eight consecutive maps of the nearshore 
zone and beach at HaHoterim were made for depicting the bathymetry, 
rhythmic topography, and sequential bar development.  Twenty-two repe- 
titive overflights were conducted, twelve of which were taken at regu- 
lar weekly intervals. 

The air photos were compared to concomitant wave data, up to 60 days 
prior to each air photo date.  The energy spectrum was computed for 
each digitized wave record, twice a day for one year, using a Fast Fou- 
rier Transform algorithm described in Clairbout (1976). The equations 
from Goda (1974) were used for height and period statistics. 

THE SOUTHEASTERN MEDITERRANEAN :  The 270 km long study area (Fig. 1) 
is a relatively smooth coast, with beaches generally narrowing to the 
north (Goldsmith, in press).  Submerged and eroded eolianite remnants 
occasionally compose rocky outcrops in the inshore and along the water 
line.  Haifa Bay is the northern border of the quartz sedimentary pro- 
vince of the Nile delta (Goldsmith & Golik, 1980).  Well-sorted medium 
beach sand decreases in size from Egypt northwards to Tel-Aviv (Emery & 
Neev, 1960).  Calcium carbonate is 6-8% in southern Israel, and is 65% 
of the sediment at HaHoterim, south of Haifa.  At HaHoterim the beach 
sand is medium size (1.82 6), moderately to well-sorted (S.D. = 0,45 (5), 
slightly negatively skewed and mesokurtic (Gwirz, 1982). 
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Figure 1. Locatic-ri of study area in the 

southeastern Mediterranean. 
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The wave climate consists of three wave seasons (Goldsmith & Sofer, 
1983): the highest wave months are December-March (H = 1.0 to 1.5 m); 
the lowest wave months are May, September-October (H = 0.6 to 0.8 m); 
and the intermediate wave months are June-August.  The winter wave 
months are dominated by storm fronts passing at an average of 5-7 day 
intervals.  Maximum winter significant waves reach 5 m and 13 sec, al- 
though only about 10% of H are > 2 m high. 

The same nearshore slope gradient of 0*20* to 1* dominates the near- 
shore. However, the slopes of the offshore facing bar flanks are con- 
siderably steeper, ranging from 1* to 5*.  The Israeli coast, in spite 
of its low to medium wave height, and because of its high wave steep- 
ness and low mean beach gradient, falls mainly within the dissipative 
regime with e »  33 (Bowman & Goldsmith, in press).  Field evidence for 
the extremely dissipative character is provided by the relatively wide 
(100-300 m) barred inshore, segmented into longshore sub-regions of 
troughs and shoals, and by the rhythmic beaches, abundant bar-types and 
dominant spilling breakers. 

BAR MORPHOLOGY :  The bars observed along this coast may be grouped 
within three distinct "families" (Bowman & Goldsmith, in press). 

1. Non-rhythmic parallel bars.  During severe storms (i.e., H > 2.5 m), 
it appears that the crescentic and other bars are destroyed.  As the 
storm waves decrease, multiple parallel bars are discerned first by the 
multiple breaker lines, and then they are observed directly.  These 
bars may be straight or meandering.  Since during severe wave condi- 
tions the whole nearshore zone is filled with breaking waves, it is 
very difficult to determine the bar patterns.  Nevertheless, it is 
clear that pre-existing bar patterns are completely removed.  Observa- 
tions made by helicopter appear to indicate that the multiple parallel 
bars form and migrate shoreward only when waves decrease to H < 2 m 
and when the strong rip current systems ameliorate.  The rip current 
systems were observed to migrate in the longshore direction. During 
less severe storms (2 > H > 1 m), pre-existing crescentic bars are 
modified, but not totally removed. 

As the waves decrease, the bars migrate shoreward.  As the most land- 
ward bar approaches shore, it tends to migrate onshore non-uniformly in 
the form of a ridge and runnel, and portions of the ridge weld onto the 
beach, resulting in non-uniform widening of the beach, 

2. Single crescentic bars.  Initially oblique and transverse bars form, 
resulting from the non-uniform widening of the beach.  Within a few 
days, and with wave heights H < 1 m, the seaward ends of the bars con- 
nect to form crescentic bars, while simultaneously, the landward ends 
of the oblique/transverse bars become detached from the shore (Fig. 2). 
The beach is usually in phase with bar cyclicity, forming a dominantly 
cuspoidal shoreline. 

3. Double crescentic bars.  Double crescentic bars form when low wave 
heights persist for several weeks after the single crescentic bars are 
formed (Fig. 2).  The inner system consists of embryonic crescents 
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Figure 2. Single crescentic (top) and double 
crescentic (bottom-) bar systems 
along the Israeli coast. 
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extending across the seaward end of recurring small rip channels. Wave 
data indicate that the formation of these inner double crescentic bars 
is preceded by a short energy pulse of 1.0 > H > 0.5 in of a few hours 
to a day duration.  In the mature stage they extend more than half way 
across the inshore width (i.e., between the shore and the initial single 
crescentic bars). 

Phase correlation between the inner and outer bar systems is usually 
not evident.  Since the inner crescentic bars form at a different time 
and under different wave conditions than the outer crescentic bars, one 
set may be either skewed or symmetric, differently than the other set. 
Groins and other coastal structures interfere mainly with the inner bar 
systems, whereas the outer bars often remain continuous and undisturbed. 

BAR SEQUENCES :  The sequence of bar developments, which was observed 
by mapping, overflights, and study of the historical aerial photographs, 
is summarized in Figure 3.  The sequence includes, in order: multiple 
bars, ridge and runnels, transverse/oblique bars, outer crescentic and 
nested inner crescentic bars. The detailed sequence is discussed in 
Goldsmith et al. (1982). 

In the storm stage, the shoreline is irregular, and the rip heads ex- 
tend 200-300 m from shore.  In the post-storm stage, the outer and in- 
ner meandering bars block the former rips and feeders, indicating cir- 
culation atrophy (Fig. 3, Seq. B).  Three main levels of inshore bathy- 
metry are discerned: 1) the deepest, which are the entrenched, stagnant 
rip channels; 2) shoals, which are the shallowest; and 3) the main accu- 
mulative bodies, which are the meandering and oblique bars. 

The early stages of crescentic bar development are documented in a box 
core obtained in a shore-attached oblique bar at a distance of 80 m 
from shore, at a water depth of 1 m (Fig. 4),  Five distinct units are 
shown.  The lowest unit (A) represents an onshore-migrating bar. Unit 
B displays offshore-dipping foresets, indicating a rip current. Unit C, 
the thickest and largest unit, displays approximately one-half of a 
mega-trough, which may indicate a longshore channel or wave orbital 
scouring. The upper unit (E) again indicates onshore bar migration. 
The wave history shows that a severe storm (H = 3 m) occurred three 
weeks prior to obtaining the box core.  Such storms tend to destroy all 
bars.  This suggests that this entire core was formed during a post- 
storm sequence, although the depth of activity was not documented. The 
top unit, landward-dipping planar bedding, reflects the asymmetrical 
shoaling waves, which may correlate with the low waves prior to samp- 
ling. 

During the extended calm, the sediment fill "blurs" the stagnant rip 
channel (Fig. 3, post-storm, Seq. B). Nested "micro" transverse bars 
and cusps, in phase with embryonic rips, dominate the foreshore and the 
shallow inshore. Also during extended-calm, a new, shore-normal inner 
microsystem grows out of the former shoals and embryonic rips. The in- 
ner system shows discontinuous crescents that match the shoreline micro- 
embayments. The inner system becomes less complex, and both bar systems, 
separated by a trough, are in phase with the shoreline and the trans- 
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CRESCENTIC    BAR DEVELOPMENT 
HAHOTERIM    ISRAEL NOV 1978- JUNE 1979 

STAGE SUBSTAGE TIME 
[CUMULATIVE) 

OBSERVED VARIATIONS 

A. Storm 
(Storm Woves 2 2 m 

(Storm Waves = I-2m) 

B. Post-storm 2. Transverse/ S Week 
Oblique Bars 

Growth From 
Shore 

3. Incipient Crescentic 1-2 Weeks 
Bars (After Detachment) 
Cycle regresses back to 
here under "storm" 
waves of 0.5 - I.Om 

C. Extended- 
Calm 

4. Incipient Double 
Crescentic Bars 

0. Prolonged- 
Calm 

5. Mature 

Double Crescentic 
Bars 

6. Merged Bars (?) 

> 3 Weeks 

Figure 3. Crescentic bar development and 
concomitant waves in the south- 
eastern Mediterranean. 
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HAHOTERIM 

22.2.82 

024 
OBLIQUE     BAR    HISTORY 

T  E.   LANDWARD   DIPPING   PLANAR   BEDDING 

D.  SUBHORIZONTAL    PLANE   BEDS   OF FINE    SAND 

C. MEGA - TROUGH   CROSS- STRATIFICATION 

B. SEAWARD   DIPPING   FORESETS   (Rip currents - 
offshore) 

A. LANDWARD    DIPPING    PLANAR    BEDDING 

80 meters 

25 30 
JANUARY 

10 15 
FEBRUARY 

Figure A. Sedimentation and wave history on 
an oblique bar, HaHoterim. 
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verse bars.  The outer bars did not evolve during the inner crescentic 
low energy regime, but persisted from the moderate storms, and should 
be regarded as inherited.  Their "memory" results in out-of-phase rela- 
tionships between the outer and inner crescentic systems, i.e., the cen- 
ter of the outer crescentic bar corresponded to an inshore shoal, and 
the outer horns pointed toward an inshore rip channel.  Sequence B (ex- 
tended calm, Fig. 3) indicates the complete removal of the antecedent 
morphology under the influence of low waves. Phase correlation between 
the inner bars and the cuspate shore rhythms usually dominates this 
mature double crescentic stage. 

The following wave characteristics were defined coincident with bar 
stages: 

1) Storm, above threshold conditions for bar formation; spilling-plun- 
ging breakers, H > 1.0 m, main range of spectral density > 10 1 m2/ 
Hz.  These conditions typify stage A. 

2) Wave energy conditions decrease below threshold; collapsing-surging 
breakers, H < 0.5 m, main range of spectral density 10 2 to 10* m^/Hz. 
These conditions indicate the start of crescentic development. 

3) Calm, H <' 0.3 m, main range of spectral density < 10 2 m2/Hz indi- 
cating the_double crescentic bar stage.  Minor storms in the range of 
10 2 to 10 * m2/Hz did not modify the double crescentic bar pattern. 

BAR AND WAVE SEASONALITY :  Although the 150 observations of bars dur- 
ing the 1948-1980 period were spread throughout all months of the year, 
there is a definite tendency for more bars to occur during the six low- 
est wave months, June through November (62%), than the remaining six 
months (Fig. 5A).  This tendency is explained by the monthly frequency 
of low waves (H < 1 m) during the 1948-1978 period (Fig. 5B).  The 
parallelism between months of low waves and the annual distributions of 
bars is quite striking.  Most notable is the increase in bars related 
to a major wave energy threshold in the spring, when the frequency of 
H < 1 m sharply increases from 58% in the winter months to 70% fre- 
quency in April and 85% in May.  The calmer and barred summer composes 
an uninterrupted period of lower waves, explaining the observed seaso- 
nal stability of some of the bar types.  Summer shows two peaks of low 
wave activity (Fig. 5B). May to June composes one low wave peak which, 
when one allows for the lag time needed for bar formation, is clearly 
related to the high occurrence of bars in June.  July is stormier, and 
therefore both July and August have fewer occurrences of bars. August 
and September compose a second summer low wave peak, and this is mainly 
related to the bar-richest month of September.  Thus peaks of bar occur- 
rence and wave energy do not match perfectly, but rather indicate a lag 
in the adjustment of bars to wave power, also observed by Short (1979). 

The mature double crescentic bars occur throughout the year, lacking 
seasonality (Fig. 6).  The single crescentic and the initial double 
crescentic bars are the most energy-sensitive types, being non-existent 
during winter but abundant from May to November.  Non-rhythmic morphol- 
ogies also seem to occur most of the year (Fig. 6). The major excep- 
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Figure 6. Seasonal distribution of bar types 
in the southeastern Mediterranean, 
1949-1980. 
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tions are the months of May to July, when the crescentic families domi- 
nate.  Because July has higher waves, August shows the reappearance of 
noncyclic systems.  This antiphase relationship between non-rhythmic and 
crescentic bar families continues in September/October. 

DISCUSSION :  The coast of Israel is highly dissipative, and is domina- 
ted by single and double crescentic bar families, which compose 71% of 
the bars.  Because of the cyclicity of storm waves followed by extended 
times of low waves, the sequence of bar types recurs several times per 
year. Therefore this may well be one of the best places to study bar 
sequences. 

Thus, this coast is different from the Australian coast (Short, 1979; 
Wright et al., 1979), where the inner single crescentic bars, defined 
as megacusps and welded bars, dominated. This may be related to the 
higher Australian wave energy. This, in turn, differs from the obser- 
vations of Greenwood and Davidson-Arnott (1979), who reported a lack of 
seasonal bar changes and continuous dominance of crescentic bars. 

Similar bar types occur on most coasts, despite large differences in 
wave climate, tidal conditions, nearshore slopes and grain size. Most 
importantly, bars occur successively within definite sequences. However, 
on different coasts the bar types tend to occur in different sequences 
and in different proportions of time. It is suggested that these dif- 
ferences are directly attributable to global differences in the occur- 
rences of threshold wave conditions. This, in turn, may be partly due 
to differences in sediment size and inner continental shelf slopes, as 
well as to the differences in wave climate. 
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LONGSHORE TRANSPORT DETERMINED BY AN EFFICIENT TRAP 

by 

R. G. Dean1, M. ASCE, E. P. Berek2. A.M. ASCE, C. G. Gable3, 
and R. J. Seymour4, M. ASCE 

ABSTRACT 

The Nearshore Sediment Transport Study (NSTS), sponsored by the 
National Sea Grant Office included a field component to quantify the 
total longshore sediment transport relationship. This component was 
conducted at Santa Barbara, California and encompassed a period of 
eighteen months during which ten surveys were conducted. To date, 
eight of these surveys have been analyzed, yielding seven intersurvey 
periods. A total of 288,600 m3 of net sediment transport was 
documented by these eight surveys. The wave characteristics are based 
on one of two Sxy gages located in a water depth of 7 m. The most 
widely used correlation constant, K, in the relationship I = KP, is 
0.77. The values found from the data were 0.93 and 1.23 for linear 
and log best-fit values, respectively. The corresponding values 
of K4 relating I and S  are 2.60 and 2.63 m/s, respectively. 

INTRODUCTION 

Many coastal engineering projects and interpretation of nearshore 
phenomena depend on an accurate quantitative relationship between 
total longshore sediment transport and the wave (and other) 
characteristics which cause the transport. Although a number of field 
studies have been carried out, the characteristics of most studies are 
such that considerable uncertainty exists in either the 
characterization of the forcing function (i.e. waves) or of the 
sedimentary response. In particular most of the early data sets 
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relied on visual observations or hindcasts for wave direction. 
Additionally a number of the programs were based on tracer studies for 
determination of sediment transport quantities. In studies of this 
type, substantial uncertanties exist due to the approximations 
required to determine the effective vertical and lateral limits of 
transport. 

The present paper describes a field measurement program carried 
out at Santa Barbara, California. The wave characteristics were 
determined by an "Sxy gage" comprised of four pressure sensors 
positioned on the bottom at the corners of a 6 m square array in 7 m 
of water depth. These wave conditions were transformed to the breaker 
line where both P_ and S  were established for correlation with the 
sediment transport; The net longshore sediment transport reported 
herein was established by means of eight surveys, each consisting of 
67 beach profiles and 63 survey lines. The "near total" trap is the 
spit of sand which is attached to the eastern end of the Santa Barbara 
breakwater and portions of the updrift beaches. The surveys 
encompassed a period of 13 months during which a total of 288,600 m3 

of net sediment transport was documented. Correlations are presented 
of the net longshore sediment transport with P^, the longshore 
component of energy flux at breaking and S   tne flux in the onshore 
direction of the longshore component of momentum. 

PREVIOUS RELATED INVESTIGATIONS 

The number of field investigations of longshore transport is very 
limited. Greer and Madsen (1979) undertook an evaluation of the field 
data sets available in 1978. These included a sediment trap at South 
Lake Worth Inlet, Florida, reported by Watts (1953), a study of 
erosion downdrift of a jetty at Surfside, California, reported by 
Caldwell (1956), and sand tracer experiments at El Moreno Beach, 
Mexico, and Silver Strand Beach, California, by Komar (1969). Greer 
and Madsen find convincing reasons for rejecting all but the Komar 
results and find that these, at best, are only order of magnitude 
estimates. 

Subsequent to the Greer and Madsen review, three more data sets 
were reported at the Seventeenth Coastal Engineering Conference that 
overcame many of their objections to the first three. Seymour et al 
(1981) describe a sediment trap experiment at Santa Cruz, California, 
with an adjacent directional wave measurement array. Bruno, Dean and 
Gable (1981) report a series of experiments with a trap at Channel 
Islands Harbor, California, with a pair of wave gages nearby providing 
low resolution wave directional information. Inman et al (1981) 
describe tracer experiments at Torrey Pines Beach, California, 
employing a linear wave measurement array. In addition, Kraus et al 
(1981) report a series of tracer experiments at Ajigaura and Oarai 
Beaches in Japan. 

The most widely used relationship to predict longshore sediment 
transport was formulated by Bagnold, Inman and Komar and is often 
referred to as the SPM method because of broad exposure through the 
Shore Protection Manual, U.S. Army Engineers (1977). The longshore 
transport rate is given by 
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I. K P As (1) 

where I, = immersed weight longshore sediment transport rate 
PJK = longshore component of wave energy flux at breaking 

K = proportionality factor 

Values of the coefficient, K, have been established for each of 
the data sets noted above. The range of these values is shown in 
Table I. It can be seen that the values of K span over two decades. 
However, the two trap experiments with direct wave measurements 
(Seymour et al and Bruno et al) encompass a range of less than a 
factor of two. 

TABLE I 

LONGSHORE TRANSPORT COEFFICIENT, K 
FOR VARIOUS FIELD DATA SETS 

REFERENCE RANGE OF K VALUES 

Watts (1953) 1.0 - 1.2 

Caldwell (1956) 0.1 - 2.2 

Komar (1969) 0.5 - 1.3 

Seymour et al (1981) 0.5 

Bruno et al (1981) 0.7 - 0.9 

Inman et al (1981) 0.3 - 1.3 

Kraus et al (1981) 0.1 - 0.3 

SITE DESCRIPTION 

Santa Barbara is located on a sandy lowland on the coast of 
Southern California approximately 150 km northwest of Los Angeles. It 
is located on the Santa Barbara Channel which is an elongate marine 
feature bounded on the north and east by the mainland shoreline of 
Santa Barbara and Ventura Counties, in the south by the Channel 
Islands (San Miguel, Santa Rosa, Santa Cruz, and Anacapa) and bordered 
on the West by the open waters of the Pacific Ocean, Figure 1. The 
coast in the vicinity of Santa Barbara.lies in an east-west direction 
and is generally rugged. It is characterized by projecting headlands 
of rock and boulders with intervening coves having cobble covered 
shores or sandy pocket beaches backed by high bluffs. There are no 
large rivers, but numerous steep streams, with torrential flow during 
rainy seasons, that run through arroyos and discharge onto the 
shore. Santa Barbara is located approximately in the middle of the 
Santa Barbara littoral cell which extends from Point Conception to 
Point Mugu. The shoreline between Point Conception and Santa Barbara 
trends east-west and is composed of sedimentary rocks and shale bluffs 
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Figure 1    Geographic Location of Santa Barbara  (from Trask, 1955). 

fronted by sand and cobble beaches.    The climate in Santa Barbara is 
Mediterranean and is controlled primarily by the position and 
intensity of the semi-permanent Pacific high pressure system over the 
ocean to the west.    During the summer this high pressure feature 
covers the eastern North Pacific Ocean and deflects eastwardly moving 
storms to the north.    During the winter months this Pacific high 
migrates  southward and weakens,  allowing occasional   frontal   systems 
that originate in the Aleutians to move through southern California. 
The most intense extratropical  storms are those that develop between 
Hawaii  and the California coast.    These storms, because of their 
southerly position and intensity, often produce large westerly ocean 
swells which propagate into the Santa Barbara Channel between Point 
Conception and San Miguel   Island. 

Before the construction of the Santa Barbara Harbor breakwater 
the flow of sand was uninterrupted and was transported naturally to 
the beaches to the east within the Santa Barbara littoral  cell.    In 
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early 1930 when the harbor breakwater was completed, sand began 
accumulating west of the shore arm of the breakwater creating what is 
now known as Leadbetter Beach. Eventually, sand migrated along the 
breakwater and deposited in the lee or shadow of the structure 
forming a sand spit in the channel as shown in Figure 2. As a result, 
the sand spit created a navigation problem as well as stored the sand 
that was naturally previously transported to the downcoast beaches. 
Therefore, a dredging program was initiated in 1935 for placing 
obstructing material within the harbor on the starved downcoast 
beaches to prevent further erosion. This annual harbor maintenance 
and beach nourishment program is still in progress. There were two 
dredging episodes within the time frame of this experiment. 

The wave climate at Santa Barbara is generated either between the 
Channel Islands and the coast (local wind waves) or generated in the 
ocean seaward of the Islands. The local wind waves from the south are 
usually insignificant with only choppy seas and small waves. Wiegel 
(1959) reports that local storms from the southeast have a fetch of 
145 km and generate waves toward the Santa Barbara coast with 
significant wave heights ranging from 244 to 488 cm. The predominant 
waves are  from the southwest and west that enter the Santa Barbara 
Channel between San Miguel Island and Point Conception. Leadbetter 
Beach is protected by the Channel Islands and Point Conception from 
swells generated by distant storms from all other active sectors. 
Wiegel (1959) reports that waves from the southwest and west range 
from 30 to 500 cm but average about 91 cm. The average wave period is 
12 seconds, but ranges between 8 and 15 seconds. Leadbetter Beach is 
a feeder beach for the sandspit formed in the shadow of the 
breakwater. It is characterized by a steep beach slope, narrow surf 
zone, unique wave climate with a narrow window of approach and high 
angle of incidence, unique wave refraction effects, and a 
unidirectional longshore current of high magnitude. The sand is well 
sorted with a median size of approximately 0.22 mm. Gable (1980) 
provides a detailed description of the experiment site. 

DESCRIPTION OF SURVEYS AND TECHNIQUES 

The accumulation of sediment was measured at approximately 6-8 
week intervals with profiles extending from the dry beach to a depth 
of about 10 meters. A total of ten beach and nearshore surveys of the 
sediment trap at Santa Barbara Harbor and the adjacent updrift 
"Leadbetter Beach" were completed between 18 October, 1979 and 26 
February, 1981. Surveys were scheduled to coincide with days of large 
tidal ranges. The schedule was modified occasionally according to 
weather and dredge operations. Each survey required 4-5 days to 
complete. The starting dates for each survey were: (1979): 18 
October, 30 November, (1980): 20 January, 25 February, 10 April, 3 
June, 25 August, 22 October, 17 December, (1981): 26 February. The 
survey plan is shown schematically in Figure 3. A total of 63 
nearshore profile lines was surveyed using an Automated Bathymetry 
System (ABS) on-board a small survey boat provided under contract by 
Ocean Surveys, Inc. (0SI). Each of these profile lines was surveyed 
with ABS three times to enable the averaging out of long period ocean 
swells. The beach surveys were carried out to wading depths, used 
conventional rod and level techniques and consisted of 67 profile 
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lines. The nearshore and beach profiling were conducted over the 
maxima and minima of large tidal ranges, respectively, to achieve as 
much overlap as possible. Tide data necessary to reduce depth 
readings to the MSL datum were collected using a tide staff and a NOAA 
recording tide station. Range lines were defined by two survey points 
marked by flags, which a rodman aligned before each survey reading. 
Rod locations were established rapidly using a specially constructed 
plastic coated stainless steel survey line marked at 5 meter intervals 
seaward of the benchmark except where pronounced changes in slope 
occurred. An engineer's level and rod provided vertical control. 
Measurements were made out into the water by the tapeman paying out 
the tape in 5 meter increments from a fixed point on the baseline. 
The profile was terminated when the water became too deep for the 
rodman to wade or the breaking waves made it impossible to plumb the 
rod. 

The nearshore bathymetry was measured using an ABS onboard a 
small survey boat. The "boat" surveys usually took three full days to 
profile all 63 lines (each three times) and required one boat 
operator, one field electronics engineer, and a minimum of two 
experienced surveyors. To assure that the boat remained on the given 
range azimuth and to assure accurate replication of the survey lines 
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from survey to survey, a transit and Cubic Autotape positioning 
responder were set up over each of the profile bench marks.    The 
transit operator would turn the proper azimuth from a known backsight 
and give course corrections to the boat operator via FM radio.    Two 
orange survey cones on-range were placed on the beach to provide the 
boat operator a  visual   line.    Distance offshore measured from the 
responder located over the benchmark was continually monitored by the 
electronics operator on board the boat.    This technique    ensured that 
the proper cut-off distance offshore was met.    The second responder of 
the Autotape positioning system was installed over a bench mark a 
sufficient distance up or down the beach to provide an accurate 
measure of the distance off-line at each position fix.    The ABS 
consists of the following equipment:  a Raytheon DE-719B Fathometer, 
Innerspace Model  412 Digitizer, Cubic DM-40A Autotape Range-Range 
Positioning Navigation System, Hewlett Packard Model   5150A Thermal 
Printer, and a Sea Data Model   1250 Data Logger and Cassette Recorder, 
see Figure 4.    This equipment was secured into a 6.7 meter survey boat 

AUTOTAPE 
DM-40A 

RAYTHEON 
DE-7I9B 

FATHOMETER 

INNERSPACE 
TECHNOLOGY 
412 DEPTH 
DIGITIZER 

DEPTH 
JL 

Y   BOX 
SEA DATA 

1250 

M^ DATA LOGGER 

HEWLETT-PACKARD 
5150A  PRINTER 

Figure 4 Block Diagram of OSI's Data Acquisition System 

(Boston Whaler). The survey boat was conned along each transect by a 
transit operator on shore. However, boat position was fixed by 
logging two ranges of the Cubic Autotape positioning system. As the 
range determinations of the Autotape are updated at approximately one 
second intervals, the Autotape is designated the master for the 
automated system. At each update, a print command is sent to a 
Hewlett Packard Model 5150A thermal printer and a scan command is sent 
to the Sea Data Model 1250 digital cassette magnetic tape data 
logger. The range-range data, in parallel binary coded decimal (BCD), 
is thus recorded on both printed paper tape (hard copy backup and 
visual presentation of digital data for field data quality control) 
and magnetic tape. On command from the Autotape, both the printer and 
the data logger also record the current depth reading. Depth data are 
available from the Innerspace Model 412 depth digitizer. The 
digitizer accepts "start-stop" pulses from the Raytheon Fathometer. 
The interval of time between the start and stop pulses is directly 
proportional to depth. The fathometer records on strip chart and 
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provides depth readings to the digitizer nine times per second. 
Accordingly, the depth data are virtually instantaneously available at 
each Autotape command. Communication between all components of the 
system is provided to assure that position and depth data are not 
being updated at the instant of recording. An automatic "event" is 
also recorded at every 16th Autotape command on the cassette tape, 
printer paper tape, and fathometer strip chart. This event mark 
allows data processors to correlate the three recording media to check 
accuracy. As a "bookkeeping" function, each sequential event is 
numbered on the cassette tape. The cassette tape data logger also 
records times in the "header" for each data record as well as a 
manually entered run number, set by the operator at the beginning of 
each run. A "Y" box receives the BCD depth and range data and splits 
these signals for separate transmission to the printer and data logger 
allowing continued operation of the system should a failure occur in 
either of the recording media. A block diagram of the data 
acquisition system has been presented as Figure 4. The depth sounder 
and digitizer establish the elapsed time interval between transmission 
of an acoustic pulse and receipt of a return echo from the seafloor. 
To precisely relate this time interval to water depth, an adjustment 
is necessary on both instruments for the speed of sound in the water 
at the site. This was accomplished by conducting "bar checks", a 
process of lowering a target "bar" on a calibrated line to known 
depths below the depth sounder transducer. Both the depth sounder and 
digitizer are then adjusted to display this depth precisely. Bar 
checks were performed at nominally three hour intervals and at the 
beginning and end of each recording period. A more detailed 
description of the survey system and techniques is provided by Gable 
(1980). 

WAVE ANALYSIS 

The incident wave climate was measured using two slope arrays at 
a depth of approximately 7m. A description of the hardware and the 
data retrieval and recording methods for a similar installation is 
contained in Seymour et al (1981). The location of these arrays is 
shown in Figure 3. Each array consists of four pressure sensors at 
the corners of a 6 m square frame. Pressures were sampled at 1 hz and 
1024 samples (17+ minutes of data) were obtained at nominal six hour 
intervals for the duration of the experiment. 

Two different approaches were used in analyzing the wave data to 
allow estimation of the longshore transport. The first method 
provides input for Equation (1). In this approach, the pressure 
signal from one of the sensors in each array was Fourier transformed, 
corrected to surface elevations by application of linear wave theory, 
and converted to an energy spectrum. A weighted characteristic 
frequency for this spectrum was then calculated. Using the cospectra 
of the surface elevation with the sea surface slope components, a 
characteristic wave approach direction was calculated. Employing the 
total energy in the spectrum, a singular wave was constructed having 
the characteristic frequency and direction. This wave was then 
refracted to the break point using linear shoaling theory. Finally, 
P, was calculated for this breaking wave. 



LONGSHORE TRANSPORT 963 

In the second approach, the longshore component of shoreward 
directed radiation stress, S    , was calculated for each array.    The 
slope array facilitates this calculation since, as shown in Higgins, 
Seymour and Pawka (1981), S     is proportional to the cross-spectra of 
the sea surface slopes. 

Since the nearshore bathymetry is marked by non-parallel 
contours, the two arrays produce somewhat different values for either 
of the two parameters.     In this work the data from the east array were 
employed. 

RESULTS 

The principal results are the correlations between the immersed 
weight longshore sediment transport rates, I,, and measures of the 
wave forcing as characterized by p  and S . For purposes of 
establishing, I,, the volume changes were Based on the following 
areas: the spit in the lee of the breakwater, the area fronting the 
breakwater and the portion of Leadbetter Beach encompassed by the 
survey lines to the east of the easterly Svv. gage, see Figure 3. xy 

Table II presents the characteristics of and results from the 
seven intersurvey periods. It is seen that there was much more 
sediment transported during some of the intersurvey periods than 
during others. For example, during the third intersurvey period the 
average immersed weight transport rate was almost 300 N/S whereas 
during the following intersurvey period, the rate was less by more 
than an order of magnitude. The seventh column of Table II presents 
the K value calculated from each individual data set and it is seen 
that these values range from 0.32 to 1.63, a range of approximately 
five. However the smallest value which exhibits the greatest 
deviation from the norm is associated with the fourth intersurvey 
period which is characterized by a very small value of I,. If this 
one point is not included, the ratio of the largest to smallest of the 
remaining individual K values is less than two, which appears 
reasonable for this type of measurement. Unless stated otherwise, the 
results presented herein will exclude this one "outlier" value. The 
1^ vs P„5 data are plotted in Figure 5 on a log-log scale. Values of 
K were determined that provided best least squares fits between I, and 
KP^ and between log I, and log KP,S. The corresponding K values were 
0.93 and 1.23, respectively. It is noted that a previous study for 
Santa Barbara by Galvin (1969) had combined sediment accumulation 
values developed by J. W. Johnson with wave characteristics deduced by 
Galvin based on wave hindcasts and a wave direction which yielded the 
maximum P , (i.e. minimum K); Galvin's mean value of K was 1.60. The 
K value or 1.23 determined from the present study is smaller than that 
determined by Galvin and larger than the values (0.77) referenced in 
the Shore Protection Manual (1977) and most often employed. As shown 
in Figure 6 the value determined herein is in approximate agreement 
with an earlier correlation of K with sand size developed by Dean 
(1978), where the characteristics of the other data points presented 
in Figure 6 are described. 

It seems plausible that 1^ should correlate reasonably well with 
the total longshore force, Sxy, acting on the surf zone, in the form 
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One disadvantage of this form is that K^ is dimensional, whereas K 
(Eq.  1)  is dimensionless.    The Sxy and K# values for each of the 
intersurvey periods are presented in Table II where it is seen that if 
the one  "outlier"  (small   value)  is not considered, the ratio of the 
maximum to minimum values of K^ is 1.83, only slightly less than the 
corresponding ratio for K.    The 1^ vs  Sxy values are plotted in Figure 
7.    Best  fit  linear and logarithmic  values of Kt are 2.60 and 2.63 
m/s,  respectively. 
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p Vn? k Excluding 

SUMMARY AND CONCLUSIONS 

Summary 

A field experiment has been carried out with high-quality 
measurements of directional  wave characteristics and the associated 
sediment transport.    The results, documented herein,  span 
approximately 13 months and include surveyed volumes of 288,600 cubic 
meters of sediment transport.    The analysis,  based on six intersurvey 
periods, yield best-fit linear and logarithmic values of K of 0.93 and 
1.23,  respectively.    The corresponding values of K^ relating the 
immersed weight sediment transport rate,   Ij>, and SXy, the flux in the 



LONGSHORE TRANSPORT 967 

onshore direction of the longshore component of momentum, are 2.60 and 
2.63 m/s, respectively. While the value of K is somewhat larger than 
the most-often referenced value of 0.77, it is reasonably consistent 
with the value (1.60) determined in an earlier study of Santa Barbara 
by Galvin and also is consistent with an earlier trend established by 
Dean of K with sediment diameter, D. 

Conclusions 

1. The results developed here are  supportive of a variation of the 
sediment transport coefficient, K, with diameter, D. It is likely 
that K varies with other parameters: beach slope and morphology, 
wave characteristics, etc. Well documented (waves and sediment 
transport) field programs at locations with widely different 
conditions would be valuable in further defining the variation of 
K with other parameters of importance. 

2. Although the two variables P^ and Sxy are related and appear to 
provide approximately equally good fits to the longshore sediment 
transport, investigation should be continued of the relative 
merits of these two as correlating parameters. 
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FIELD EXPERIMENTS ON LONGSHORE SAND 

TRANSPORT IN THE SURF ZONE 

by 

12 3 Nicholas C. Kraus , Masahiko Isobe , Hajime Igarashi 

4 5 Tamio 0. Sasaki and Kiyoshi Horikawa 

ABSTRACT 

Eight fluorescent sand tracer experiments were performed in energe- 
tic surf zones on natural beaches and on beaches near structures to 
measure the short-term longshore sand transport rate. Tracer of up to 
four distinct colors was injected on a line crossing the surf zone to 
investigate the on-offshore distributions of the longshore sand advee- 
tion velocity and transport rate. The tracer advection velocity, v , 
and the depth of mixing into the bed, b, were determined from large 
numbers of cores taken in situ throughout the sampling area. The sand 
advection velocity and mixing depth were not constant across the surf 
zone, but usually exhibited a maximum either toward the shoreline or 
toward the breaker line, or in both regions. The local breaking wave 
height, H. , and horizontal current velocity in the surf zone (yielding 
an average longshore current velocity V) were also measured. The data 
were interpreted with simple dimensional arguments to give the following 
results: b = 0.027 H,, v = 0.011 V, and the volumetric transport rate 
Q = 0.024 H V. Agreement was also found between the measured total 
longshore sand transport rate and a predictive expression due to Bagnold 
involving the breaking wave power and average longshore current velo- 
city. Although the results appear reasonable and consistent, a problem 
remains concerning the apparent decrease in tracer advection speed 
alongshore  recorded  in  most  experiments  at   the  longer   sampling  times. 

1.       INTRODUCTION 

The longshore sand transport rate is usually the principal factor 
determining erosion or accretion along a coast. If the longshore sand 
transport rate can be estimated, a qualitative picture may be formed of 
the general evolution of the coastline, including changes of the 
shoreline   around   structures.       This   picture   can   be   brought   to   a 
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quantitative level with numerical models of shoreline change. Such 
models require a predictive formula for the total longshore transport 
rate in terms of the average wave and current conditions. Because 
structures extend across the nearshore zone, a predictive expression for 
not only the total transport rate, but also the distribution of the 
longshore transport rate, is required to accurately describe changes 
which occur in the sea bottom and shoreline in the vicinity of such 
structures. 

Only a limited number of field measurements of the longshore sand 
transport rate have been attempted. For example, Bruno et al. (1980) 
discuss 56 field data points. Most of these measurements may be 
rejected for violating certain criteria or because of experimental 
uncertainties  (Greer  and Madsen,   1978;  Bruno et al.,   ibid). 

The goals of our sand tracer field experiment program were 1) to 
obtain data for evaluating predictive expressions for the short-term 
(order of hours) total longshore sand transport rate, 2) to obtain some 
knowledge of the distribution of the transport across the surf zone, and 
3) to determine the applicability and limitations of tracer techniques 
applied to real surf zones. Five of the experiments were part of a 
comprehensive multi-institutional cooperative field investigation con- 
ducted in Japan from 1978 to 1982. 

BACKGROUND   OF   EXPERIMENTS 

2.1       Study  Sites 

Shimokita 

Sea. »/ $*£«.* 

Hirono 
Ajigaura 

Oarai 

"Pacific Octet* 

Fig.   1     Location of 
experiment sites. 

The experiments were performed 
on four beaches: Ajigaura, Oarai, 
Hirono and Shimokita, facing the 
Pacific Ocean on the east coast of 
Japan (Fig. 1). The experiments 
are referred to by the beach name, 
and year, if necessary, except for 
the two experiments at Hirono per- 
formed on consecutive days in 1980, 
termed Hirono-1 and Hirono-2. The 
experiments at Oarai were performed 
to investigate the influence of 
structures on the waves, current, 
and sediment transport. Table 1 
gives the basic characteristics and 
brief descriptions of the  sites. 

The tidal range on these 
beaches is rather small, about 1 m. 
As much as possible, the experi- 
ments were performed during or near 
an inflection point in the tide to 
minimize its effect. The tide is 
considered to have had negligible 
influence except possibly for a 
rising tide occurring near the end 
of Oarai 81. 
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2.2       Experiment Design 

A schematic of the general experimental arrangement is shown in 
Fig. 2. A summary of the arrangements and sampling schedules of all 
eight experiments is given in Table 2. Four features distinguish these 
experiments from previously reported ones.     These are: 

i) Multicolor tracer injections were often applied to measure the 
distribution of the longshore transport rate, and to separate longshore 
and  on-offshore  effects. 

ii) Core samples were taken in situ at all times and at all locations. 
Before 1980, hand-held wedge-shaped PVC tubes were used for sampling. 
From  1980,   a special   coring device  was used (Kraus et al. ,   1981). 

iii) Two to four samplings by the spatial integration method were made 
in all experiments. In addition, sampling by the time integration 
method was made in four of those experiments. 

Three experiments were performed near structures. 
Two sampling 

methods were used. 
The spatial inte- 
gration method (SIM) 
involves near-simul- 
taneous sampling on 
a two-dimensional 
grid to determine 
the location of the 
tracer center of 
mass. The time inte- 
gration method (TIM) 
involves frequent 
sampling on a line 
crossing the surf 
zone and down-cur- 
rent from the injec- 
tion line to record 
passage of the 

tracer. Komar (1969) extensively used the SIM. Inman et al. (1980) 
performed the SIM and TIM in combination as we did in four experiments. 
In our experiments a one-time injection of tracer was used. Duane and 
James (1980) used a continuous injection method. These and other sam- 
pling methods have been described by Lean and Crickmore (1963) for 
tracer  techniques  applied  to  transport in rivers. 

Fig.  2    Schematic of multicolor 
tracer experiments,  and axes convention. 

Sand from the area of the beach face and tagged with one of four 
fluorscent colors was presoaked in a solution of water and detergent and 
injected as a line source. We have found that injections in amounts of 
1 kgf/m on-offshore yield acceptable results. If the amount is too 
large, the counting time increases due to high concentrations; if too 
little tracer is injected, statistically significant amounts will not be 
recovered. Normally, injection was made by carefully cutting open small 
bags of tracer held on the surf zone bottom. In Oarai 82 the tracer was 
injected to a depth of 5 cm by operating the core samplers "in reverse": 
no  appreciable  difference was noted. 
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The samples were segmented to a certain nominal depth, typically 6, 
10 or 14 cm, depending on the results of a preliminary analysis of the 
mixing depth. In three experiments (Ajigaura 78, Ajigaura 79, and Oarai 
82), all samples were processed as core samples (yielding on the order 
of a thousand segments of thickness 1 or 2 cm per experiment). In the 
other experiments, only samples on certain longshore and on-offshore 
lines were finely segmented in 1- or 2-cm lengths. The remainder were 
processed in i|- or 6-cm segments and treated as grab samples in the 
analysis. These data sets of several hundred to a few thousand segments 
per experiment provide a detailed picture of the horizontal and vertical 
movement of the tracer over a wide area of the surf zone. 

The tracer was counted by hand under ultraviolet light. Concentra- 
tions were expressed as a number per unit volume of sample, in effect 
the number of grains per centimeter in the bed for a fixed sampler 
surface area. A spectrofluoroscopic counting method was devised for 
high concentrations (Farinato and Kraus, 1981). However, the method was 
not implemented because of the necessity for a chemical technician. 

It was decided to make local wave measurements to avoid introducing 
uncertainties such as might arise from refracting waves from deep water, 
use of a breaking criterion, complications of diffraction from struc- 
tures, etc. The wave field was measured by capacitance wave gages and by 
filming the water surface elevation at poles with 16 ram cameras from a 
high elevation on the beach (Fig. 2; Table 2). The camera system is 
very reliable and has provided otherwise unobtainable data on wave 
characteristics in the nearshore zone  (Hotta and Mizuguehl,   1980). 

Except for Ajigaura 78, the current was measured with electro- 
magnetic current meters, usually at three points on a line crossing the 
surf zone and near the injection line. Ideally, measurements should be 
made in the swash zone, in the midsurf zone, and just inside the breaker 
line. However, it is difficult to record in shallow water because the 
meter sensor is often exposed. Therefore the instruments usually had to 
be placed in the mid- and outer surf zone. The sensors of these two- 
component current meters were positioned 10 to 50 cm from the bottom. 

3.       METHOD   OF   ANALYSIS 

3.1       General 

Experiments based on a one-time injection of tracer require 
measurement of two quantities: 1) the sand advection velocity in the 
longshore direction, va, determined from the movement of the center of 
mass of the tracer and 2) the depth of mixing, b, determined from cores 
of material removed from the bed. The total volumetric rate of sand 
transport in the longshore direction, Q, is calculated by forming the 
product of these quantities with the width through which the transport 
takes place,   usually the width of the surf zone,   xb: 

(1) 

A conceptual model with the conditions and time scales for which Eq. 
is expected to hold is given in Kraus et al. (1981). 
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Both the adveetion velocity and depth of mixing may vary across the 
surf zone. It is therefore appropriate to consider the volumetric 
transport rate per unit width of the surf zone,   q,   given by 

q = va b (2) 

This quantity depends only on the sediment response. In multicolor 
tracer experiments, if the tracer remains localized on-offshore as it 
moves alongshore, q gives an estimate of the distribution of the 
transport  rate  on-offshore. 

3.2       Tracer  Center  of Mass  and Adveetion Velocity   (SIM) 

An element of the grand concentration array containing the number 
of recovered tracer grains per unit volume (or per centimeter in the 
bed) is represented by N(c, i, j,k,n), where the index c denotes the 
tracer color, i denotes the offshore grid coordinate, j denotes the 
longshore grid coordinate, k denotes the segment coordinate and n 
denotes the sampling time. In some experiments there were sufficient 
numbers of divers to sample the grid rapidly. Then the samples were 
taken semi-randomly proceeding from the injection line. In other 
experiments two teams of divers sampled simultaneously on their respec- 
tive lines on-offshore. In this case a sampling took about 20 to 30 
min,   depending on the size of the grid and the wave  conditions. 

Formulae for calculating the tracer adveetion velocity are derived 
in the Appendix. In application, the notation is simplified by the 
following conventions: the offshore limit is assumed to be the station 
at the breaker line, the symbol N^ * represents a sum over k of all 
segments at the location (i, j), and'T^he symbol c for color and summa- 
tions  over  color  are suppressed. 

The longshore position of the  tracer center of mass is given by 

Eyj yj Atj / V* yj  Atj 
. .-THI.J (1--rzr)Ayj/A'Bi.j (1-i^)Ayj       (3) 
i.J     J J     yJ i.J J     yJ 

The adveetion velocity is simply va = Y/t0, where t0 is taken to be the 
time of sampling on the injection line. The position of the tracer 
center of mass on-offshore was calculated by the simple approximation 

x =      E *i "i.j   Ayj / E H± j   Ayj W 
i.J i.J 

3.3       Depth  of Mixing 

The depth of tracer mixing is a matter of definition. It has been 
variously defined as the depth of greatest burial (Komar, 1969; Gaughan, 
1978) or as one of several kinds of concentration- or depth-weighted 
averages (Crickmore, 1967; Gaughan, 1978; Inman et al., 1980). In our 
experiments, most of the tagged sand in the cores was typically 
contained in the upper 6 cm, but frequently some grains were found as 
deep as 20 cm. This makes a maximum depth or depth-weighted definition 
of    b    either unrealistic or highly subjective. 
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Under steady waves and currents, a developing core concentration 
profile should have a maximum in the surface layer and decrease 
monotonically with depth. At equilibrium, the tracer should be 
uniformly distributed from the surface to some maximum depth. In 
reality, conditions are not steady and samples often exhibit one or more 
positive concentration gradients with depth, indicating the occurrence 
of two or more high energy turbulence events, or that local erosion or 
accretion  took  place. 

We developed a definition of the depth of mixing with a variable 
parameter, the percentage of tracer contained in a core to a certain 
depth, in order to investigate the effect produced by the various irre- 
gular concentration profiles (Kraus et al., 1980, 1981). Within any 
core segment (typically of thickness 1 or 2 cm), the tagged grain con- 
centration is assumed to be uniformly distributed. Then for each core, 
a local mixing depth is calculated which includes a specified percentage 
of the total tagged grains of a particular color. The mixing depth, b, 
is then defined as a simple average of a particular subset of local 
mixing depths. In previous work we used a concentration-weighted aver- 
age but, because recovered numbers of tagged grains in a core can vary 
over two or three orders of magnitude, a simple average was later adopt- 
ed. This procedure was strengthened with a criterion requiring that at 
least one segment contain more than a specified number of grains. After 
examining thousands of core profiles from several experiments, the 
minimum cutoff was set at 5 grain/cm. Assuming that this criterion 
eliminates statistically unreliable cores having a high "noise" content, 
the cores accepted for analysis can then be considered of equal weight. 

An additional criterion was imposed in an attempt to remove cores 
suspected of being contaminated by erosional or accretionary events. 
Cores were rejected if a segment with no tagged grains appeared between 
segments containing 50? of the tracer in the upper part of the core. 
This criterion reduced values of b by approximately 25? from those 
calculated previously. 

The effect of the cutoff percentage on the average mixing depth was 
examined. It was found that a linear relation is maintained to a cer- 
tain cutoff percentage, after which the relation deviates significantly 
from linearity.     An example is  shown in Fig.   3  for  Oarai  82.     This 

result indicates that uni- 
formity in mixing exists to 
a certain depth, after 
which the amount of tracer 
rapidly tails off. We 
found that a cutoff per- 
centage of 80? was suitable 
for all the experiments, 
similarly to Kraus et al^ 
(1980, 1981). A complete 
description of the experi- 
mental results and analysis 
of the depth of mixing is 
in preparation (Kraus and 

Fig.   3    Depth of mixing Isobe,  in prep.) 
vs cutoff percentage. 
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4.  RESULTS 

4.1 Budget of Tracer 

An estimate of the total number of tracer grains transported over 
the sampling grid can be made by assuming that the number of grains 
recovered at a site is representative of the surrounding area. Since 
the tracer grains in the samples were counted to their point of extinc- 
tion, the calculation can be made without reference to the depth of 
mixing. Knowledge of the number of tracer grains per unit weight of the 
injected tracer allows comparison between the number of grains injected 
and the number accounted for by  the  sampling. 

Although this procedure is straightforward in principle, in prac- 
tice one cannot be certain of the absolute value of the calculated 
recovered amount because of the difficulty in counting the number of 
tagged grains in, say, 1 gf of tracer. Therefore, the acceptability of 
the measurements was judged by comparing the relative amounts recovered 
at the different (SIM) samplings. If a significantly smaller amount of 
tracer was recovered compared to other samplings, that sampling was 
considered unreliable. Most of the rejected measurements were from the 
earlier sampling times. This is attributed to the fact that the grid 
was relatively coarse with respect to movement of the tracer at the 
earlier times. Results associated with the earlier samplings were 
therefore not included in correlations employing waves and  current. 

4.2 Sediment  Response 

The principal results of the sediment response for the SIM experiments 
are summarized in Table 3. Background data on the average wave and 
current conditions are summarized in Table 4. In what follows, (H.).., 
will be written as H.. Values for the current in Table 4 are averages 
over  the elapsed time of the final  spatial  sampling. 

(1)     Position  of   tracer   center  of  mass   (X,    Y) 

In Table 3, the notation "outer, mid, inner" refers to the relative 
positions of the different colors of tracer. It is seen from the X- 
entries that the tracer remained localized on-offshore (with the excep- 
tion of Hirono-1 discussed in Subsection (4) below), even though the 
shore-normal component of the current was usually directed offshore 
(Table 4). An explanation for this might be that the transport produced 
by the steady offshore current in the surf zone, which we and co-workers 
have found to exist in the great majority of our field experiments, is 
balanced by the transport resulting from the large onshore component of 
wave orbital velocity due to wave asymmetry. 

The purpose of performing two or more spatial samplings was to 
eliminate start-up or equilibration effects. We wished to check the 
reproducibility of the results by reference back to a previous position 
of the center of mass, not necessarily the injection line. Unfortunate- 
ly, as can be seen from the Y-values in Table 3, for most experiments a 
large translation of the tracer alongshore was recorded at the earliest 
sampling and then very little movement took place in the later sam- 
plings. This result may also be attributed to the relative grid 
coarseness at  the early samplings. 
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TABLE 4   Average wave and current conditions during experiments. 

ITEM 
AJIGAURA SHIHOKITA HIR0N0 (1980) OARAI 

1978 1979 1979 11/13 11/14 1980 1981 1982 

Breaking HajtfiS. 

depth       hb     (cm) 90 130 110 190 120 100 140 100 

height     tVl/3  (cm) 
surf. elev. 07b)rm8  (cm) 

98 110 63 161 100 100 111 80 

20 28 17 37 24 24 26 21 

period     (TbJl/3  (sJ 

angle       ©b     (deg) 
9.0 6.5 4.9 8.7 8.4 10.2 6.1 7.5 

6 2 6 2 3 -8 6 4 

Longshore Current; 

v (cm/s) 

meter 1 outer 53* 31 18 22 14 6 27 1 
2 mid 52* 34 28 19 17 26 7 0 
3 inner 45* 37 25 ** 15 ** ** 5 
4 inner ** 28 ** ** ** ** ** ** 
6 mid ** 34 ** ** ** t* ** ** 

Offshore Current 
u (cra/s) 

meter 1 outer ** 8 25 15 5 -2 3 4 

2 mid ** 11 25 26 24 -6 1 15 

3 inner ** 13 23 ** 5 ** ** 13 

4 inner ** 9 ** ** ** ** ** ** 
6 mid ** 24 ** ** ** »* ** ** 

* Current measured by floats. 

(2)     Depth  of  mixing     (b) 

The depth of mixing was calculated for each color of tracer 
according to the procedure discussed in the previous section. In Table 
3, it is observed that the depth of mixing tended to increase slightly 
with time. In some experiments a bimodal distribution in b is noted 
whereas in other experiments a maximum is found either near the shore- 
line or near the breaker line. An unambiguous maximum was not found in 
the midsurf zone. Mechanical stirring of the bottom, which would result 
in large concentrations of suspended sediment and greater mixing depths, 
is expected under certain breaking waves and in the swash zone. There 
is normally no similar stirring process  in the  middle  of  the  surf zone. 
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Fig.  l|    On-offshore distribution 
of the depth of mixing (Oarai 82). 

Figure 4 plots the on- 
offshore distribution of 
the mixing depth for the 
second spatial sampling at 
Oarai 82. The bars are two 
standard deviations. This 
representative result shows 
that there is great varia- 
bility in the mixing depth 
at any one location. An 
average mixing depth calcu- 
lated from a small number 
of cores would therefore be 
unreliable. It is seen 
that the mixing depth had 
maxima in the swash zone 
and near the breaker line 
in this experiment. 
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It is reasonable to assume 
that the mixing depth is propor- 
tional to the breaking wave 
height. The experiment-average 
values of b have been, plotted 
against the significant breaking 
wave height in Fig. 5. It should 
be emphasized that these values 
are each the average of many 
cores. A best-fit straight line 
through the origin gives 

b = 0.027 Hb (5) 

Equation   5    pertains    to   mixing 
_-————— depths   resulting   from   steady 

80     100    120   140    160    180   200 J 

H„(cm) waves,   with 
the tide. 

ninimal   influence  of 

Fig.   5    Depth of mixing. 

(3)     Tracer advection velocity     (va) 

If the transport is fully developed, we expect the sand advection 
velocity to be proportional to the mean longshore current. Advection 
velocities for elapsed times greater than 60 min (SIM) are plotted 
against the average current over that time in Fig. 6. Although there is 
considerable scatter,  by fitting a line through the origin,  we get 

0.014 V (6) 

The advection velocity determined by the TIM was always greater 
than that from the SIM. For the two experiments in which the TIM was 
performed on two distinct lines (Ajigaura 79 and Shimokita 79), the 
calculated advection velocity was essentially proportional to the dis- 
tance from the injection line to the sampling line. 

To understand these re- 
sults, the numbers of tagged 
grains found on the temporal 
sampling lines were plotted as 
a function of time. The 
numbers did not systematically 
increase and then decrease 
through the duration of the 
sampling as one would expect, 
but rather remained almost con- 
stant. Large numbers of grains 
were thus recovered both at the 
earlier and later samplings. 
The appearance of large numbers 
of grains at the early sam- 
plings produces a high trans- 
port rate because the TIM gives 
more weight to early times (Eq. 
A-5). The fact that large 
numbers were recovered at later 

(mni/s) 
Experiment min 
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i> Hirono-2 120 
o         " 180 
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D          -   '81 90 
a         " 180 
«          -   '82 180 

0.014 V 

V (cm/s) 

Fig.  6    Sand advection velocity. 
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sampling times indicates that the tracer center of mass did not pass the 
sampling line, a result in contradiction to values computed with the 
SIM. Inman et al. (1980) also report higher advection velocities for 
the TIM. It appears that the TIM sampling line should have been located 
closer to the injection line (say, 5m), but in view of the SIM results 
this requirement is puzzling. 

(H)     On-offshore   distribution  of  the  transport  rate  (q) 

The entries for q in Table 3 show that the distribution of the 
transport rate in the field does not take a universal form. The multi- 
color tracer experiments gave a constant distribution for Shimokita, a 
distribution with a maximum toward the breaker line for Oarai 81 and 
Ajigaura 78, a definite bimodal distribution for Ajigaura 79, and a 
distribution with a maximum toward the inner surf zone for Oarai 80 and 
Oarai 82. The diversity in distributions can be explained by consider- 
ing the combined effects of the current and the mode of transport (bed 
load  or  suspended load). 

It is the authors1 experience that the typical longshore current 
profile in the field is rather flat across most of the surf zone, unlike 
the velocity distribution observed and predicted for a uniformly sloping 
(laboratory) beach, which is well peaked in the midsurf region. A flat 
profile was found in Ajigaura 79 and Shimokita (Table 4). Another such 
field example was reported by Kraus and Sasaki (1979). A broad flat 
longshore current profile may be explained to be a result of the step- 
type bottom which is usually found on gently sloping beaches (Mizuguchi 
and Horikawa, 1978). That is, waves can break, reform, and break again 
on nonplanar beaches. In the vicinity of structures, the longshore 
variation in wave height due to diffraction may also considerably alter 
the current distribution. For the beach at Oarai, the variation in 
breaking wave height produced by the harbor breakwater has been 
measured, calculated, and related to the sediment transport and shore- 
line change using a numerical model of shoreline evolution (Kraus and 
Harikai, 1983). Other three-dimensional processes on a real beach will 
also alter  the idealized longshore  current  distribution (Sasaki,   1980). 

Therefore, there is no reason to expect a well-defined peak in the 
longshore transport in the field on the basis of theoretical considera- 
tions of the longshore current on a plane beach (Komar, 1977), or as 
measured in laboratory experiments (Sawaragi and Deguchi, 1978; 
Tsuchiya, 1982). It floes seem reasonable that the longshore transport 
would exhibit a peak, however, in regions where suspended load transport 
is high (swash zone and breaker zone under certain conditions). This 
approach must be refined by considering the criteria for the existence 
of a swash zone, and the breaker type (e.g., as done by Kamphuis and 
Readshaw,    1978). 

The surf zones encountered for Hirono-1 and Oarai 82 illustrate 
this point. During Hirono-1, high waves arrived on this steep beach as 
collapsing breakers and continued to run up as a turbulent bore. The 
entire surf zone consisted of intense swash which moved up the  beach in 
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expanding circular "wavelets". Near the shoreline the tracer was ob- 
served to move either in the direction of the mean longshore current or 
opposite to it, depending on the direction of the expanding circular 
wavelet of the bore at a given location. Under these conditions sand 
moved rapidly onshore with very little net longshore movement despite 
the strong current recorded in the deeper region near the  breaker line. 

In Oarai 82, waves broke mainly as spilling breakers. Little wave 
energy was expended at the breaker line. The surf zone was unusually 
turbulent and clouds of suspended sediment were seen at all locations. 
Table 3 shows that the adveotion velocity and transport were essentially 
constant in this four-color experiment, except near the shoreline, where 
the longshore current was relatively stronger. The slowly rising tide 
moved the most landward-injected tracer onshore. 

(5)     Total  transport rate     (Q;   I) 

The total transport rates are given in the last row of Table 3. 
They were calculated by averaging over the products of v and b for 
the respective regions and then multiplying by the width of the surf 
zone. In order to relate the transport rate to the wave and current 
conditions, Eqs. 5 and 6 were substituted into Eq. 1, and a planar beach 
slope was assumed, for which xb = hb/tan/3 = Hb/(7b tan/3), where tan/3 
is the beach slope and 7b is the ratio of wave height to water depth 
at  the breaking point.     An empirical formula is thus obtained, 

3.8  10" 

7fc tan/: 
2  - 

R7 V b (7) 

which is dimensionally correct. For a given wave height and average 
longshore current, Eq. 7 states that the transport should be greater on 
a more gently sloping (wider) beach. The data are plotted in Fig. 7. 
The dependence of Q on the beach slope is given some support by com- 
paring results for Shimokita (gentle slope) and Hirono (steep slope). 

Q 
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Fig.  7    Volumetric transport rate. 

A popular theoretical ex- 
pression for the longshore cur- 
rent generated by obliquely in- 
cident waves (Longuet-Higgins, 
1970) contains the beach slope 
in the numerator and a friction 
coefficient in the denominator. 
Substitution of the theoretical 
average current into Eq. 7 would 
show Q to be inversely propor- 
tional to the friction coeffi- 
cient, a physically reasonable 
result. Assuming an average 
beach slope of 1/50 and a break- 
ing index of 0.8, Eq. 7 becomes 

Q = 0.024 Hb V (8) 
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The experimental results for the mixing depth and advection 
velocity have thus indicated that the combination H^ V is a natural 
quantity on which the total volumetric transport rate should depend. In 
Pig. 7, the straight line is given by Eq. 8, which also gives the best- 
fit line through the origin. The data scatter in Fig. 7 is less than 
that in Figs. 5 and 6. This is because v and b are, roughly 
speaking, inversely related: the sand should move faster when the 
moving layer is thinner, and conversely, implying more complicated 
relationships than the simple intuititive functional dependencies given 
by Eqs. 5 and 6. However, since Q is formed as a product of va and 
b, it should be approximately invariant to the inverse relationship 
between va and  b. 

It is customary to consider the immersed weight transport rate, I, 
when correlating measured transport rates with the forcing functions of 
waves and current. The measured immersed weight transport rate, Im is 
related to    Q    by 

xm =  (ps " "w>  « C1  " a'>  Q (9) 

in which PS (Pv) is the density of sand (water), g is the accelera- 
tion of gravity and    a'    is the sand porosity. 

Bagnold (1963) derived a predictive expression for the immersed 
weight transport rate in terms of the wave power at the breaker line 
(breaking wave height)   and  current velocity,    namely, 

I     =   K'   (EC  ).   V/U (10) 
p g b m 

in which E is the wave energy density, CK is the group velocity, um 

is the maximum orbital velocity and K' is a coefficient which must be 
empirically determined and which is not expected to be constant. 

The well-known Bagnold/Inman/Komar, or CERC, formula is a special 
case of Eq. 10 in which the transport is due solely to oblique wave 
incidence (Komar and Inman, 1970). In the case of the Oarai series of 
experiments, the longshore current was produced by a combination of 
oblique wave incidence and systematic variation in breaking wave height 
as a result of diffraction at the harbor breakwater. In fact, in Oarai 
80, the direction of the longshore current was opposite to that expected 
from oblique wave incidence. Due to the complexity of the origin of the 
longshore current in several of our experiments, and due to the poten- 
tially high uncertainty in determining the breaking wave angle, Eq. 10 
was used because of its generality. In applications, such as numerical 
modeling of shoreline change, the burden of the calculation falls on 
computing the mean longshore current and breaking wave height. 

Komar and Inman (1970) found K' = 0.28 on the basis of their 
fluorescent tracer experiments. The results of the present experiments 
are plotted in Fig. 8 together with the data of Komar and Inman. A 
best-fit line through the origin gives K' = 0.21 for the present 
experiments. In linear wave theory, um = 0.5 7b C„, and therefore Eq. 
10 has the same basic dependence on the waves and current as given in 
Eqs. 7 and 8. It should be noted that the significant wave height was 
used  in obtaining Eqs.  7  and    8,   whereas the root mean square wave 
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height  was  used  in the  comparison of    Im     and 
compatible with the results of Komar and Inman. 

in order   to   be 

Our results give a lower value of the empirical coefficient K' in 
Eq. 10 than found by Komar and Inman (1970). This may be due to the 
strict procedure used in defining the depth of mixing. In contrast, 
based on results of a trapping experiment, Bruno et al. (1980), in a 
comparison using the CERC formula, report transport coefficients larger 
than those of Komar and Inman. We believe that a higher value is at 
least partially explained by the fact that sand caught by the trap 
includes a contribution from the longshore transport occurring outside 
the breaker line, and possible entrapment of onshore transport by the 
detached  breakwater  (Sasaki,   1975). 

In Ajigaura 79, the two temporal sampling lines extended past the 
average breaker line. The (orange) tracer for the outer portion of the 
surf zone was also injected outside the breaker line. Significant 
quantities of orange tracer were recovered at the two stations outside 
the breaker line. Thus we can conclude that significant longshore 
transport of sand can occur immediately outside the breaker line. 
Interestingly, no tracer of the other two colors injected in the surf 
zone was recovered outside the breaker line. 

r 
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Fig. 8 Measured immersed transport rate plotted 
against Bagnold's predictive expression. 
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5.      CONCLUDING   DISCUSSION 

Multicolor tracer experiments were found to be a practical method 
for obtaining information on the distribution of the sand transport rate 
across the surf zone. At least three colors are necessary to probe the 
often distinct transport regions of the swash zone, midsurf zone, and 
outer surf zone. As a result of these experiments, simple empirical 
expressions were obtained relating the sediment response (depth of 
mixing, advection velocity, and transport rate) to the average wave and 
current conditions. In particular, it was found that Eq. (7) for the 
total volumetric sand transport rate, 

Q  =   (factor)  H^ V /  tan/3 

is consistent with and offers an alternative to presently accepted 
predictive formulae. 

At an increase in expense, refined versions of these experiments 
should be capable of revealing dependencies of the longshore transport 
rate on such factors as the beach slope, wave type (wave asymmetry), 
size and specific gravity of the sand, etc. A fundamental theoretical 
study of the vertical and horizontal movement of the tracer center of 
mass should also be made to better interpret such experiments. 
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APPENDIX:  Governing Equations of Tracer Movement 

The derivation is based on considerations of the tracer velocity 
distribution. It is assumed that the advection velocity of an individual 
tagged grain is constant during an experiment. The total population of 
tagged grains will have a continuous velocity distribution, such as 
sketched in Fig. A1. 
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For the SIM, the longshore position of the tracer center of mass, 
Y,   at time    t      is given by 

/y N(y,  t0)dy 

/N(y,  t0)dy 

(A-1) 

N(y, tQ) denotes the number of tracer particles integrated in the 
vertical and on-offshore directions, and y is the distance alongshore 
from the injection line (Fig. 2). The path of the line integral in Eq. 
A-1 is shown as the dashed line in Fig. A2. In order to calculate Y 
using Eq.  A-1,   all samples must be  taken at the same time. 

Instantaneous sampling at all points on a two-dimensional grid is 
not possible and, in practice, sampling is accomplished by moving 
systematically alongshore and taking samples simultaneously on each on- 
offshore line. In such a case, only the number H(y, t) along the 
solid line in Fig. A-2 is known, where t is the time of sampling on a 
given line. Therefore, the path of the integral must be converted from 
the dashed line to the solid line. Then the number of tracer grains in 
the small interval AB is the same as in A'B' or A'B". Denoting the 
coordinates of A and A' by (y, t0) and (y', t), and the differ- 
ences along the y axis of AB, A'B', and A'B" as dy, dy', and dy", 
respectively,   the following equations can be easily obtained: 

(A-2) 

N(y,   tD)dy =  N(y',   t)   dy" 

N(y',   t)(1  --^--^-)dy' (A-3) 
t      dy' 

Substitution of Eqs. A-2 and A-3 into Eq. A-1 yields 

y% 

t 5 y dt 
N(y, t)d -—-^) dy' 

L 
(A-4) 

N(y', t)(1 - ~-^r) dy- 
t  dy' 

The advection velocity is given by va = Y/t0, and it can be seen that 
va is independent of tQ. 

The governing equation for the TIM can be obtained as a special 
case of Eq. A-4 by taking the path of integration from (yQ, -» ) to 
(y0>°° ), where y0 is the fixed location of the sampling line. In this 
case, as dt/dy' goes to infinity, the term of unity on the right side of 
Eq. A-4 can be neglected: then by the chain rule, (dt/dy')dy' reduces to 
dt.  This gives 
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/• 
t0  (-—-)' N(y0,   t)  dt 

f y0 / (-j—)   N(y0,   t)   dt 

(A-5) 

The adveotion velocity is va = Y/tQ which is also independent of tQ. 
Mote that the weighting functions of (y0/t) and (y0/t) in the 
numerator and denominator differ from expressions found in other work 
(for example,   Lean and Crickmore,   1963;   Inman et al.,   1980). 

dN-f(v)dv 
•No.of grains in(v,v+dv) 

Fig. A1 Hypothetical tracer 
velocity distribution. 

Fig.   A2 Definition sketch 
for tracer movement. 
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LITTORAL PROCESSES IN CAMPELLO COASTS 

J.J. DIKZ    (*) 

M. APPNILLAS (**) 

ABSTRACT 

The coasts of Campello (fig. 1), just at the North of Alicante, 
have undergone important erosions in the last few years.  A study 
has been developped for over one year to separate seasonal and 
permanent variations of the shoreline.  The geomorphology and the 
recent generation of these coasts have "been established and the 
study and wind wave regimes have heen defined to evaluate the 
littoral transports, particularly the longshore ones.  The seaso- 
nal transverse 1 profiling nay show the seasonal changes in the 
littoral zone and the sieve and mineralogical analysis of the 
different samples of +he beaches have completed the data for the 
discussion. 

Taking into account other studies of the authors in other parts 
of the East and Southeast coasts of Spain, an hypothesis on the 
littoral processes has been established, separating the seasonal 
and the permanent and degradative consequences.  Some recommenda- 
tions ti keep at least the present situation of the beaches and 
to protect the other stretches of the shore are presented as fi- 
nal conclusions. 

1     INTRODUCTION 

The especiaJ quality of Mediterranean Coasts in Spain has suffe- 
red lately somehow because of the concurrence of several circums- 
tances, as the reduction of solid materials appor+ed by the ri- 
vers or the inadequate use of the littoral and coastal zones, 
without the necessary suitable shore protection implementations 
(COPPIRO, E. 1978; DIEZ, 1982, a).  It obeys to a common world- 
wide phenomenon related to actions badly planned, which ignores 
the littoral dynamic and its role in the beach formation an evolu 
tion. 

Prof. Dr. Ingeniero de Caminos, Canales y Puertos. Director De_ 
partamento Puertos. Univ. Politecnica de Valencia. Spain. 

Prof. Dr. Ingeniero de Caminos, Carales y Puertos. Director De_ 
partamento C-eologia Ap lies da . Univ. Polite cnica de Valencia . 
Snain. 

989 



990 COASTAL ENGINEERING—1982 

Gata Cape 
Fig.l 
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Particularly, some parts of the coasts of Campello have suffered 
some apparently critical erosion in recent years. Since 1970 se- 
veral shore protection systems have been tried without adequate 
results and, for that reason, a complete study has been develop- 
ed along 1980-82. Even during the period of this study, while se_ 
veral perpendicular groins were being built, important damages 
in the village of Campello were produced by winter storms. 

This study has been developed  following two basic lines of re- 
search: a) Analysis of the littoral dynamic to define the litt- 
oral processes, and b) Identification of the forms existing in 
the coastal stretch. 

The former has required the knowledge of the maritime winds to 
establish the accurate wind wave regimes (DIEZ, 1982, b) because 
sufficient wave register data are not available for this area. 
Advances in the methods for waves and storms forecasting (SUAREZ 
BORES, 1970; C.E.R.C., 1975). and the improvement in statistics 
data (HOGBEN and LULB, 1967; BRITISH ADMIRALTY, 1968) have been 
regarded. 

The latter has been based on the present knowledge of the Geolo- 
gy of the area (M1NISTERT0 I)E pJDUSTRIA Y E^ERGIA; AL0NS0 and PE 
REZ MEATEOS, 1959) and on the results of the analysis of the 
samples obtained from the beaches of this coasts, placed at the 
South of La TTao cape, in the Forth end of the Southeastern Spa- 
nish littoral.  Contributions for understanding the genesis and 
classification of the coastal formes (SUARFZ BORES, 1974) have 
been considered. 

2     LITTORAL BYFAMIC 

The principal and nearly exclusive factor involving the littoral 
processes in Spanish Mediterranean coasts is the wind wave regi- 
me. Winds affect somehow the formation and evolution of dunes and 
the filling of lagoons, and both surges and tides only modify 
the level of the wave action.  Although changes of mean sea le- 
vel caused by winds and/or pressure variations must be taken in- 
to account because of their incidence in the analysis of both 
observational data and changes of shoreline and transversal pro- 
files.  However this stretch is one of the least affected by 
them in all the Spanish coasts.  The tide is extraordinary 
lessened here and the storm-surges do not seem to have produced 
elevations of the mean-sea level over 40 cm. 

As in other coasts studied (DIEZ & AKENILLAS, 1982, a and b) no 
appropriate and sufficient registered or observed data of the 
sea exist to define the wind wave regime for this coast. Thus a 
forecasting method arising from wind regimes has been adopted, 
taking into consideration the criteria developed  (DIEZ, 1982, b) 
which require establishing a wind regime first of all. 
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In accordance with those criteria the wind regime adopted for these 
coasts is  the  one adopted for Santa Pola bay by the authors. 
Other alternative based on the linnear interpolation is neither 
too different nor more accurate here because of the position and 
the general orientation of the coasts of Campello.  The dominant 
sea -winds are from E and SE, nearly facing the general shoreline 
direction.  The abundant breezes and other local winds are super 
fluous with this method because their influence on the littoral 
processes is weak here- 

in the Appendix the wind wave regime is obtained in accordance 
with all these considerations and an evaluation of the longshore 
littoral transport is reached by applying the C.E.R.C. formule. 
The directional wave regime shows clearly the importance of the 
fetch configuration effect on waves reaching the coast, particu- 
larly on the ones from the first quadrant (N, NE, E).  The reduc 
tion is specially important for N and, in a minor degree, for NE 
waves. On the other hand the S and SE wind waves are practically 
saturated when reaching the coast.  The seasonal analysis shows 
that the strongest waves occur in winter -and less frequently at 
the beginning of springtime-, when the waves from the first qua- 
drant are more dominant. 

The evaluation of the longshore littoral transport -also in the 
Appendix- show a clear dominance of the Southward transport, per 
fectely roticeable in the direction of the annual average resul- 
tant.  Independently of the accuracy of the C.E.R.C. formule for 
these coasts, the method followed in the Appendix may be accep- 
ted because its inaccuracy will affect all directions in a simi- 
lar proportion.  The aim of the evaluation method is not to defi 
ne an accurate annual longshore transport rate, but to establish 
an average wave incidence direction in relationship with the ca- 
pacity of the waves to generate the littoral drift.  Neverthe- 
less the relative importance of the total transport respect to 
the net southward transport must be taken into account, especia- 
lly to understand the genesis of the present San Juan bay. 

3     DESCRIPTION AND GEOMORPHOLOGY 

This sector of Campello littoral corresponds to a stretch of 
plain coast placed between two other cliff-stretches: Huertas Ca 
pe at the South and an alternating system of cliffs and "calas" 
at the North, from the Freu pass. From a point of view based on 
the longshore transport, this stretch cannot be considered as an 
isolated one, that is, as a physiographic unit because not even 
the Cape is a total barrier for the littoral drift. Nevertheless 
it constitutes a particular subunit, a little appart off the 
littoral transport and fundamentally fed by a singular source of 
materials; therefore it admits an individualized study. 

Prom "San Antonio" and "La Nao" Capes southward, Spanish coast 
shapes in accordance with the genera 1 geological system of the 
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Botic chaines, which direct their aligrements from the Peninsular 
South to the capes end farther under the sea, emerging again in 
Pitiusas and. iwallorca Isles.  Prebe tic and Subbetic chaines, at 
the North, and the actual Betic ones, at the South, close a wide 
Oval framing the coastal area between "La Nao" and "Palos" capes. 
The different chaines reach the sea trar.sversally to the Coast in 
a wide and high montainous arc and in other minor sierras and 
spurs.  They structure a series of bays and coves opened to the 
second quadrant and filled with Neogenic and Quaternary sediments 
forming the present coastal plains.   Within this frame, the Cam- 
nello coastal area is placed between the Paleogenic sierras of Bo 
nalba and Ballestera, at the Forth, and the Miocene of Huertas Ca_ 
pe, at the South, and constitutes an important Quaternary deposit 
between the mountains and the sea. 

The '"rebetio formations of the interior area may be easily chara_c 
terized as Liesozoic or bow-Tertiary ones; but the characteriza- 
tion of the carborated Jurassic and Cretaceous Subbetic forma- 
tions offer many difficulties because of their strong tectonic in 
nanpes and scales.  The dominant materials in the plain are carbo_ 
nates and detritus from the Prebetic and Subbetic Mesozoic, which, 
removed in different stages, have constituted most of the Tertia- 
ry and Quaternary sediments.  Minor quantitative importance have 
the numerous Triasic and Jurassic outcrops from volcanic or sub- 
volcanic origin (however some of their constituent mineral appear 
in the beaches).  The river Seco of Campello and its tributaries 
have principally canalized those materiaIs towards the shore sin- 
ce the Pliocene.  But other minor streams have colaborated in the 
drain of the generally intermitent run-off generating numerous 
aluviar cones and glacis between the mountains and the shoreline. 
So, three geological ensambles define this area: Betic chaines, 
the other minor Feogenic formations and the Quaternary fillings. 
Ihese elements and the littoral dynamic have imposed the poste- 
rior evolution, of the shore. 

There are enough indicators of a progression of the shore in most 
of the points of this Spanish littoral since the final Tertiary 
in relationship with the variations in the Quaternary climatology 
and the tectonic factor afecting thi s zone ; and the geners tion 
and posterior evolution of the lagoons of this area supports that 
hypothe si s. Presently the human factor has introduced some inci- 
dences in the process. 

The littoral of Campello may be considered divided in t7:o stret- 
ches by th<= delta of the Seco river, but, initially, its shore- 
line should have been one only cordon-stretch, double-supported 
on the cliffs at the North, and on the Huertas Cape, at the South, 
and with an important massive singularity constituted by the ri- 
ver materials; its importance has led to the formation of an 
actual geometric singularity dividing the stretch.  The evalua- 
tions of the average volume of materials dragged by the river es- 
tablish it in 2 . 10° ton/year.  At present, however, this volume 
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must be reduced, "because of the industrial use of the materials a? 

aggregates and the reduction and control of the water streams. 

Southward from the delta a cordon-"beach has closed an old lagoon 

up to the cape.  Behind the "beach end the berm, all along the cor 

don, one or several cheines of dunes advrnce towards the plain 

which once before was the lagoon.  The more towards the south the 

wider and flatter the beach is, the less pebbles appear and 
the thicker the dunes are, though different buildings humper that 
observation at present.  At the Forth of Muchavista all the beach 

is constituted by pebbles which desappear in the middle of San 
Juan beach. All together it looks like a double-supported, 
though somehow onen beach, due to its length. 

At the ^orth of Seco river, along of "Carrer del Mar" the shore 

deposits look different.  They are at the foot of a "rasa" of a 

gradually increasing level to reach the cliffs which shows both 
deltaic and littoral influence.  All the up-beach shows a thick 

layer of large gravels, even cobbles, in spite of the sandy 

bottoms of the onshore zone. 

4     STUDY OF a HE S110EE MODIFICATIONS 

I he erosion of the beaches o 
years now, after their inhab 

rate documentation permits t 

ces like Denia, neither hist 

been aval lable as a suitable 

pass of the Freu, the sandy 

gres sion for about 30 years 

("Carrer del Alar"} the erosi 

the pass was closed, after e 

that it began after the cons 

f Campello is noticeable for several 

itants  observations, though no accu- 

o define it.  Inversely to other pla- 

orical nor recent chartography has 

reference.  At the North of the old 

little beaches seem to show some re- 

now.  Between the Freu and the delta 

on seems to have been obvious since 

oiiie inhabitants, though others say 

truction of the first groin (i'ig. 2). 
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Actually the seawall must not have had a good performance as a 
protector and after-wards the beginning of other T-groins has acce 
lerated the erosive process destroying the revetment in both 
1979-80 and 1980-81 winters. 

In the San Juan bay, Kuchavista beach is undergoing a slow but 
continuous process of regression which affects the promenade eve- 
ry  winter for some years now; (it probably has began just after 
the la st Seco's flood and subsequent advance of the delta, about 
20 years ago).  The erosion has been spreading southwards and, in 
the two last winters, has reached even most, of San Juan beach. 

"Mine transversal profiles (P.1 - P.9} have been determined twice 
a year, considering the experience in other studies of this area, 
which show not more than two different seasonal profiles.  The 
profiles P.4 - P.5 - P-6, and even P.7, show their doltaic nature. 
The mean slopes are smaller at the South (P.1 - P.3}.  In general, 
the variations of the different profiles between February and Oc- 
tober correspond to typical transformation from bar (storm) to 
berm profiles (Fig. 3).  P.1 chows, besides, a loosing of sands 
and some retreat of the shoreline, increasing its mean slope. F.2. 
and P.3» on the contrary, show some accretion and an advance of 
the shoreline, decreasing their mean-slope.  Their pebbles were 
practically covered by sands.  The deltaic front (P.4 - P.6) 
shows some erosion.  The accretion in P.7 seems to show a domi- 
nant southward transport during spring and summer times.  P.8 and 
P.9 do not show any recovery after the winter erosions. 

As a whole the erosions seem "to dominate in spite of the seasonal 
quietness.  During winter the products of the erosion in both the 
delta and Muchavista beach may reach  San  Juan  beach  (P.1); du 
ring summer the materials of the delta reach Muchavista beach, be 
cause of a more perpendicular incidence of the vvaves.  Also du- 
ring summer eoli c action, takes the sands upv. ard s to the berms and 
dunes in San Juan.  The eolic circulation of the sands is easily 
noticeable in the bay all the year round though at present it is 
almost totally interrupted because of the wall of buildings, 
which border all San Juan beach.  The orientation of the shore- 
line in P.1 and the incidence of the summer waves may permit slso 
some transport towards P.2. 

In the very nine profiles several sand samples have been taken 
from the beach and from several points of the bottom surface of 
nearshore zone, principally from onshore zone.  All the "Carrer 
del Mar" and nearly all the Muchavista beach have a cap of pe- 
bbles which the nearer the delta the thicker and wider  is, 
showing its deltaic origine.  The visual survey of 1 he section^ 
of beaches in depth did not show variability but in the distribu- 
tion of grain sizes.  The samples were analyzed in their size dis 
tribution (after eliminating the organic material) and in their 
mineralogical nature.  These latter analysis have only looked for 
the rate of the most abundant fractions and, in case, the round- 
ness degree of the grains. 



996 COASTAL ENGINEERING—1982 

o                                    o !                                        O                                        o 

1    '— JJ. 
P-i 

o o 
o 
o 

P-2 

1
0
0

 c < 8 o o o 

'      """"^^'^v 
^C ^_ 

***** r=r. 
P-4 

o                              °                               ° £  I     8 8 S 
\~1—I—I—I—I—I—I—I—I—I—I—I—I 1 1 1  

P-9 
 26-28 FEBRUARY 1981 
 22-27 OCTOBER  1981 

Fig. 3 



CAMPELLO COASTS 997 

The rarer weight minerales had "been studied (ALONSO & PEREZ MA- 
T£GS, 1959) and in this work it has been searched quartzs -white, 
grey and red-, tourmaline, cireon, micas, lime organic rest and 
some meaning opaque one (particularly illmer.it a which is brought 
by Seco river from an ophitic outcrop). 

Apart from the meaning of the mineralogical data, the influence 
of the deltaic materials in the formation of these beaches is 
well shown in the grain size distribution (Fig. 4) of some sam- 
ples (change of concavity in P.4 -150 m.; or variation of the 
slope around the nQ   70 A.S.T,M. sieve size, in P.1, P.3 - 100 m. 
or P.7 - 20C m.).  (Samples are named after the corresponding pro_ 
file.  If it is followed by a distance in meters it means that 
the sample has been taken at this distance from the shoreline; 
otherwise, the sample was taken at the beach). 

The influence of the cap of pebbles in the formation of the 
beaches is shown, in turn, in the noticeable inflexion shown by 
several samples (P.9 - 100 m., P.8 - 50 m. and 100 m., P.2 -100 m, 
P.3 -300 m. and P.2 -400 m.) about the nc 100 A.S.T.M. sieve size. 

The uniformity of the size distributions of other samples must be 
due to the role of the littoral dynamic, and it is also noticea- 
ble that silts are more abundant at the North, and the farther 
from the shoreline the samples have been taken. 

On the other hand, comparing the size distributions of all these 
samples to the ones of Santa Pola and Denia it seems that they 
are coarser here, the proportion of silts being minor. 

The results obtained from the nature analysis are outlined in Fig. 
5 in which the variation of the components along the shoreline is 
shown.  The grey quartzs have abundant inclusions, which are not 
frequent in the other varieties of the quartz; this circumstance 
has not been found in the other areas studied in thi s littoral 
(Denia, Santa Pola).  All but particularly the red quartzs show 
generally the crystalline faces of their grains, even the rounded 
ones, indicating a relatively short transport length.  Tourmaline 
is especially angular.  Carbonates are dominant in all fractions* 
constituting about 80^ of the sands and the small grains show 
their shell nature; their source is here principally the cap of 
pebbles, which are rounded fragments of limestones. 

The contains of organic material is minor than in other areas, 
being minima in the beaches (except in the beach of "Rincon", pro 
bably because some organic pollution), and maxima on the bottom 
of the deltaic front. 

The lime fraction of sands varies very little either along shore- 
line or transversally.  Quartzs are rather constant also: a) The 
roundness degree is higher at the South than at the North of the 
delta and in the nearshore than in the beach; b) the red quartz 
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outnumbers the grey one, unlike in other areas of this littoral 
(Denia, Santa Pola), but it diminishes in front of the delta. 
There are grains (rather sharp) of illmenita only at the South of 
the delta (but for a small quantity in P.6)» probably in relation 
ship with the dominant longshore transport.  There are circon and 
tourmaline in San Juan beach (P.1) but not in Muchavista (P.2 and 
P.3); they seem to be in relationship with the quarrystones of 
the groins, in accordance with the studies of Denia and Santa Po- 
la. 

CONCLUSION 

The study of the littoral dynamic shows a more or less pronounced 
dominance of the southward longshore transport.  The results of 
the mineralogical analysis keep the same hypothesis.  Neverthe- 
less it is not possible to ignore the relevance of the longshore 
transport in both directions and the importance of the transver- 
sal dynamic.  On the other hand a certain reduction of the avai 
lable materials in the littoral zone is obvious and even the Se- 
co river has diminished its activity lately.  The present erosion 
of the deltaic front is therefore normal and, shomehow, does not 
present any cause of worry.  The situation is different, however, 
in the beaches. 

In the "Carrer del Mar", at the North of the delta, the reduction 
of materials has become practically total because of the clossure 
of the Almadraba pass, first of all, and of the construction of 
the first long groin, sometime later.  The resultant physiographi 
cal pattern practically hampers sny  part of the littoral drift to 
reach the beach all along this stretch.  Therefore the other 
shore protection measures adopted up to now could not be succes- 
ful.  But, on the contrary, the weak vertical sea wall firstly 
constructed as shoreline revetment should only accelerate the prt? 
cess, by recycling itselt (The erosion takes the sandy materials 
off; consecquently the slopes grow up, particularly in the surf 
zone; the breaking waves become higher also and their action in- 
creases over the pebbles and, usinig them, over the wall).  At 
present the process have led to a mean slope of the surf-zone bet. 
ween 6-S%i   which is rather significant though it has not reached 
the extraordinary values of some other coasts like almasora's 
(up to 25%  in several stretches). 

The posterior construction of three T-groins was badly developped, 
being simoultaneously constructed their perpendicular branches 
and postponing too long the construction of their parallel ones 
which should constitute the actual and efficient protection.  The 
pressence of perpendicular elements of the groins have accelera- 
ted the erosion even more. 

In San Juan bay the erosion had begun in Muchavista beach but 
have reached now the very San Juan beach.  The data of previous 
chapter seem to show an easier natural nourishment of the South 
of the bay from the nearshore, receiving directly the materials 
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from both the deltaic front and the littoral drift from the NE. 
The nourishment of the North of it, from the South, is humper by 
the asymetric bottom structure of the deltaic front (P.4), which 
is due to the dominance of the southward littoral dynamic.  This 
funtional scheme must be completed with the eolian activity which 
permits sand to move in a cycle and to nourish the Forth of the 
bay (Muchavista beach) from the land.  This hypothesis is perfe£ 
tly compatible with all the results of the observation and analy 
sis.  The sands accumulated nearshore of San Juan beach during 
the winter, due to the NE and E waves, may reach the shore and 
backshore during the summer under the action of the winds perpen 
dicular to the coastline.  During the automn the dunes move 
northwards and the sands spread on the plain in the same way 
they have filled the lagoon; part of them reach the extreme 
North of the bay and renourish Muchavista beach, closing the 
cycle:  Sands move southward in the bay and northward along the 
backshore.  The latter parts of the cycle is obstructed at pre- 
sent by the presence of an inadequated wall of constructions, 
which have destroyed and substituted the dunes.  Therefore the 
erosion appears rather advanced in Muchavista and only seems to 
begin in San Juan, but an increasing of the regression of the 
latter beach is foreseable. 

As conclusions it is possible to establish the following state- 
ments : 

1.-  This stretch cannot be considered a physiographical unit 
since not even Huertas cape is a total barrier to the longshore 
transport.  Nevertheless its most important source of material 
is interior to the very stretch (Seco river), being more diffi- 
cult for the general littoral drift to reach its beaches, parti- 
cularly that one of "Carrer del Mar" after closing the Preu pass. 
This difficulty is increased by the very presence of the delta 
which as counterweight is undergoing an appreciable regressive 
process, such as it has been noticed even during calm weather 
season. 

2.- The littoral dynamic has an important transversal component. 
Its  longshore component is alternating and significant in both 
directions though the southward transport is dominant along the 
mean year.  This general consideration must be in accordance with 
the particular orientation of the shoreline in each point which 
may modify the direction of transport.  So are the cases of the 
south end of San Juan bay and the north bord of the delta:  south 
ward of a certain point in each of them only northward transport 
occurs in the surf-zone. 

3.-  The importance of the total longshore transport and the del- 
ta activity all along has permited the development of the presen- 
te plain through the formation of one or several successive ba- 
rriers and the posterior filling of the littoral lagoons.  This 
evolution of the shore has been favoured besides by the progre- 
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ssion of the point delta, which acted as support of the "barrier, 
and by +he eoliar. activity, which accelerated the filling.  Du- 
ring this  period all this stretch, between Huertas cape and the 
cliffs of the North, behaved as a sink for total longshore 
drift in both directions. 

4.- At present, however, the relative position of the deltaic 
front respect to the cliffs and the clossure of the Freu pass 
avoids practically any nourishment of the "Carrer del Mar" beach 
from the littoral drift.  The erosion has begun to dominate and 
afterwards, to inqrease by the inadequacy of the succesive works 
for shore protection. 

5.- The present  dimensions of the San Juan bay, between the 
delta and Huertas cape, would be adequate, however to permit a 
sufficient nourishment,  if the eolian migration of sandy cycle 
were not cut.  Therefore the erosion has begun in the North of 
the bay as it always hapens leeward of a geometric singularity 
(the delta itself), but it is spreading riskibly southward and 
will reach the very San Juan beach. 

6-- In order to implement some important harbour facilities for 
pleasure or a marina, within the distrj ct of Oampello the very 
deltaic cone would be the best place since it would be planned 
without producing negative changes in the littoral processes. 
The port should be interior and especial cares should be taken to 
permit the evacuation of the floods and to avoid the entering of 
the sands. 

RECOMMENDATIONS TO ACT 

Considering the conclussions above some recomendations may be pro 
posed. Apart from the delta, which would admit an interior port 
of pleasure,  two sub-stretches will be distinguished: 

a) The "Carrer del Mar" is very undernourished now from both di- 
rections and the transversal dynamic acts efficiently over it. 
Only some offshore system of protection, preferably complemented 
by an artificial replenishment might be suitable.  The designed 
T-groins would likely have been succesful if the parallel break- 
waters had been constructed quickly after beginning each T-groin; 
it had obliged to construct one after the other instead of simul- 
taneously.  Besides, some other breakwater will be necessary 
northward of the last one and related to the little haven.  In 
any case, an important artificial replenishment will be necessary 
to get a suitable beach, but a reduction of the amount of sands 
would be possible employing material from the delta in the deep 
and back layers. 

b) In Muchavista the undernourishment is more endemic but it 
would be less severe if the eolian feeding were not so diminished 
now.  Any construction in this hay would affect its present aes- 
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thetic quality.  Only the artificial nourishment in the north end 
of the oay might be effective.  Nevertheless a suitable revetment 
with a soft slope will be necessary inmediately to protect the 
promenade. 

APPENDIX: LITTORAL DYNAMIC EVALUATIONS 

The sectorial definition of the Fetch for a point placed in front 
of the Seco delta and in deep waters is shown in Fig. 6.  The num- 
ber of sectors is enough and the limits betweer each couple are 
placed so as to adequate it to the real Fetch. 

The parameters of the sectors are shown in TABLE A.1.  The direc- 
tional wind wave regime obtained is shown in Fig. 7.  From these 
regimes a valuation of the longshore littoral transport has been 
obtained by applying the C.E.R.C. longshore transport rate for- 
mule (in decimal units): 

Q (m3/year) - 2.045 . 10^ . f . H05/
2 (m) . F <p(0) 

and following the method developped in other previous woks to ob- 
tain an annual average resultant wave. 

In it, f = (1-FX) . K0 . Kf, with 

Y n9 of observations in the octant(sector) 

total n9 of observations = 1072 

TABLE A.1 . 

SECTOR (NO)     AMPLITUDE (2) 

1 2 
2 4 
3 10 
4 8 
5 2 
6 11 
7 15 
8 15 
9 15 

10 15 
11 15 
12 15 
13 15 
14 5 
15 7 

*Tbe angles (v1-^) are refered to an origin defined by the general 
direction of the shoreline. 

(MW* LENGTH (km 

(56-58) 872 
(58-62) 2 70 
(62-72) 151 
(72-80) 154 
(80-82) 781 
(8.2-93) 1155 
(93-108) 709 

(108-123) 393 
(123-138) 300 
(138-153) 544 
(153-168) 248 
(168-183) 278 
(183-198) 308 
(198-203) 371 
(203-210) 82 
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-•-f 
1 for all directions (sectors) because the general direction 

of the shoreline coincides, in this case, with the H.NE - 
S.SV; direction. 

Fx  may "be obtained from the Fig. 7, where the regime of each di_ 
rection must he considered shortened by the (H0)max corres- 
ponding to the respective top wind speed observed. 

1'he o(0  value of each direction is the average of the two extreme 
o(0  of the correspondent sector (octant). 

The values of these variables for the four established directions 
are as follows: 

a) NE direction:^ 0 = 
av (9°u> 45s) = 67,5s 

K0 = 162:1072 = 0,1511 ;  (H0)max = 3,51 m. 

b) E direction:o<0 = av (45°, 0s) = 22,50 
K0 = 222:1072 = 0,2071 ;  (H0)max = 5,56 m. 

c) SE direction: o(0  = av (0s, -45s) = -22,5s 

K0 = 56:1072 = 0,0522 i  (H0)max = 5,04 m. 

d) S direction:o<0 = av (-45s. -900)   = -67,5s 

K0 = 81:1072 = 0,0737 i (Ho)max = 3,72 m. 

0,W99 
MX) 

Fig. 7 
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where sign {+ ) meens southward longshore dynamic and sign (-) 
means northward longshore dynamic. 

With these data the respective longshore transport rate induced 
are obtained in TABLE A.2. 

The results show a clearly dominant southward transport though 
both the resultant total UJJ< = 1.071.404 m3/year) and net 
(QN 

= 593*158 ni3/ye&r) annual longshore transport rates are not 
to be considered as accurate ones. 

inscribing to each direction a vector defined by de^ value and 
the particular Q value obtained from TABLK A.2. an average (equi- 
valent) annual wave direction (A.V.) may be established. (Fig. 2). 

TABLE A.2. 

E H H H 
Q    (ry.) Q   (E). Ci    (SE).   Cl    (s). ' i 

0 

l 

0 

1 

0 

1 

0 
2.738 2.833 582 876 

c,5 o,5 0,5 0,5 

•1 

18.467 
•j 

26.350 
-1 

-    4.629 
1 

-    7.920 

28.656 56.388 -    8.470 -  16.470 
1,5 1,5 1,5 1,5 

28.757 78.037 -  10.024 - 22.149 
2 2 2 2 

23.325 87.287 -    9.588 - 24.073 
2,5 2,5 2,5 2,5 

16.669 86.023 -    8.08O - 23.053 
3 3 3 3 

1U.952 77.944 -    6.261 - 20.297 
3,5 3,5 

4 

4,5 

5 

5,5 

66.519 

54.278 

42.774 

32.782 

3,5 

4 

4,5 

5 

- 4.569 

- 3.188 

- 2 .148 

3,5 

4 
-  16.832 

ft(KF)= 129.564   Q(E)= 610.214  «-(SK) = -57.540   Q(s)—131.772 

Q-B = 929.090    5K = 550.466     U±  « 169 
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BARRIER BEACH FEATURES OF CALIFORNIA 
Hugh Converse 1/ 

INTRODUCTION 

Remarkable near-continuous examples of barrier beach features are 
found in many coastal areas, worldwide.  The most notable North 
American examples are the margins of North America along the Atlantic 
and Gulf of Mexico, where barrier islands are found along more than 
60 percent of the coastline.  There are, in fact, 280 large-scale 
individual barrier features, 70 of which are highly developed and 100 
more are being developed (Hobson, et al, 1980).  These barriers have 
been built out of the enormous volumes of sediment available from the 
extensive watersheds of eastern and central North America and, 
through the ages, appear to have migrated long distances across a 
wide continental shelf in response to the interplay of waves and 
tidal currents, eustatic sea level fluctuations and sand supply. 

Barrier features are less in evidence on the west coast of North 
America though they are by no means absent.  For example, along a 
60-mile reach of the Oregon-Washington coast adjacent to the Columbia 
River mouth, impressive barrier spits have straightened the coast by 
blocking the bays and headlands.  These are black-sand beaches, 
formed from the large sediment supply of the extensive inland basin 
of the Columbia (Bascom, 1980; Cooper, 1967), which has the 29th- 
largest discharge of the world's rivers (Inman and Nordstrom, 1971). 
The longest spit in this reach is about 19 miles long.  The North 
Pacific coast is a high-energy wave environment, and these spits are 
continually shifting.  Indeed, one of the most outstanding examples 
of continuing shore movement in North America is found at Cape 
Shoalwater at the north side of Willapa Bay, Washington where the 
inlet has migrated about 2.5 miles northward in the last 95 years 
across homesites, a cemetery and a lighthouse (Terich and Schwartz, 
1981; US Corps of Engineers, 1971a). 

CALIFORNIA BARRIER BEACH FEATURES 

The barrier beach features of California, which are principally 
composed of quartz and feldspar sands, are proportionally less 
extensive, but are more common than is generally recognized.  Out of 
an open mainland coastline of 1,073 miles, approximately 210 miles, 
or about 20 percent may be termed barriers.  (By comparison, all sand 
beaches on the coastline total about 550 miles - U.S. Corps of 
Engineers 1971b; these figures exclude offshore islands.)  This 
figure is based on barrier features identified during a 
reconnaissance-level review of existing base maps, aerial 
photography, historical reports, narrative coastal inventories, and 
limited on~site inspections.  (Especially valuable were U.S. 
Geological Survey quadrangles, and the file of low-level 35mm 
photography of the entire California coastline maintained by the 
State of California Department of Boating and Waterways.) 

1/  Civil Engineer, USAE Div., South Pacific, San Francisco, Calif. 
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In all (see Figure 1), 181 separate barrier beach features were 
identified in California.  Of these, 29 are highly developed with 
works of man, and 42 are partially developed.  Of the total number, 
about 16 may be considered as major geological features with a length 
greater than three miles:  these are commonly bay-mouth barriers and 
spits.  The distribution of barrier length is shown in Table 1.  The 
other features are generally small creek or bay-mouth barriers:  some 
of which are to be found as an uncommon and analomous features on an 
otherwise rocky and precipitous coast and without sufficient drainage 
area to produce more than a relative modicum of sand.  Barrier 
identification generally follows definitions by Shepard and others 
(Shepard, 1973; Putnam, et al, 1960) with a specific primary 
criterion that a coastal lagoon or inlet, marsh or permanent or semi- 
permanent wetland or water-body exists Cor historically existed) 
behind part of the barrier; the barrier may be closed seasonally or 
permanently - as in the case of certain freshwater or brackish 
lagoons and lakes which have long been separated from the ocean. 
(The sheltered coastline of San Francisco Bay is excluded from this 
analysis.) 

Table 1 

Range of Lengths of California Barriers 

Range          No. of Barriers 
 In Each Range 

0-1 miles 127 
1-2 20 
2-3 19 
3-4 5 
4-5 3 
5-6 1 
6-7 2 
7-8 1 
8 and up  3 

181 total 

From north to south in California, a partial list of notable 
coastal barrier features include Big Lagoon; Humboldt Bay - the 
largest lagoon on the California coast (Shepard, 1973); Bodega 
Harbor; portions of Monterey Bay; Morro Bay; Los Angeles-Long Beach 
Harbor to Newport Bay; the Oceanside area, and San Diego Bay. 
Several of these are discussed below as case histories, with San 
Diego Bay being treated in more detail.  Generally, it is true that 
these features owe their existence to plentiful present, or past, 
supplies of sediment and that extensive coastal wetlands and marshes 
with important wetland values are, or were, present in association 
with them.  With the notable exception of the Los Angeles Harbor to 
Newport barriers which have been greatly modified, most California 
barriers still approximate their natural state insofar as coastal 
processes are concerned.  However, the associated coastal marshes and 
wetlands have been greatly reduced by dredging, filling, and other 
urban activities, and many are also severely threatened by natural 
and man-induced sedimentation from upland runoff. 
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a) Dots indicate 
location of 
barrier beach features 

b) Individual feature 
listed at right 

Del Norte County 

Smith River 
Lake Earl &   Lake Talawa 
Crescent Beach So. 
Fal se Klamath Cove 
Klamath River 

— ^2UU 

Humboldt County 

Cold Bluff Beach 
Fern Canyon 
Redwood Creek 
Freshwater Lagoon 
Stone Lagoon 
Dry Lagoon 
Big Lagoon 
Little River 
Clam Beach 
Mad River 
Had River Slough & 

Humboldt Bay 
Elk River Spit 
Buhne Pt. Spit 
Eel River 
Fleener Creek 
Cuthrie Creek 
Bear River 
Hattole River 

VICINITY HAP 

|AEX»c0 

FIG. 1:  BARRIER FEATURES OF CALIFORNIA 
BY COUNTIES 
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Mendocino County 

Jackass Creek 
Usal Creek 
Cottaneva Creek 
Hardy Creek 
Ouan Creek 
Wages Creek 
Ten Mile River 
Tnglenook to Lake 
Virgin Creek 
Pudding Creek 
Noyo River 
Caspar Creek 
Big River 
Little River 
Albion 
Big Salmon Creek 
Navarro River 
Greenwood Creek 
Elk Creek 
Alder Creek 
Manchester Beach & 

Garcia River 

Sonoma County 

Gualala River 

Santa Cruz County Santa Barbar 

W.iddell Creek 
Scott Creek 
Laguna Creek 
Majors Creek 
Baldwin Creek 
Mile Seventeen 
Dairy Gulch 
Wilder Creek 
Terrace Point 
Younger Lagoon 
Nearys Lagoon & 

San Lorenzo R 
Woods Lagoon/Sa 

Ha rbor 
Schwans Lagoon 
Corcoran Lagoon 
Mo ran Lake 
Capi tol a 
Aptos 

Sh iman Creek and Pon 
Sa n An toni o Creek 
Sa nta Ynez River 
Ja Lama Cre ek 
Ca nada del Cojo 
Ca ha da de Santa Anit 
Ca hada Del S a c a t e 

Ca viot a Creek 
He f ugi o 
Do s Pu eblos Creek 
To colo te/W in Chester 

Ue vere aux Lagoon 
Co leta Lag oon 
Co leta Slo ugh 
Ar royo del Burro 

HI ssio n Cr eek 
An d r e i Cla r k Lagoon 

Ca rpin teri a - LI 1st 

Ve ntur a Co unty 

Ri neon 
Ve ntur a Ri ver 
Pi erpo nt 

Santa Cru? &   Monterey Counties 

Paja ro River 

Monterey County 

McCluskey/Salinas Slough McCrath Lake 
Russian River              Salims River Ormond Beach 
Scotty Creek                 CUy [_dnds Muqu Lagoon 

Salmon Creek               Seaside-Monterey , 
Salmon Creek Beach So.     Carmel River &   San Jose Creek  Los Angeles County 
Bodega Spit Little Sur River 

rican Topanga 
Maii bu Creek 
Ballon.i Creek 
Ra ttlesnake/Te Marin County San Luis Obispo County 

Estero de San Antonio       ^ c   oforo Creek Isla 
Sand Point                 Arroyo de la Cruz Alamitos Bay & 
Tom's Point                Arroyo del Oso New River Slough 
Kehoe Beach                Arroyo de) Corral 
^bots Lagoon              Qak   KnoU Creek Orange County 

MUe Sixteen Anaheim Bav 
Arroyo del Puerco Bolsa Chica Beach 
Little Pico Creek Santa Ana River 
Pico Creek Newport Beach 
San Simeon Creek Aliso Creek 

Rodeo lanoon               Santa Rosa Creek San 3uan Creek 
Rodeo Lagoon               Villa Creek 

San Francisco Citv/Countv  Cayuc05 Creek San Diego County ban hrancisco Lity/Lount^  Whale Rock  — — 
Willow Creek ">an Mateo Creek 

Drakes Beach 
"D" Ranch 
Drakes Estero 
Bolinas 
Mui r Beach 
Tennessee Cov 

Lake Merced 
Onof r 

Las Flores Creek 
Toro Creek 

San Mateo County Morro Bay 
,     ~~~~  San Luis Obispo Creek French &   Aliso Canyons 
Laguna Salada Pismo Creek Cocklebur Canyon 
Montara Beach Oceano Laqoon Santa Margarita River 
Princeton Marsh Dune   Lakes San Luis Rey River 
Elnar Beach Qso FlacQ Creek Loma Alta Creek 
Tunitas Buena Vista 
San Cregorio San Luis Obispo &   Santa A1^ Hedionda 
Pomponio Creek - Barbara Counties  Batiquitos 
Pompomo Beach  —   San Elijo 
Pescadero Creek Santa Maria River san Dieguito 
Arroyo de los Frijoles Las Pefiasquitos 
Mile Forty-three La 3olla Shores 
Yankee Jim Gulch San Diego River & 
Cazos Creek Mission Bay 
Cascade Creek Ballast Point 

North Island to 
Tijuana River 

FIG. 1 (Cont) 
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Most of the major barriers have remained essentially stable in 
shape and location during their recorded history, although some 
structures built on barrier beaches have been damaged during cyclic 
winter storms, and significant amounts of sand have artificially been 
placed on certain southern California barriers. 

COASTAL ZONE MANAGEMENT 

Today, further building and development on California barriers, and 
beaches in general, is now constrained by strict State coastal zone 
management policies, which include regulations to protect 
recreational beaches and environmentally-sensitive habitat areas - 
such as barrier-associated coastal wetlands and marshes; and coastal 
hazard regulations which generally require that coastal structures be 
set back sufficiently from the shore so as not to be endangered by 
cyclical erosion (State of California, 1976). 

The California Coastal Act of 1976, though of Statewide 
application, calls for the separate development and administration of 
Local Coastal Programs (LCP's) by local entities, consisting of land 
use plans and zoning regulations for upland areas (above mean high 
water).  These programs are currently in process; to date about 
one-quarter of them have been approved by the State Coastal 
Commission (California Coastal Commission, 1979 and 1982), which 
still retains control of tidal and submerged lands below mean high 
water, including coastal wetlands and lagoons.  In all, the 181 
barriers identified in this review are variously located in many 
different jurisdictions.  Within California there are a total of 
about 120 LCP's divided between 67 counties and cities, one 
university, and four ports. 

Despite local differences in application, the net effect of these 
regulations will be to strictly limit development along California 
beaches, including the coastal barriers.  Although it is yet too 
early to be completely sure, it appears that, under Coastal 
Commission and other State policies, major coastal structures are 
precluded except in port areas, or where an evident, water-dependent, 
public need, without a feasible alternative, can be demonstrated 
(California Resources Agency, 1978). 

CASE HISTORIES 

Long reaches of the California coastline are bordered by cliffs: 
either the steep faces of elevated marine terraces or the precipitous 
slopes of coastal hills or mountains.  The open ocean coastline is, 
as indicated previously, fronted by sand beaches for about half of 
its length; many of these beaches are little more than a narrow 
strand along a steep or rocky backshore; wide, extensive sand beaches 
are generally only to be found where sizable streams or intermontane 
valleys come to the shore.  Small barrier features may be found 
blocking small streams in many areas of the coastline, but longer, 
larger barriers are, of necessity, associated with more plentiful 
sand supplies from larger watercourses and drainage basins.  Many 
barriers are also associated with hook-shaped bays which are an 
important and recurring feature of the California coast.  These 
latter features occur in many areas of the world where a particular 
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wave direction acts obliquely on the coastline over eons, resulting 
in indented hooked or crenulate-shaped bays in the lee of prominent 
headlands (Silvester 1974). 

The following case histories (see Figure 3 - Note:  Figure 2 
deleted) include Humbolt Bay where protective barrier beaches occur 
along a long straight reach of sandy coastline.  By way of contrast, 
barrier spits at Bodega Harbor, Bolinas Lagoon and the elongated 
barrier at San Diego Bay have been built by wave-induced currents 
acting in the lee of prominent headlands; these features follow the 
hooked form. 

Humboldt Bay 

This brief review of case histories of selected California barriers 
begins with Humboldt Bay, a shallow tidal estuary 230 miles north of 
San Francisco.  The bay, with a high tide area of about 25 square 
miles, is separated from the ocean by two long barrier spits which in 
turn are separated from each other by a jettied entrance channel with 
a maintained 40-foot depth.  A treacherous, shoaling submerged bar at 
the entrance requires large volumes of regular dredging.  Both spits, 
especially the north, have active dunes.  The north spit is about 8 
miles long, and averages about 3,000-4,000 feet in width.  Although 
largely open space, there are industrial and residential areas along 
the bayward side, as well as numerous roads.  The south spit is about 
4 miles long and narrow, ranging from 600-1,500 feet in width; it is 
maintained as undeveloped open space.  The likely sources of material 
for these features are modern and prehistoric sands from the nearby 
Mad and Eel Rivers:  the latter stream being a prodigious sediment 
carrier during flood periods (Welday, 1970).  Overall, since the 
entrance was fixed by jetty construction in 1890, the north and south 
spits have advanced seaward (Noble, 1971; Kieslich, 1981; Shapiro, 
1979); at present, the spits are in a state of dynamic equilibrium. 
Fixing of the jetties and subsequent deepening of the entrance 
channel concentrated wave energy on an elevated bluff area bordering 
the bay inside and opposite the entrance.  As an apparent result, the 
area has retreated up to 1,600 feet since 1854, almost obliterating 
the bluff area, and lengthy stretches of the shoreline have been 
armored (Tuttle, 1982; Shapiro, 1979).  Also, two relatively small 
laterally-moving spits have been created inside the bay, one to the 
north and one to the south, continually extended by materials moved 
by wave energy coming through the entrance. 

The applicable Local Coastal Program of Humboldt County 
emphasizes protection of the spits as valuable open space and habitat 
area.  This fact, coupled with their essential stability, indicates 
that the barriers will remain relatively unchanged over the next 
several years. 

Bodega Harbor 

Bodega Harbor is a small triangular-shaped coastal lagoon 55 miles 
northwest of San Francisco.  The water area at high tide is about 1.3 
square miles.  The lagoon is located directly on the San Andreas 
fault zone and is separated from the Pacific on the west by a wide 
(2,500* wide and greater) tombolo-like sand barrier which links the 
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Salmon Cieckk 

NOTES: 

*1) all four 
area maps 
at scale of 
1:210,000 

2) dash lines 
indicate 
navigation 
channel 

3) See Fig k 
for San Diego 

MEXICO 

FIG. 3:  SELECTED BARRIER FEATURES LOCATION HAP 
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mainland with Bodega Head, a rocky promontory to the west.  To the 
south, the harbor is separated from the ocean by a much narrower 
curved barrier spit (600 feet or more in width), 1.6 miles long, with 
a jetty-protected entrance at the west end.  The principle sources of 
the barrier sands are Salmon Creek and the Russian River, both to the 
north (Zeller, 1962).  The entrance requires very little maintenance 
as the tidal prism balances the effects of wave attack.  Past 
overgrazing had denuded the north barrier, resulting in movement of 
sand dunes and large volumes of sand blowing into the interior 
channels.  In recent years, replanting of vegetation has stabilized 
the dunes resulting in lessened maintenance dredging.  Filling of the 
harbor by landfills has also been halted. 

The harbor area is an important recreational and commercial 
fishing center but developmental pressure is relatively low.  The 
Local Coastal Program of Sonoma County provides for continuance of 
the barrier area as protected open space.  The northern dune area is 
part of a State park and the curved barrier spit adjacent to the 
entrance is a County Park.  Since both barriers are essentially 
stable, important physical changes are not expected in the 
foreseeable future, 

Bolinas Lagoon 

Like Bodega Harbor, Bolinas Lagoon is a triangular-shaped coastal 
inlet and is similarly located directly on the San Andreas fault 
zone, 15 miles northwest of San Francisco.  The lagoon area is about 
2.2 square miles.  The lagoon is about 3.5 miles long by 1.5 miles 
wide and is separated from the ocean by a curving sand spit 700 to 
1,500 feet wide and 2 miles long.  An uncontrolled entrance to the 
lagoon is at the west end of the spit and is naturally maintained by 
the tidal prism of the inlet, though at a shoal depth.  The tidal 
prism of the lagoon has been greatly diminished over the last century 
as agricultural and urban land use have resulted in accelerated 
sedimentation.  Without watershed control of sediment loads, and 
possibly remedial dredging, the inlet will close and the lagoon will 
eventually become a meadow (Johnson, 1974).  (As noted earlier, this 
is a general problem facing many lagoons in California.) 

The primary source of material for the spit is northwest drift of 
material from the submerged bar (San Francisco Bar) offshore the 
Golden Gate and the cliffs to the west of the inlet entrance which 
are actively eroding (Wilde and Yancey, 1970).  Most of the spit is 
privately owned above the mean high tide line and has been almost 
completely developed during the last 20 years with expensive single 
family dwellings.  The spit has also been extensively reshaped on the 
inlet side and a sizable artificial lagoon has been created entirely 
within the spit. 

Like most California beaches exposed to open ocean influence, the 
beach width on the Bolinas spit varies seasonally, narrowing in the 
winter due to storm erosion and widening again in the summer.  The 
average seasonal variation is about 100 feet (Johnson, 1970). 
Unfortunately, however, since this figure is an average, extreme 
storm conditions can threaten the private homes, many of which are 
close to the beach.  In 1977-78, nine homes were nearly undermined by 
erosion of the beach and adjacent low dunes during a combination of 
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high wave conditions superimposed on high tides.  Temporary 
sandbagging and placement of a Longard tube was undertaken and some 
rock revetment was later placed (Domurat, 1978:  Moore, 1978). 

Despite a proper concern for the houses, there is no particular 
threat to the barrier spit as a geological feature while it remains 
in state of dynamic equilibrium.  No significant amount of new 
construction nor intensification of use is likely under the 
applicable governmental policies. 

Morro Bay 

Morro Bay is a shallow natural harbor located about 200 miles south 
of San Francisco.  The lagoon, which has an area at high tide of 
about 3.2 square miles, is separated from the open ocean by a barrier 
spit about 4 miles long and 1,700 feet wide, and is ridged with both 
active modern dunes and heavily vegetated dunes of intermediate and 
ancient age.  The primary sources of sand are sediments from the 
Chorro Creek and Los Osos Creek drainages which continue to slowly 
fill the inlet (Shepard and Wanless, 1971; Cooper, 1967). 

The natural entrance to the lagoon has been greatly modified for 
small craft navigation.  The entrance, which is at the north end of 
the harbor and skirts the north end of the spit, is in the lee of 
Morro Rock, a large granitic monolith which is connected to the 
mainland by a tombolo-like formation.  Formerly, the rock was an 
island with a sand bar in its lee dividing two separate shallow 
channel entrances into the bay - around the north the south side of 
the rock, respectively. 

Harbor improvements constructed in the early 1930' s cut off the 
north channel.  Because of continuing shoaling, two converging 
breakwater - jetties were constructed to protect the entrance, one 
from the south side of Morro Rock and another from the barrier spit. 
Shoaling of the entrance remains a problem, however; and an average 
of about 120,000 cubic yards per year of material must be removed to 
keep the channels at a depth of 16 feet.  Sand moves both ways but 
the net drift appears to be to the north; most of the shoaling is due 
to littoral movement though some material does blow off the spit into 
the interior channels.  Spoil disposal has generally been on adjacent 
beaches.  The harbor improvements have resulted in an accretion north 
of Morro Rock and readjustment of the position of the tip of the 
barrier spit; however, in general, the barrier is in a state of 
dynamic equilibrium.  The most notable natural change in recent times 
would appear to be continued dune building and advance of dunes into 
the tidal flats and shallow water behind the spit (Cooper, 1967). 
The tip of the spit adjacent to the entrance is open space which will 
be protected by the City of Morro Bay's Local Coastal Program; the 
balance of the spit is a protected State park.  The entire spit is 
without road access and is otherwise undeveloped.  Its continued 
preservation seems assured. 

San Diego Bay 

San Diego Bay (Figure 4) is an elongated, crescent-shaped embayment 
of variable width with a high tide area of about 16.6 square miles. 
It is separated from the Pacific by a narrow sand barrier which 
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connects with Coronado Island and North Island adjacent to the bay 
entrance at the north end of the bay.  The bay entrance, which is 
partly protected by the sheltering headland of Point Loraa to the 
west, is self-scouring to a natural controlling depth of about 25 
feet; but is maintained at a much greater depth (up to 42 feet) to 
allow deep draft access to the bay, which is one of the finest 
natural harbors in the world.  Tidal scour has been assisted by 
construction of a training jetty, on the barrier side of the channel, 
completed in 1904.  Dredging maintenance requirements are low. 

The bay appears to be a drowned, possible faulted valley, and the 
barrier grew by northerly currents moving sand from the Tijuana River 
and Otay River deltas (Shepard and Wanless, 1971) to the south 
(continued supply has been from the Tijuana in recent times).  The 
narrow part of the barrier, or strand, is about 7 miles long and in 
its natural state had a variable width of about 500-700 feet.  The 
beach was backed by low-active dunes averaging about 10 feet high 
which tend to encroach into the bay locally widening the strand 
considerably (inman, et al, 1974).  Although occasionally breached 
during high wave conditions, the barrier has always been continuous 
in historic times (Hertlein and Grant, 1944; Herron, 1980).  North 
Island and Coronado Island were joined into one in 1944 by hydraulic 
filling with dredge material; the combined "island" feature is about 
3 miles long and 2 miles wide.  Hydraulic filling continued apace in 
the area from about 1910 to the 1970's; the northern and eastern 
margins of the bay were greatly reshaped and the barrier was widened 
at several places.  The period of greatest activity was in war years 
of the 1940's when the bay was deepened extensively for the Navy, 
generating large volumes of spoil; over 28 million cubic yards of 
excess sand was placed on the seaward side of the barrier between 
1940-46 (with smaller fills since), greatly widening the beach 
(Inman, et al, 1974).  Despite slope readjustments, beach recession, 
and littoral movement, some of this sand remains in the area. 

The barrier (or Silver Strand as the narrow portion is known) is 
remarkable for the diversity of the land uses - both military and 
civilian.  At the north is the North Island Naval Air Station, while 
Coronado is an incorporated city with residential, commercial 
structures, and a wide recreation beach; further south, a four-lane 
highway backs a wide beach and continues south along the barrier; 
naval housing areas behind the highway contrast with a reach with 
several multi-story condominiums on the seaward side of the highway, 
some close to the beach and protected with a rubble seawall; near the 
south end, a former widened dune area has been dredged and reshaped 
on the bay side to create a residential marina community.  About two 
miles on the beach serve as popular State beach recreation area; 
several more miles are reserved for the Navy as an amphibious 
training area.  Further to the south where the barrier widens to join 
the Tijuana and Otay floodplain, is a large Naval radio station.  In 
the past, a railroad spur extended for the length of the barrier but 
has now been abandoned.  Detailed engineering studies of a second bay 
entrance crossing the barrier have also been made but are presently 
inactive. 

A sandy beach fronts the floodplain for several miles further 
south to the Mexican frontier, bordering the residential community 
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of Imperial Beach, and is breached by the mouth of the Tijuana 
River.  At the river mouth the beach consists of two narrow spits 
backed by a lagoon and marsh with an area of about 1.7 square miles, 
managed as a wildlife refuge. 

In recent years, concern has grown about the maintenance of sand 
supply to the sand barrier primarily because the 1,730 square mile 
drainage of the Tijuana River, most of which is in Mexico, is now 72 
percent controlled by dam construction (Phillips, et al, 1979). 
Previous to control, which was essentially completed at its current 
level about 1940, periodic floods supplied an annual average of about 
700,000 cubic yards to Silver Strand beaches (Inman et al, 1974). 

Littoral movements in the vicinity of the Tijuana River mouth are 
divided between north along the strand and south into Mexico. 
Physical evidence (movement of past fills, etc.) strongly supports a 
net northward movement along the strand.  (Longshore transport 
calculations are not fully consistent in this matter although they 
indicate large transport to the north in the winter and to the south 
in summer.)  It is known, however, that sand is moving along the 
barrier to the tip of North Island.  Some of the material is 
accreting at the Zuniga Schoal area adjacent to the jetty along the 
east side of the entrance.  Large amounts, however, are also moving 
into the entrance channel and are flushed offshore to a depositional 
area in depth of 50 to 110 feet.  This latter volume is estimated at 
2 million cubic yards per year, based on comparative bathymetric 
surveys (Inman, et al, 1974), but the estimate may need further 
investigation. 

Therefore, since the natural sand source of the Tijuana River has 
been cut off, a continuing sand supply to balance losses at the 
northern end of barrier is no longer available and long-term 
recession of the beach can be expected without artificial protection 
or nourishment. 

As might be expected, this problem should first become evident 
nearest the former source area.  This hypothesis appears to be 
confirmed at Imperial Beach, just north of the Tijuana mouth, where 
erosion of the beach and damage to structures have occurred (U.S. 
Corps of Engineers, 1975).  Due to the presence of a remnant delta of 
the Tijuana River, this area is a zone of wave energy convergence, 
which would tend toward increased erosion.  The erosion has been 
countered by groin construction (which proved ineffective) and 
periodic beach nourishment; more permanent solutions such as an 
offshore submerged breakwater and fill are under consideration by the 
Corps of Engineers and the State of California. 

Overall, the cutoff of sand from the Tijuana basin has resulted 
in a narrowing of the southern part of the barrier; however, at the 
north, the strand and North Island remain considerably widened over 
natural conditions due to past fills despite continued losses of 
material to Zuniga Shoal and the offshore sediment-deposition zone. 
Typical long-term changes, through the mid-1950's are as follows: 
Tijuana River and U.S. Naval Radio Station; average rate of change - 
2.3 feet per year (period of record 1889-1954); Silver Strand and 
North Island; average rate of change:  +8.2 feet per year (period of 
record:  1856-1956).  (May, et al, 1982) 

Long-term stability of the barrier will require remedial human 
intervention and management.  Artificial nourishment is a preferred 
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solution as long as sources of fill can be readily obtained.  A 
recent (1978) Corps of Engineers channel deepening in the bay 
provided an additional 6 million cubic yards of sand for Imperial 
Beach and the Silver Strand; although disposal of such dredging 
cannot be regarded as a permanent solution, significant amounts of 
suitable beach can be obtained in this way.  Possible long-term 
solutions might involvej for example, recycling of sand now 
transported north to Zuniga Shoal and/or the adjacent offshore 
sediment sink (possibly with added structures in the area to accrete 
sand in the shoal for recycling before it is lost to the sediment 
sink).  Alternatively, extensive "hard" structures - such as an 
artificial headland or series of headlands - might be considered for 
all or part of the entire littoral cell between the Tijuana River and 
the harbor entrance.  However, this would be expensive and require a 
great deal of planning and investigation to minimize adverse effects 
on adjacent areas.  In any case, improved monitoring of the wave 
climate and beach changes will be necessary so that future 
engineering decisions will be based on accurate knowledge of coastal 
processes.  (Monitoring measures now being considered are discussed 
subsequently. ) 

Management jurisdiction for the barrier is divided between the 
Local Coastal Programs of San Diego County and the cities of San 
Diego, Coronado and Imperial Beach, as well as the Navy - whose 
upland jurisdiction is generally exempt from the California Coastal 
Plan.  The application of current Coastal Act guidelines and Navy 
policy will prevent further encroachments on the beach side of the 
barrier.  (For example, construction of additional large multi-story 
condominiums, similar to those noted above at Coronado, would 
probably not be allowed.)  Preservation of the barrier spits which 
front the Tijuana River Marsh is also indicated under the applicable 
governmental policies. 

In summary, human activities to date have greatly modified the 
barrier between the Tijuana River and the San Diego Bay entrance with 
considerable enlargements at the north, by dredged fills and beach 
nourishment, counterbalanced by upstream control of the Tijuana 
River, the likely principal sand supply to the strand.  Recognizing 
the high level of development of the barrier, continued and 
intensified management will be necessary to protect its physical form 
and the multiple uses it sustains. 

OTHER BARRIERS 

Los Angeles Basin 

A notable series of barrier features (Figure 5) exist along about 22 
miles of the 30-mile long segment of coastline bordering the southern 
side of the Los Angeles Basin.  The basin is essentially a large 
alluvial plain formed by deposits of sediment carried by the San 
Gabriel, Santa Ana and Los Angeles Rivers which, even in historical 
times, frequently changed location during flood periods and inundated 
vast areas (Shepard and Wanless, 1971).  Until this century, six 
well-developed bay-mouth barriers breached by tidal inlets or 
associated with river mouths, and backed by about 25 square miles of 
marshlands, existed in this area (Speth, et al, 1976; Cooper, 1967). 
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Today most of the area and the entire region has been utterly 
transformed by industrial and urban development.  The Rattlesnake 
Island (or Terminal Island) barrier adjacent to the mouth of the 
Los Angeles River has become the center of a great port complex, 
almost totally reshaped and enlarged by dredging and filling, backed 
by intensive industrial, commercial and residential facilities, 
separated by the river by channelization and from the open ocean by 
three segments of Federal breakwater, with a total length of 8 miles 
(Parker, 1971) 

Enlarged by fills, armored and bulkheaded, and in the wave shadow 
of the breakwater, the stability of the former natural barrier is no 
longer dependent on the usual coastal processes.  The nearby barrier 
at Los Alamitos Bay adjacent to the mouth of the San Gabriel River 
lies just at the edge of the wave shadow of the breakwater; further 
downcoast are bay and river mouth barriers at Anaheim Bay, Bolsa 
Chica, Santa Ana River and Newport Bay.  All of these areas (and 
intervening reaches) have suffered to some degree from beach erosion 
due to diminution of the sand supplied to the beach, notably at 
Surfside-Sunset (Anaheim Bay barrier) and at Newport which have 
residential areas close to the beach.  Many factors have been 
advanced as contributing causes (Habel and Armstrong, 1977): 
diminished supply of sand from upland sources due to construction of 
dam and debris basins; sand and gravel mining from river channels; 
prolonged drought conditions in Southern California which act to 
limit supplies of sediment to the coast; jetty construction at 
Anaheim Bay; and losses to the submarine canyon at Newport Beach.  In 
any event, it has been necessary to nourish most of the entire reach 
periodically with sands trucked from river beds or other inland 
sources, and more recently, dredged from an offshore borrow site.  In 
addition, nine groins have been built along the west portion of the 
Newport barrier to retain beach fill. 

Most of this coastline consists of sandy beaches, intensively 
used for public recreation and backed by a four-lane highway; the 
largest beach protection investments have been made in areas where 
residences and park facilities are on or close to the beach, in front 
of the highway or other roads.  Under the Local Coastal Program 
policies of Orange County, and the cities of Seal Beach, Huntington 
Beach, and Newport Beach, the land uses should remain largely 
unchanged.  Continued beach nourishment will probably be required. 

Oceanside and Vicinity 

A twenty-five mile segment of the coast southward from the vicinity 
of Oceanside, 65 miles south of Los Angeles Harbor, is of especial 
interest because of persistent beach and cliff erosion.  The 
shoreline is bordered by elevated marine terraces fronted by 
generally narrow sandy beaches.  At intervals, the terraces are 
interrupted by stream valleys containing brackish or saltwater 
lagoons and marshes which are separated from the ocean by narrow sand 
barriers.  In all, nine such lagoon-marsh-barrier complexes are 
present in this reach. 

Several communities lie along the marine terraces and border the 
lagoons. A particularly complicated situation exists at the town of 
Oceanside where breakwater-protected military and civilian small 
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craft harbors, with a common entrance and landfills, have been 
constructed (1940 ' s-1970's ) in marshy areas behind barriers adjacent 
to the San Luis Rey and Santa Margarita Rivers.  With seasonal 
reversals in littoral drift, shoaling problems have been severe in 
the entrance, which tends to act as a sand trap.  Concurrently, 
severe erosion has occurred on the 2.2-mile reach of beach 
immediately south of the harbor in front of the city of Oceanside, 
stripping off sand, leaving cobbles on the beach and threatening 
roads and homes.  This reach has required repeated nourishment with 
sand dredged from the small-craft harbor and truck-hauled from inland 
sources.  Numerous studies and remedial actions have been undertaken 
by the U.S. Corps of Engineers regarding this problem. 

There are also concerns about the effects of the harbor 
interrupting sand supplies to the beach.  However, the entire 25-mile 
reach, which - as noted - is primarily bordered by cliffs (marine 
terraces), appears to be retreating.  Primary causes cited include 
diminution of sand supply to the coast by upstream controls and due 
to the prolonged drought period (1948-1978):  these causes being 
preparatory to episodic erosion of the cliffs during high wave 
conditions.  Cliff erosion is also worsened by changes in groundwater 
and drainage of the bluffs due to urban development (Kuhn and 
Shepard, 1980). 

The problems of most concern to the affected communities do not 
involve critical erosion on the barrier beaches which front the 
lagoons (barriers occupy about 8 miles of the 25-mile reach and 
several are protected by revetments, seawalls and periodic 
nourishment, Habel and Armstrong, 1977); but, the general problem has 
prompted initiation of a major coastal processes monitoring and 
investigative effort by the Corps of Engineers which emphasize this 
particular area.  The study will be expanded to include the Orange 
County and San Diego coastlines between Dana Point near San Juan 
Capistrano, and the Mexican border.  (This Congressionally-authorized 
study known as the CCSTA:  Coast of California Storm & Tidal Action 
study, will ultimately include additional areas of California.) 
Monitoring and investigation of barrier features, though not 
separately distinguished as such, will be contained within the CCSTA, 
as part of studies of the larger coastline. 

THE COAST OF CALIFORNIA STORM AND TIDAL ACTION STUDY (CCSTA) 

Before concluding this paper it might be useful to discuss the 
CCSTA.  The study plan is still being formulated by the Corps of 
Engineers, Los Angeles District; a multi-year program is envisioned 
initially emphasizing gathering of basic data, including expansion of 
an existing state-of-the-art wave gaging network, and recurring beach 
profiling and sediment sampling.  Study planners are considering 
inclusion of field and office studies of wave hindcasting; 
quantification of sediment sources (streams, cliffs, coastal 
longshore drift, fills) and sediment sinks (submarine canyons and 
offshore deposition zones); historical shoreline changes; sea level 
fluctuations; and, climatic changes. 

Data gathered would be analyzed in order to evaluate present 
conditions, predict impacts of proposed changes and aid in 
formulation of local and regional solutions. 
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Although, as noted, this overall plan is still being developed, 
data collection for the CCSTA and related program has already begun; 
the existing Corps of Engineers wave gaging network (Domurat and 
Pirie, 1980) is being expanded to include directional wave gages at 
additional locations in the San Diego region, and beach profiles 
which will ultimately cover 100 ranges over the 85-mile reach from 
Dana Point to Mexico. 

One directional gage (Seymour and Higgins, 1978) is being planned 
for installation at Imperial Beach at the south end of the Silver 
Strand, and at least one other gage further north along the barrier 
is under consideration.  If carried out, this would be an important 
step toward better quantification of coastal processes between the 
Mexican border and Zuniga shoal. 

SUMMARY OBSERVATIONS AND CONCLUSIONS 

In summary, though of secondary importance, barrier beach features 
are widespread in California.  As indicated in the above case 
histories, most California barriers have been essentially stable in 
historic times.  Those subject to erosion have been maintained in 
place by artificial beach nourishment or other protection.  Although 
present management practices will probably continue to be 
satisfactory, human intervention with beach nourishment and 
structures may be necessary in some areas.  However, such intensified 
solutions will have to be based on more complete data on coastal 
processes, in order to respond to tightened State and local coastal 
management policies. 

As recognized by various observers, the coast of California is 
readily characterized as one of cliffs and bluffs; the cliffs 
commonly being elevated marine terraces (Kaufman and Pilkey, 1979; 
Shepard and Wanless, 1971).  Barriers are less extensive in 
California than in many other areas due in part to lesser sediment 
supplies from restricted drainage areas.  Still, as noted, a sizable 
portion of the California shore is bordered by barriers; and as case 
studies indicate, their protective functions can be quite important. 
Some of the barriers are small-scale features occurring at the mouths 
of streams which breach long reaches of coastal cliffs or mountains. 
Others are sizable features, often associated with larger geologic 
elements such as intermontane valleys or alluvial plains - the Los 
Angeles Basin is an example - which adjoin the coast.  Of the barrier 
beaches examined:  Humboldt, Bodega, Bolinas, Morro Bay (and the 
large majority of smaller barriers identified) have remained 
essentially stable throughout historic times, despite varying degrees 
of human activity.  Southern California barriers between Los Angeles 
and Newport and at San Diego have generally been subjected to erosion 
by interruptions to sand supplies - in part because of urban 
development.  However, the barriers - some of which are no longer 
recognizable, have either been stabilized by protective works or 
artificial sand nourishment.  In the Oceanside area, erosion problems 
at the several barriers have been dealt with by localized protection; 
however, a more general condition of beach and episodic cliff retreat 
continues along a 25-mile reach. 

The latter case, and that of the San Diego Bay barrier (whose 
sediment supply is now dependent on a dam-truncated watershed), give 
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evidence that barriers are part of larger systems which should be 
better understood if intelligent coastal management is to be carried 
out.  Regional studies of wave regimes, shoreline changes and related 
coastal and watershed processes are desirable to understand what is 
happening to the shore and to evaluate any prescribed actions, which 
might range from continuing current practices of incremental 
protection, through large-scale beach nourishment and engineered 
coastal stuctures. 

Ultimately, some beaches and coastal barriers - especially in 
southern California - will need protection.  Although artificial 
nourishment remains the favored technique, economic considerations 
may necessitate combining nourishment with structures to reduce 
losses of beach material.  Certain barrier-associated coastal lagoons 
could also benefit from limited dredging to remove excessive 
sedimentation which threatens their continued existence.  (This is, 
however, a controversial issue.) 

This observer believes that State and local coastal plans, 
although strict, will prove flexible enough to allow necessary 
improvements, provided they are presented and justified on a rational 
and technically-sound basis.  In this regard, expanded study, 
monitoring and evaluation of the impacts of coastal and related 
processes on barriers and other shoreline features such as those 
planned for the CSSTA study should prove useful. 
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CHANGES IN THE COASTAL MORPHOLOGY OF VRACHATI, GREECE 

by 

C.I. Moutzouris* 

A.J. Rogan**, M. ASCE 

ABSTRACT 

The coastal morphology of Vrachati, which  lays on the south- 
eastern coast of the Corinthiakos Gulf, has considerably 
changed  since the construction of two successive coastal 
structures.  The present paper describes these changes and 
attempts to estimate the rate of longshore drifting sediment 
load.  The description of the changes and the estimation of 
the rate are based on observations of aerial photographs of 
the area and on extensive bottom sediment sampling. 

1.   INTRODUCTION 

The Corinthiakos Gulf lays between Peloponnesos and the main- 
land of Greece (see Fig. 1).  According to Piper et al., 
1980, it is a major late Cenozoic graben with maximum depth 
of 860m in its eastern part.  It communicates with the Pa- 
traikos Gulf through the Rion Straits and with the Saronikos 
Gulf through the Canal of Corinthos.  Beaches are coarsest 
and steepest where exposed to the prevailing winds. 

Vrachati lays on the southern coast of the southeastern part 
of the Corinthiakos Gulf (see Fig. 2).  The coast there has 
a mild slope mostly due to prodelta platforms from torrents 
draining into the sea and to accumulation of sediments, cir- 
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culation is mostly wind-driven.  The tidal current through 
the Canal of Corinthos is rather weak and does not really 
affect the circulation in the Vrachati coast.  Mean tidal 
range in the area is very small, locally less than 20 cm. 
There is an almost bimodal wind pattern from eastern and wes- 
tern directions, but longshore circulation is dominated by 
waves and wind-driven currents mostly from the W, due to 
their higher frequencies of occurrence. 

A breakwater was built at Vrachati in 1939 in order to pro- 
vide protection to small fishing vessels.  The presence of 
the breakwater disturbed the nearshore circulation pattern 
and resulted in intense modifications of the coastal morpho- 
logy.  For this reason, a groin was built in 1967 upstreams 
of the breakwater.  The groin only decreased the rate of co- 
astal modifications.  Even today considerable quantities of 
sediments are locally deposited, as it can be seen in Fig.3. 

Fig. 3. -The coast of Vrachati 

The effort at the Civil Engineering Department (CED) of the 
National Technical University of Athens (NTUA) has focused 
on the nearshore processes at the southern coast of the Co- 
rinthiakos Gulf, and more specifically at the Vrachati coast, 
for three main reasons : 

This coast suffers from extensive erosion and accretion. 
Efforts are being made now to deal with this problem : 
the latest one is a comprehensive study which is about to 
be assigned by the Ministry of Public Works. 
The existence at Vrachati of the breakwater and the paral- 
lel groin combined with  the simultaneous existence ofae- 
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rial photographs taken regularlyduring the same period 
permit the study of the evolution of the shoreline. 
The system of the two structures acts as a trap and al- 
lows  the study of longshore drifting small-sized sedi- 
ments. 

The first part of the present paper describes the evolution 
of the shoreline at Vrachati due to the construction of the 
two coastal structures.  Then an estimation of the rate of 
longshore drifting sediments is made. 

2.   EVOLUTION OF THE SHORELINE 

The shoreline of Vrachati was straight before the construc- 
tion of the breakwater, which was built in 1939 perpendicu- 
lar to the shoreline (see Fig. 4).  Its total length is 189 
m.  Intense accretion to its left and right occurred after 
the construction of the breakwater.  The zone of accretion 
to the left had a length of approximately 750m.  Longshore 
drifting sediments were deposited there, due mainly to the 
presence of the breakwater which was a form of littoral bar- 
rier.  The zone of accretion to the right was extending up 
to a torrent draining to the sea and had a length of appro- 
ximately 330 m.  Sediments were accumulating there mainly 
from the torrent.  A part of the load deposited there is be- 
lieved to have its origins also from the longshore drifting 
load.  The general shape of accretion around the breakwater 
indicates that the main direction of drift of longshore se- 
diments past the Vrachati coast is from left to right. 

In order to protect the coast from the aforementioned accre- 
tion, a groin of 135m was built in 1967 perpendicular to 
the shoreline at a distance of 158m to the left of the break- 
water.  As a result, further accretion occurred to the left 
of the groin, because the longshore drifting sediments were 
now obstructed by the new littoral barrier.  The shoreline 
started to retreat in the zone between the two structures. 
This is due to the decreased quantities of longshore drif- 
ting sediments by-passing the groin and being deposited in 
the zone.  The evolution of the shoreline to the right of 
the breakwater has not shown any clear tendencies.A remark- 
able  difference between the two beaches upstreams and down- 
streams of the two structures is noted here : the upstream 
beach is made of pebbles, while the downstream beach is ma- 
de of fine sand. 

Long observations in-situ under wave attack conditions led 
the writers to the conclusion that the longshore drift of 
sediments is partially interrupted by the groin. The groin 
is a classical partial littoral barrier. Most of the sus- 
pended load by-pass the groin and are partially deposited 
in the zone between the groin and the breakwater and in the 
zone protected by the breakwater.  If there were only the 
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Fig. -Evolution of the shoreline at Vrachati 

groin, an erosion would have occurred downstream of the groin. 
Because of the presence of two successive structures (groin, 
breakwater) , part of the suspended load is trapped in-between, 
The above qualitative observations are confirmed also by the 
grain-size analysis of the sediments, as it is analysed la- 
ter. 

MODEL APPLIED 

It is commonplace to state that the second best method for 
estimating the rate of longshore drifting sediments,in cases 
where no data exist, is to study in detail the shoreline evo- 
lution as well as the sediments accumulated in the area.Fol- 
lowing the above statement and according to the visual obser- 
vations reported previously, the model chosen to apply for 
the estimation of the total rate of longshore drifting sedi- 
ments was based partially on the shoreline evolution and par- 
tially on the sediment sizes (see Fig. 5).  This model is 
somehow consistent with the Baker "two line theory" on par- 
tial transport blockage.  The net total longshore drifting 
load S is composed of two components : 

(1) S=Sb+Ss 

S, is the net bedload and S  is the net suspended load.  By 
definition, the grains of S  are finer than those of S, . 

The bedload is estimated according to the shoreline evoluti- 
on on the upstream sides of the two structures, because the 
structures act as littoral barriers and the accreted shore- 
line has not yet reached their heads.  In order to apply the 
Pelnard-Considere method, as presented by Bijker, 1972, two 
time periods have been selected : 

E§Ei9£l_§ (1939-58), when only the breakwater existed. 

perigd_b (1967-81), when both structures existed. 
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The suspended load is estimated according to the size of sand 
sediments, which are deposited in the zone between the two 
structures.  This zone is a natural trap for fine grains, 
because of decreased current action. 

S = S +S, s  b 

t =1year(1940) 

PERIOD a (1939-58) 

PERIOD b (1967-81) 

Fig. 5.- Model applied for the estimation of S 

4. TECHNIQUES USED 

The following techniques have been used for the application 
of the model : analysis of successive aerial photographs, 
sediment sampling and analysis and wave hindcasting. 

4.1 , Aerial photographs 

Many sequences of aerial photographs were examined.  They 
had been taken in successive years by the Directorate of Ae- 
rial Photographing, Ministry of Regional Planning, Housing 
and Environment.  The examination permitted to follow the 
shoreline evolution as function of time and presence of co- 
astal structures. 

It was found that the shoreline progressed as follows (see 
Fig. 5) : 

AY=35m during period a (upstreams of the breakwater) 
AY=27m during period b (upstreams of the groin) 

4.2.  Sediment sampling and analysis 

Many spot samples have been collected from various locations 
in the surf zone along the coast, because spot samples are 
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usually representative of one sedimentation unit (see Fig. 
6).  For comparison reasons, some of the samples have been 
collected from on-shore.  In order to check the influence 
of the changing wave climate, samples have also been collec- 
ted in summer and autumn times. 

• 
• 

CORiNTHIAKOS   GULF 

1             13 

4 20JL 6 17 18 19 vflrt^v 

{ d 

0        100m / 

VRACHATI 

off-shore sanple 
on-shore sanple 

Fig. 6.- Sites of sampling along the coast 

The samples were prepared for grain-size analysis and then 
analysed in the laboratory of the Chair of Foundations, CED/ 
NTUA.  Size distribution was determined by standard sieve 
analysis techniques.  The size analysis data were plotted as 
cumulative curves with arithmetic ordinate, which is a com- 
monly used method of graphic presentation (see Constantini- 
dis and Mavromatos, 19 82, and Markoulidis and Zissis,  1983). 
The material was found to range mainly from fine sand to gra- 
vel.  The particle sizes and statistical parameters of the 
samples were found to change along the coast.  The grain-si- 
ze cumulative curves may be classified into 5 families : 

§§mEiSS_li_2i_3i_4i_5i_6i_7  (see Fig 7) 

They are coarse grained because they come from the exposed 
coast upstreams of the structures.  Large quantities of the 
material existed there even before the erection of the stru- 
ctures : particles with diametres as big as 40mm cannot be 
transported by wave-induced currents.  The population of 
these samples characterises most of the exposed beaches of 
Corinthiakos : it is a poorly sorted beach with strongly fi- 
ne-skewed and mesokurtic population. 

Samp_les_8z__ai_b  (see Fig. 7) 

They are characteristically bi-modal, because fine qrains 
were trapped by the groin.  Curve 8 is met in almost every 
samples from the zone upstreams of a littoral barrier. 
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Samples_9i_1_0i_n ,_1_2i_1_3 (see Fig. 7) 

They are fine grained because of extensive accretion in this 
area of reduced wave and current action.  They characterize 
a moderately sorted beach with coarse-skewed and leptokurtic 
population. 

Samp_les_24i__15i_16i_17i_18i_19i_20 (see Fig. 8) 

They range from fine-grained (in the protected zone) to me- 
dian-grained (in the zone of restored, current action).Sam- 
ples 14 and 15 are well sorted with coarse-skewed and platy- 
kurtic population. 

§§mEi?§_21i_2i_5 (see Fig. 8) 

They are very coarse-grained, due to the contribution of the 
torrent. 

No significant seasonal change has been detected in the size 
distribution curves of the samples, especially in the pro- 
tected zones (see Fig. 9). 

4.3.  Wave hindcasting 

Wave data do not exist in the area under examination.  For 
this reason wave characteristics in deep sea were computed 
according to the SMB method.  Wind data are regularly taken 
in the area by the National Meteorological Service (EMY). 
Annual frequencies of occurrence of winds, which generate 
waves in the Vrachati area, are shown in Table 1.  The ef- 
fective fetch F -  from these directions and the correspon- 
ding wave heights H  and periods T are given in Table 2. 

Refraction diagrams for the most frequent waves from E, NE, 
N and NW were computed according to a numerical method used 
at the Chatou Research Center-CREC (see Lepetit, 1964). Ac- 
cording to this method the refraction coefficient is analy- 
sed in two partial coefficients.  The first is related to 
the variation of distance between the orthogonals.  The se- 
cond depends on the modification of the phase velocity.  The 
data introduced for the numerical analysis of the differen- 
tial equation were the bottom topography, the deep sea cha- 
racteristics of the monochromatic waves and the phase velo- 
city of the waves.  The equation was solved numerically by 
computer (see Petridis, 1982).  Resulting refraction diag- 
rams for waves from E and NE are shown in Fig. 10. 
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WIND NW N NE N 

Beaufort 

4 3.2 1 .9 0.5 0.4 
5 1 .4 1 .2 0.4 0.7 
6 0.4 0.4 0.3 - 
7 0.02 0.04 0.03 - 
8 - - 0.01 - 

TOTAL 5.02 3.54 1 .24 1.1 

Table   1.-  Annual   frequency   (%)   of  occurrence  of  off- 
shore     winds   (data  from EMY) 

WIND NW N 

Beaufort (knots) ef H 
o 

T Fef H 
o T 

(n.m.) (m) (sec) (n.m.) (m) (sec) 

4 13 9.8 0.51 2.8 14.82 0.58 2.1 
5 19 0.82 3.5 0.91 3.4 
6 24 1 .06 4.0 1 .25 3.8 
7 30 1 .4 4.5 1 .65 4.4 
8 37 - - - - 

RIND NE E 

Beaufort (knots) Fef H 
o 

T Fef H 
o 

T 

(n.m.) (m) (sec) (n.m.) (m) (sec) 

4 13 7.98 0.46 2.7 4.62 0.41 2.5 
5 19 0.76 3.4 0.64 3.1 
6 24 0.98 3.8 0.85 3.5 
7 30 1 .28 4.4 1 .13 4.0 
8 37 1 .65 4.9 - - 

Table 2.- Wave characteristics in deep sea at the Vrachati 
area 

5. RESULTS 

5.1.  Bedload 

The net load Sb was evaluated from the measured progression 
AY of the shoreline during a certain number of years.  Ac- 
cording to results reported earlier, the shoreline progres- 
sed 35m in 19 years (period a) and 27m in 14 years (period 
b).  Surveys made in-situ indicated that the depth of active 



COASTAL MORPHOLOGY CHANGES 1039 

sediment transport h is of the order of only 3m. 

The angle of incidence a of each monochromatic wave is de- 
fined as the angle between the wavecrests and the shoreline, 
a  is the value of a in deep sea.  The average angles a, of 
wave incidence from each direction at the depth contour of 
-3m were evaluated from the  refraction computations and are 
presented in Table 3.  Positive (negative) values of a indi- 
cate incidence from the left (right) to the right (left) of 
Fig. 4.  The average angle a of wave incidence from all di- 
rections at the depth contour of -3m was evaluated according 
to the frequencies of occurrence of Table 1. 5 was found 
equal to +1.21°. 

DIRECTION FREQUENCY ao 
(°) ft 

NW 
N 
NE 
E 

0.0502 
0.0354 
0.0124 
0.0110 

+67.5° 
+22.5° 
-22.5° 
-6 7.5° 

+33.50 
+12.92 
-21.38 
-60.00 

Table 3.- Average angles of wave incidence at -3m 

After introducing the above values to the equations of Pel- 
nard-ConsidSre, it was found that : 

S, =36 . 5X1 03m3 /year  during period a 

S =31 .8X103m3/year  during period b 

As it can be seen S, was higher in period a than in period 
b, due to the obstruction from the groin. 

The above method of estimation of S, has several weak points. 
But it is undeniable that most existing data of longshore 
drifting sediments quantities have been gathered from sur- 
veys of the accumulated material in littoral barriers (Bru- 
un, 1976). 

For comparison reasons, S, was next computed according to a 
second method.  In a very recent paper Hallermeier, 1982, 
proposed a method of computation of bedload, which accounts 
for the sediment sizes, the bottom slope and configuration, 
the wave diffraction, etc.  According to this approach, S, 
depends upon some characteristic parameters :  the wave 
height H , length L  and angle a  at the seaward limit to 
littoral zone, the water depth d  at the same limit, the pa- 
rameter 0 (=d /H ), the median sediment grain diameter M , 
the wave reflexion and the bottom angle.  Table 4 presents 
the analytical computations of S, according to Hallermeier 
for each monochromatic wave given in Table 2.  Local surveys 
indicated that the average bottom angle in the area is of 
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f T d H L e a Q 
WIND e e e e 

(sec) (m) (m) (m) (°) (m3 /yr) 

NW 0.032 2.8 0.92 0.490 7.76 0.533 29.34 14668.7 
0.014 3.5 1 .48 0.786 12.28 0.531 30.46 17641.6 
0.004 4.0 1 .91 1 .018 15.92 0.533 31 .32 8535.4 
0.0002 4.5 2.50 1 .339 20.44 0.535 32.50 768.6 

N 0.019 2.1 1 .21 0.538 8.28 0.445 10.956 6449.8 
0.012 3.4 1.57 0.861 12.12 0.548 11.352 5531 .3 
0.004 3.8 2.11 1 .173 15.55 0.556 11 .946 3540.1 
0.0004 4.4 2.80 1 .550 20.80 0.554 12.705 668.9 

NE 0.005 2.7 0.84 0.443 7.14 0.528 -20.025 1237.7 
0.004 3.4 1 .37 0.73 11 .46 0.533 -20.356 2688.6 
0.003 3.8 1 .76 0.938 14.50 0.533 -20.6 3423.3 
0.0003 4.4 2.31 1 .228 19.25 0.532 -20.944 595.7 
0.0001 4.9 2.94 1 .50 24.10 0.537 -21.338 289.9 

E 0.004 2.5 0.74 0.394 6.19 0.532 -50.583 1449.0 
0.007 3.1 1 .15 0.614 9.54 0.534 -52.292 5793.6 

Table   4.-  Computation  of  bedload  according   to  the  Haller- 
meier equation 

the  order  of   2°.     The  corresponding  average  wave  reflexion 
coefficient  is  of  the  order  of   3%.     For  the  evaluation  of 
the  median  diameter  it was  considered  that  the   samples   18, 
19   and  20  are  the most  representative   :   their  grain-size 
cumulative  curves  agree  well  with   the  corresponding  curves 

samples  from undist 
taken   equal   to   0.3mm. 

According  to  the  computations   in  Table  4   the  gross   loads are 
as   follows   : 

S'=57.8X103m3/year       from  left  to  right 

S   s = 15.5X103m3/year from right   to  left 

The net bedload is : 

S, =42 .3X1 03m3/year  from left to right 

The load according to Hallermeier apparently represents the 
net bedload during the last years, because the estimation 
was based on recent field data. 

5.2.  Suspended load 

For the computation of the net suspended load Sg which is 
transported along the coast, information was needed on the 
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grains trapped between the two structures.  Finally it was 
assumed that the graphic mean diameter M , as defined by 
Folk, 1974, is representative of the diameters ensemble : 

<«>   M .016+05O^84 

3 

0 is the grains diameter expressed in the phi-scale.  The 
average M  for the samples 9, 10, 11, 12 and 13 is computed 
from equ. (4) and Fig. 7 : 

(5) M =0.14mm 
z 

An equation proposed by the Laboratoire Central d1 Hydrau- 
lique de France-LCHF was the computation of S  (see Leclerc 
et al., 1976) : 

(6) Ss = KgHLTf (a) 

g is the gravitational acceleration, H and L are the wave 
height and length at a water depth of 15m, ct   is the angle 
of incidence at the same depth, f(a) is a function of the 
angle a1c-.  The coefficient K is given by equ. (7) : 

(7) K=0.18X10~5  D~05 

D is the grain diameter (glmm).  In the present study it is 
considered that the average graphic mean diameter of the sam- 
ples corresponds with D. 

The computations of suspended loads for each monochromatic 
wave given in Table 2 are shown in Table 5.  The gross loads 
are as follows : 

S ' =2.2X103m3/year   from left to right 

S " = 0. 7X1 03m3/year   from right to left 

The net suspended load is : 

S   =1.5X103m3/year   from left to right 

5.3.  Total load 

The net total sediment load drifts from left to right past 
Vrachati and is equal to : 

S   = 38 . 0X103m3/year  during period a 

S   =33.3X103m3/year during period b 

The computation of S was based on a wide range of data : 
wind, sediment, bottom and shoreline progression data.The 
difference between period a and b is due to the different 
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WIND f H 
o T L 

o f(a) Q 

(m) (sec) (m) (m3 /yr) 

NW 0.032 0.51 2.8 12.25 0.36 298.7 
0.014 0.82 3.5 19.14 " 410.3 
0.004 1.06 4.0 24.99 ii 226.1 
0.0002 1 .4 4.5 31 .63 n 21 .3 

N 0.019 0.58 2.1 11 .30 0.6 233.0 
0.012 0.91 3.4 18.06 11 596.3 
0.004 1.25 3.8 22.56 1) 381.2 
0.0004 1.65 4.4 30.24 II 78.1 

NE 0.005 0.46 2.7 11.39 0.6 62.9 
0.004 0.76 3.4 18.06 " 166.0 
0.003 0.98 3.8 22.56 " 224.1 
0.0003 1 .28 4.4 30.24 " 45.4 
0.0001 1.65 4.9 37.51 II 26.9 

E 0.004 0.41 2.5 9.82 0.36 21.5 
0.007 0.64 3.1 15.11 111.9 

Table 5.- Computation of suspended load 

rates of shoreline progression during these periods. 

For comparison  reasons S was then computed according to the 
well known method of the Coastal Engineering Research Center 
CERC, as it is presented in the Coastal Protection Manual, 
1976.  This method ignores the sizes of the transported se- 
diments and the bottom slope.  The rate of longshore trans- 
port is proportional to the longshore wave energy flux.  In 
other terms, the transport depends  exclusively upon the wa- 
ve climate in the area.  The computation of S according to 
this method is shown analytically  in Table 6. The gross lo- 
ads are as follows. 

S' =51.7x103m3/year 

S" = 12.3x103m3/year 

from left to right 

from right to left 

The net load S is : 

S  =39.4x103m3/year  from left to right 

The above value refers to time periods a and b, because it 
was computed from wind data covering both periods. 
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HIND f Ho Q 

(m) (m3/yr) 

NW 0.032 0.51 6756.7 
0.014 0.82 6990.0 
0.004 1 .06 5260.0 
0.0002 1 .40 527.2 

N 0.019 0.58 6897.5 
0.012 0.91 13432.4 
0.004 1 .25 9901.6 
0.0004 1 .65 1982.2 

NE 0.005 0.46 1016.8 
0.004 0.76 2854.1 
0.003 0.98 4041 .6 
0.0003 1 .28 788.0 
0.0001 1 .65 495.5 

E 0.004 0.41 489.3 
0.007 0.64 2607.4 

Table 6.- Computation of total load according 
to the CERC equation 

The above computed values of net longshore drifting loads are 
shown in Fig. 11. 
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Fig.11.- Net longshore drifting load 
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6•   CONCLUSIONS 

The adopted method of estimation of the net longshore drift- 
ing load is the second best to direct measuring the load, 
because it is based on a wide range of dataiwind, sediment, 
bottom, shoreline progression data.It can be applied when time 
presses, although many parameters are neglected.  This met- 
hod gives results averaged in time, while measurements of on- 
ly one year or less may give very erroneous results. 

The research described in the present paper will be continu- 
ed with load measurements, in order to check the accuracy of 
the results. 
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COMPUTATIONAL ALGORITHM FOR LONGSHORE ENERGY 
FLUX INCORPORATING FRICTION 

T.L. Walton, Jr. , M. ASCE 

J.R. Weggel , M. ASCE 

Introduction 

The calculation of longshore sand transport on "beaches is a significant 

coastal engineering problem with application to various areas of coastal struc- 

ture design (i.e., jetties, groins, and offshore "breakwaters), and inlet 

navigation channel design (i.e., studies of required maintenance dredging). 

Longshore sand transport as a first approximation is linearly related to long- 

shore energy flux (see Bruno, et al. (1981)), hence, this paper simply presents 

a method for computing longshore energy flux as a means of determining long- 

shore sand transport. 

The approach used herein for calculating longshore energy flux includes 

an analytical method for incorporating frictional wave energy dissipation.  The 

method is simple enough to program on a hand-held programmable calculator.  It 

therefore provides a method hy which rapid calculations can he made for a site 

at which offshore wave data exist.  If offshore directional random wave data are 

available (i.e. directional wave spectra) then more advanced techniques should 

he used (see Walton and Dean (1981)). 

Computation of the longshore energy flux factor P  is in accordance 

with the Shore Protection Manual (19T7) equation (U-28) 

hs - SK2 c
g* ^ s\ (1) 

Hydraulic Engineer, U.S. Army Coastal Engineering Research Center, Fort Belvoir, 
VA 22060 

2 
Chief, Evaluation Branch, U.S. Army Coastal Engineering Research Center, Fort 
Belvoir, VA 22060 

1046 
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g  is the acceleration  of gravity,   H    is the  "breaking  wave  height,   C       is the 

wave group velocity at  the point   of wave  "breaking,   and   a    is the  angle the  "break- 

ing  wave crest makes with the  shoreline,   where  the  subscript   ""b"  denotes "break- 

ing  wave  conditions.     The  quantity P       is not truly a longshore  energy flux as 

Longuet-Higgins   (1972)   has noted,   "but   since  this  terminology  has "been  widely 

used   {see  Shore  Protection Manual   (1977)),  this paper  will  not  deviate  from this 

usage. 

Equation 1  can also  be written as 

(a) 

where   E    is the wave  energy density at   breaking given by, 

From  conservation  of  energy  considerations,   for  waves approaching   shore 

over   straight  and parallel  bottom contours, 

S. C   .   cos a.   =  E_C  ,   cos av {h ) 
i  gi 1 b gb b 

if no energy dissipation has occurred from a given offshore site (represented 

by the subscript "i") to the "breaker location (See Ippen (1966)).  If energy 

dissipation is included, equation (h )  must "be modified to the following 

2 
K  E. C . cos a. = E. C , cos a, (5) e  1  gi     1   b gb     b 

2 
where the factor K accounts for energy reduction due to dissipation by bottom 

friction, percolation, or other dissipative mechanisms between the offshore site 

and the breaker location. 
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Equation   (l)  -with frictional  dissipation  included  can  "be rewritten  as, 

2 
P„     =  K     (EG     COS a),   sin a, (6) is e g i h W/ 

•where offshore wave data can "be used directly to evaluate the term in "brackets. 

The values of K and sin a  can he found from linear wave theory transformation 

processes and a "breaking wave height to water depth ratio which is dependent on 

"bottom slope and offshore (deep water) wave steepness. 

In this paper the energy dissipation is assumed to "be due only to "bottom 

friction; percolation is neglected.  From a practical standpoint, the importance 

of percolation in wave energy dissipation is questionahle since in many offshore 

areas sand is underlain "by mud and/or rock.  Also, the top layer of sand often 

has mixed within it organic material and very fine silts that reduce the 

permeahility of this layer. 

Bret Schneider and Reid (l'95*0 developed equations for the friction coefficient 

K  (where K = K in the case of no percolation) for "both constant "bottom slope 

and constant depth cases.  Their method of estimating wave height decay requires 

numerical integration for the case of a constant "bottom slope.  In the ahsence 

of refraction, a chart with solutions has "been presented for various values of 

p      fH 
parameters T /d and  2_ '•>   where T is the wave period, d is the water depth, m 

md 
is the offshore slope, H is the deepwater wave height, and f is a friction 

factor. 

The present approach simplifies the constant slope equation "by invoking the 

shallow water assumption and provides an analytical solution.  Over much of 

2      f H 
the range of the parameters T /d and  o , the analytical solution provides 

md 
answers that are within! 5% of  the more involved numerical integration solution. 



LONGSHORE ENERGY FLUX 1049 

K„ and P.     on most   hand-held programmable calculators.     This  simplified  solution 

from deep water to a   shallow water  depth d  is: 

Kf=(1+(^)«""""o^0.12(V)Jt)-1 (7) 

fH and    p < 1.0, equation 7 estimates K with less than' 5%  error.  Since in 
md f 

most practical applications the friction coefficient f is rarely known with any 

The method for solving sin a is as follows:  (l) determine explicitly 

the "breaking wave height using linear wave theory, and the ratio of "breaker 

wave height to water depth (dependent on "bottom slope m and deepwater wave 

steepness) "by assuming "breaking occurs in shallow water; (2) determine the 

"breaking wave depth from "breaker height to water depth ratio; and (3) solve 

for a      the "breaking wave angle, using Snell's Law of Refraction.  This approach 

is detailed in Appendix B.  The equation used to find the "breaking wave height 

\ (-X'2  K^ H2 C . cos a. 
\g J       f 1 gi     1 

(8) 

where the wave data observations are available and the breaker site.  The 

breaker depth is given by 

\=Ku (9) 
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K =  l.l6[n(Ho/Lo)Js]   °-22 (10) 

Equation 10  is from the work of  Singarasetti  and Wind   (1980) who  reviewed various 

equations  for the  "breaking  wave  height  to  "breaker depth ratio using   Battjes 

(197U)  data. 

As the friction coefficient K of equation 7 depends on the ratio of deep- 
1 H 

water wave height to "breaking depth -—  , the solution technique used assumes 
"b 

that H ~ H^ to a first approximation for directly computing K in equation 7. 

The friction factor used is that defined "by Eretschneider and Reid {195*0 

in which the "bottom shear stress is defined "by a shear stress equation given "by 

Tt = efKK <"•> 

where U, i;s the "bottom orhital velocity given "by linear wave theory.  Values of 

the friction factor f for oscillatory flow have "been given "by Kamphuis (1975) 

and Vitale (1979), where f is defined as a function of the relative roughness 
k                                   U z 

parameter ~~     and an oscillatory Reynolds number    , with k = the equiva- 
S v e 

lent  sand grain   size on the  bed,   t,    - the total  horizontal  excursion of the water 

particle motion at the "bottom  in the ahsence  of a  "boundary layer,  and   v = the 

kinematic viscosity of   sea  water. 

Karri'phuis   (1975) notes that k    can   be  related to the   size  distribution  of 

the  sand on the  "bottom  "by 

\ = M90 

where d       is the   sand grain diameter   such that   90$ is  finer.     Using a Moody- 

Stanton-type  diagram   (as is used to present  pipe  friction  factors),   Kamphuis 

(1975) has presented his  friction  factor,   f   ,   as  a function of Reynolds number 
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and relative roughness.  Since Kamphuis used an alternative definition for his 

friction factor, the relationship "between the friction factor used in this 

f 
paper and Kamphuis' f  is f = _k_ . 

Comparison^ of Measured and Predicted Breaking Waye_ Angles 

The major error in calculating longshore energy flux involves predicting the 

"breaking wave angle.  The present algorithm for calculating "breaking wave angle 

was compared to three sets of breaking wave data taken in three-dimensional 

laboratory wave basins.  Two of these data sets (Shay and Johnson (T95l), and 

Vitale (l98l)) were obtained with movable "bed -models.  The objective of their 

studies was to measure longshore sand transport and correlate transport rates 

with wave properties.  The movahle "bed model tests had a large variation in 

breaking wave angle due to shoreline .adjustmenti-during, the testings Also, in the 

movahle "bed models, the breaking wave angle (defined to be the angle between 

the breaking wave and the shoreline) is more difficult to measure since the 

shoreline position is dynamic and difficult to define.  The third set of data 

{Galvin (1965))  were from  a fixed bed model.  Observations of breaking -wave 

angles had minimal variation and were averaged for each test to provide a good 

measure of the breaking wave angle.  The friction factor used in the calculations 

(for all data).   was assumed to be f = 0.1.  This value appeared reasonable 

for the range of wave heights, periods, water depths, and "bottom roughness for 

the laboratory tests.     Results of the calculations were not sensitive to 

friction.  Values of f ranging from 0 (no friction) to 0.1 did not change 

the correlation coefficients relating the calculations to the data by more 

than' 5%, suggesting that frictional effects in the data are negligable relative 

to the overall scatter of the measurements and other difficulties inherent in 

measuring "breaking wave angle. 
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In all laboratory tests the wave generators were in transitional water 

depths (1/20 <^ d/L <_ 1/2) &nd wave parameters in deep water were calculated using 

linear wave theory to provide input to the calculations. 

The comparison between calculated and observed breaking wave angles is 

shown in Figure 1, along with the range of the variables and the correlation 

coefficient for each of the three data sets. 

The best data for comparison (i.e., the least scatter for individual tests) 

was Galvin's (1965).  This data set gave a correlation coefficient of r = 0.97. 

Summary and Conclusions 

A technique has been presented for calculating longshore wave energy flux 

which can be used in areas where offshore wave data are available and the 

offshore bottom contours are nearly straight and parallel.  This method in- 

corporates a simplified analytical technique for computing wave energy dissi- 

pation by bottom friction and can be applied with minimal computational effort 

using a hand-held programmable calculator. 

Results for computation of breaking wave angles have been compared to 

existing laboratory data and found to provide good correlation in one set of 

tests and reasonable correlation (in view of laboratory data scatter) in two 

other sets of tests.  It is felt that this method of computing longshore energy 

flux will find many useful applications in view of the simplicity of the algor- 

ithm developed. 
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APPENDIX A 

Bretschneider and Reid   (l'95^) have provided a numerical integration type 

solution  for the  friction coefficient K    as given  in  equation   (B-^a)  of  BEB 

TM 'U5.     This   solution  is as  follows: 2 
fH 

K 
\ mT ' r ' 

/6W 

*f = \  3g2 

and 

K    =  refraction  coefficient r 

K = shoaling coefficient 

as normally defined in linear wave theory (see Ippen (1966)). 

Equation A-l can he nondimensionalized in terms of the deep -water dimension- 

less wave numher k d and the site dimensionless wave numher kd to he 
o 

k a 3 

I^(F)V   /(-^FM)S«VH) (A- 

Assuming that  offshore  bottom contours are   straight and parallel,   Snell's 

Lav of Refraction  can  he applied  from deep water to the  site  of  interest  where 

K    =   (cos a  /cos a) 0.5 
(A-3) 

which can he reduced to the following for shallow mter depth d to 

-0.'25 
f(l - (sin2 a   )  k d 
{_ o  o -J 

(A-10 



LONGSHORE ENERGY FLUX 1055 

As (sin a )  k d is small over most of the wave transformation zone, Equation 
o    o 

A—U is simplified to 

K ~ (cos a ) 
(A-5) 

Again assuming  depth d  is  in   shallow ••water 

K     -   (2kd)~°*5 (A-6) s 

Upon applying the atove assumptions to the integral term of equation A-2 the 

integral "becomes 

k d 
k d 

h    I.   7 
9J1   « - J_  /    it x -5/U 

3/2      dX      ,3/2        ' 5 X 

=fM)"5A    (i- (ka/-)5A) 
5       o o 

«-f (k dr5A 
5      o 

(A-T) 

Applying the  a hove  integration to  equation A-2 the   simplified  friction  coeffi- 

cient   (from deep water to  shallow vater depth d)  "becomes 

'^[-(•r|)(5)<—„>°-5<v>-H (A"8) 

For the case of no refraction (a  = 0° or K = l.o) the equation becomes 

-1 
T / ln„ \ .       .-0.25 

K 
lfEo\,     rf-25 i + o.i2   —2.   (k d) 

md 
(A-9) 

which can  "be compared to the values  given  "by the  Bretschneider and  Reid   (l'95U) 

complete  solution,   Equation A-2.     The present  solution and the percent error 

"between the present   solution and that  of   Bretschneider and  Reid are given  in 

Tahle A-l  and presented  in  Figure A-l  where the  error  E is  defined  as 
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E =  K     (Bretsehneider-Reid)   - K     (eqr  A-9) 

K   (BretSchneider-Reid) (A-10) 
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FIGURE A-l - Percent Error in Approximate Solution 
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Table A-l 

Comparison of Simplified Approximate Wave Height Attenuation by Friction to 

Asympototic Numerical Solution. 

k d fH 
o/md f(approx) f(integ) Error(^) 

0.00200 0.05000 0.97241 0.97233 0.00869 

0.00200 0.10000 0.94630 0.94614 0.01690 
0.00200 0.20000 0.89808 0.89779 0.03208 
0.00200 0.50000 0.77898 0.77844 0.06956 
0.00200 1.00000 0.63798 0.63725 0.11391 
0.00200 2.00000 0.46841 0.46763 0.16728 
0.00200 5.00000 0.26061 0.26000 0.23268 
0.00200 10.00000 0.14983 0.14943 0.26754 

0.00200 20.00000 0.08098 0.08075 0.28920 
0.00200 50.00000 0.03405 0.03394 0.30396 

0.00500 0.05000 0.97793 0.97797 0.00335 
0.00500 0.10000 0.95682 0.95688 0.00657 
0.00500 0.20000 0.91722 0.91733 0.01259 
0.00500 0.50000 0.81590 0.81613 0.02799 
0.00500 1.00000 0.68905 0.68938 0.04726 
0.00500 2.00000 0.52561 0.52599 0.07212 
0.00500 5.00000 0.30709 0.30742 0.10533 
0.00500 10.00000 0.18140 0.18162 0.12444 
0.00500 20.00000 0.09975 0.09988 0.13686 
0.00500 50.00000 0.04244 0.04250 0.14557 

0.01000 0.05000 0.98138 0.98153 0.01487 
0.01000 0.10000 0.96344 0.96372 0.02917 
0.01000 0.20000 0.92946 0.92998 0.05630 
0.01000 0.50000 0.84052 0.84159 0.12728 
0.01000 1.00000 0.72491 0.72651 0.21955 
0.01000 2.00000 0.56852 0.57049 0.34435 
0.01000 5.00000 0.34514 0.34695 0.52264 
0.01000 10.00000 0.20856 0.20989 0.63165 
0.01000 20.00000 0.11642 0.11725 0.70518 
0.01000 50.00000 0.05007 0.05045 0.75814 

0.02000 0.05000 0.98430 0.98460 0.03101 
0.02000 0.10000 0.96908 0.96967 0.06108 
0.02000 0.20000 0.94001 0.94112 0.11848 
0.02000 0.50000 0.86240 0.86475 0.27176 
0.02000 1.00000 0.75809 0.76173 0.47777 
0.02000 2.00000 0.61043 0.61516 0.76943 
0.02000 5.00000 0.38528 0.39002 1.21412 
0.02000 10.00000 0.23861 0.24225 1.50381 
0.02000 20.00000 0.13547 0.13782 1.70752 
0.02000 50.00000 0.05898 0.06010 1.85859 

0.05000 0.05000 0.98747 0.98812 0.06576 
0.05000 0.10000 0.97525 0.97652 0.12989 
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TABLE A-l (Continued) 

fH 
o/md 

0.05000 
0.05000 
0.05000 
0.05000 
0.05000 
0.05000 
0.05000 
0.05000 

0.20000 
0.50000 
1.00000 
2.00000 
5.00000 

10.00000 
20.00000 
50.00000 

f(approx) 

0.95170 
0.88740 
0.79760 
0.66333 
0.44075 
0.28267 
0.16460 
0.07305 

f(Integ)   ErrorC%) 

0.95412 
0.89268 
0.80616 
0.67526 
0.45408 
0.29373 
0.17215 
0.07679 

0.25351 
0.59096 
1.06232 
1.76698 
2.93519 
3.76489 
4.38458 
4.86504 

0.10000 
0.10000 
0.10000 
0.10000 
0.10000 
0.10000 
0.10000 
0.10000 
0.10000 
0.10000 

0.05000 
0.10000 
0.20000 
0.50000 
1.00000 
2.00000 
5.00000 

10.00000 
20.00000 
50.00000 

0.98944 
0.97911 
0.95907 
0.90359 
0.82413 
0.70088 
0.48380 
0.31909 
0.18983 
0.08569 

0.99053 
0.98123 
0.96315 
0.91270 
0.83942 
0.72327 
0.51111 
0.34329 
0.20721 
0.09465 

0.10929 
0.21629 
0.42375 
0.99807 
1.82061 
3.09663 
5.34385 
7.04901 
8.38713 
9.46519 

0.20000 
0.20000 
0.20000 
0.20000 
0.20000 
0.20000 
0.20000 
0.20000 
0.20000 
0.20000 

0.05000 
0.10000 
0.20000 
0.50000 
1.00000 
2.00000 
5.00000 

10.00000 
20.00000 
50.00000 

0.99111 
0.98237 
0.96535 
0.91767 
0.84786 
0.73590 
0.52709 
0.35786 
0.21792 
0.10028 

0.99285 
0.98581 
0.97202 
0.93286 
0.87417 
0.77647 
0.58150 
0.40994 
0.25782 
0.12200 

0.17595 
0.34880 
0.68551 
1.62912 
3.01039 
5.22572 
9.35737 

12.70600 
15.47490 
17.80260 

0.50000 
0.50000 
0.50000 
0.50000 
0.50000 
0.50000 
0.50000 
0.50000 
0.50000 
0.50000 

0.05000 
0.10000 
0.20000 
0.50000 
1.00000 
2.00000 
5.00000 
10.00000 
20.00000 
50.00000 

0.99292 
0.98593 
0.97225 
0.93340 
0.87512 
0.77796 
0.58359 
0.41202 
0.25946 
0.12292 

0.99600 
0.99203 
0.98418 
0.96137 
0.92561 
0.86152 
0.71334 
0.55441 
0.38352 
0.19926 

0.30947 
0.61457 
1.21210 
2.90915 
5.45497 
9.69876 
18.18890 
25.68320 
32.34710 
38.31130 

1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000 

0.05000 
0.10000 
0.20000 
0.50000 
1.00000 
2.00000 
5.00000 
10.00000 
20.00000 
50.00000 

0.99404 
0.98814 
0.97656 
0.94340 
0.89286 
0.80645 
0.62500 
0.45455 
0.29412 
0.14286 

0.99831 
0.99662 
0.99326 
0.98331 
0.96717 
0.93643 
0.85490 
0.74657 
0.59563 
0.37075 

0.42771 
0.85035 
1.68076 
4.05919 
7.68345 

13.87980 
26.89210 
39.11580 
50.62040 
61.46770 

2.00000 
2.00000 

0.05000 
0.10000 

0.99498 
0.99001 

0.99978 
0.99956 

0.47994 
0.95508 
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TABLE A-l (Continued) 

o/md 

2.00000 0.20000 
2.00000 0.50000 
2.00000 1.00000 
2.00000 2.00000 
2.00000 5.00000 
2.00000 10.00000 
2.00000 20.00000 
2.00000 50.00000 

f(approx) 

0.98022 
0.95197 
0.90834 
0.83207 
0.66466 
0.49774 
0.33133 
0.16542 

f(Integ) 

0.99911 
0.99779 
0.99558 
0.99121 
0.97830 
0.95752 
0.91851 
0.81846 

Error(%) 

1.89126 
4.59189 
8.76290 
16.05430 
32.06020 
48.01780 
63.92750 
79.78940 
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APPENDIX B 

Development of Equation for Breaking Wave Angle 

The conservation of energy equations from offshore to the "breaker location 

for waves refracting over straight and parallel offshore "bottom contours in 

the case of energy losses to "bottom friction can "be written as 

£f H? Cg. cos a. = p-f H^ Cgb cos % + losses        {B_±) 

losses = (l - K^) £§- H2 C . cos a. f>  ~T Hl  gi OOB ai (B-2) 

Upon combining equations E-l and B-2, and canceling like terms it can "be found 

that 

H^ C  cos a    = K^ H? C . cos a. (B-3) 
b gb     b   f x  gi     i 

Assuming breaking occurs in shallow water 

Cgb=(gd/"5 M 

Now assuming    K =  -—     is  known   (see  equation  10  in text)  equations   B-3 and   E—U 

can  "be   solved as 

[{e)       Kf   Micgi 
H„ = i   ( T I K    K  C_.   cos a. (B-5) 

Using   Snell's  Law of Refraction and  the  shallow water assumption 

/gH   \    '^  /sin a. \ 
3ln% = (—      [~^) (B-6) 
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BREACH/INLET INTERACTION AT MORICHES INLET 

E.3. Schmeltz/A.M.ASCE, R.M. Sorensen,2M.ASCE 

M.3. McCarthy,3A.M.ASCE, G. Nersesian,*M.ASCE 

ABSTRACT 

Moriches Inlet is located on the south shore of Long Island, New York, 
approximately 45 miles (72 kilometers) west of Montauk Point and 80 miles (130 
kilometers) east of New York City. The inlet forms the primary outlet through 
the barrier island between Moriches Bay and the Atlantic Ocean. The inlet is 
protected and stabilized by two stone jetties approximately 800 feet (245 
meters) apart . 

During 3anuary, 1980, a severe northeast storm resulted in the breaching of the 
barrier island immediately to the east of the existing Moriches Inlet. By the fall 
of 1980, the breach had expanded to nominally 2900 feet (885 meters) in width 
with a maximum depth of around 10 feet (3 meters) and the U.S. Army Corps of 
Engineers was requested to affect its closure. The method adopted by the Corps 
consisted of the placement of beach fill in the opening to develop a cross-section 
with a center line elevation of +13.25 feet (4 meters) MLW and side slopes of 
1V:25H. Initiated in October 1980, the closure operation was succesfully 
completed in February, 1981. 

The formation of a significant breach immediately adjacent to the existing inlet 
and the artificial closure of the opening afforded a unique opportunity to study 
the dynamics of a tidal inlet under the influence of relatively rapid changes in 
tidal prism and cross sectional area. The purpose of this paper is to present the 
results of a field measurement program and subsequent analyses of the dynamics 
of the inlet/breach system. The analyses were based on data obtained before, 
during and after closure of the breach. 
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DESCRIPTION OF THE STUDY AREA 

The eastern 33 miles (53 kilometers) of the south shore of Long Island has 
eroding headlands that contribute sediment to the net littoral drift to the west 
along most of the south shore. Generally narrow beaches cut by six inlets (from 
east to west: Shinnecock, Moriches, Fire Island, 3ones, East Rockaway and 
Rockaway) occupy the remaining 87 miles (1*0 kilometers) of the south shore. A 
vicinity map is shown in Figure 1. 

Figure 1 - Vicinity Map 

Moriches Inlet, located about 80 miles (130 kilometers) from the western end of 
the island, connects Moriches Bay to the Atlantic Ocean. Moriches Bay extends 
about 13 miles (20 kilometers) along the coast and has a width of one to two 
miles in the vicinity of the inlet (Figure 2). The Bay, which is generally less than 
six feet (1.8 meters) deep, is open via narrow connections to Shinnecock Bay on 
the east and Great South Bay on the west. There is a small net flow through 
these connections into Moriches Bay which augments the ebb flow through 
Moriches Inlet. This system is "crossed by the intercoastal waterway (ICWW) 
which is dredged to a depth of six feet (1.8 meters). 

Inlet migration and offset patterns, sediment entrapment at groins and inlet 
structures, wave hindcasts, and grain size and trace mineral variations all 
indicate a strong net longshore transport to the west (Reference 1). Taney 
(Reference 2) estimated this drift in the vicinity of Moriches Inlet to be 300,000 
cubic yards (230,000 m ) per year; Panuzio (Reference 1) presents an estimated 
net rate of 350,000 cubic yards (269,000 m ) per year. The longshore transport is 
consistently to the west except for the summer months when short term 
reversals can occur (Reference 3). 
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LONG  ISLAND o 
J MORICHES BAY ~-~_y     \        ,, 
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SCALE  IN  NAUTICAL  MILES 

Figure 2 - Bay System (Local) Map 

The history of Moriches Inlet has been treated by a number of investigators 
(Reference k, 5, 6) and is summarized here only briefly. In 1828, there were two 
inlets to Moriches Bay, but both closed by 1838. The Bay remained landlocked for 
nearly a century until March, 1931, when a storm cut a new opening to the 
Atlantic Ocean. By 1949, this inlet had migrated WOO feet (1220 meters) to the 
west and by May, 1951 it was again closed. In 1952-53, a pair of jetties was 
constructed in the dry at the location of the old inlet. Dredging was then 
initiated to cut a channel between the new jetties when a minor storm in 
September, 1953 completed the opening. Figure 3 shows the layout of the jetties 
and the pattern of adjacent channels in 1967. The jetties are spaced about 800 
feet (2*5 meters) apart. 

Further dredging was undertaken at Moriches Inlet in 1958, when a 10-foot (3 
meter) deep, 200-foot (60 meter) wide channel,the Bay Channel, was cut from a 
point just inside the inlet to the northeast and then back to the ICCW (see Figure 
3). This channel was widened to 300 feet (90 meters) in 1963. A second channel, 
the Northwest Channel, was dredged in the northwest direction back to the 
ICCW in 1966. 

In 1956, just after the inlet was opened, the throat cross-sectional area was 
6,500 square feet (600 m ). The area increased to over 12,000 square feet (1,115 
m ) by 1975 as channel erosion assisted by the dredging caused the entrance 
cross sectional area to grow toward the estimated (Reference 4) stable value of 
about 18,000 square feet (1,675 m ). The mean tide range in the bay increased 
from just under 0.5 feet (0.15 meters) in 1956 to about 2.0 feet (0.6 meters) in 
1975. In the ocean, the mean range is 2.9 feet (0.9 meters) and the average 
spring tide range is 3.5 feet (1.06 meters). A photograph of Moriches Inlet as it 
appeared in 1973 is shown in Figure k. 
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The ebb tidal flow through the Northwest Channel from the 1CCW to the inlet is 
directed at Pikes Beach (see Figure 3). With increased flow, owing to increased 
inlet throat area, channel dredging and the ebb flow pattern in the main channel, 
the bay side of Pikes Beach adjacent to the east jetty underwent significant 
erosion from 1955 on. Czemiak (Reference 4) in a study of the inlet conducted 
for the U.S. Army Engineers, New York District identified the possibility of the 
formation of a breach in that area on the basis of existing flow patterns. 

Arf^:a:.^tf>^^-y.,r.r'j. 

ATLANTIC OCEAN 

o 3000 

 6 FEET BELOW MLW 

Figure 3 - Plan of Inlet and Adjacent Channels 

The main (Bay) channel from the inlet to the ICCW developed a deep section 
adjacent to Pikes Beach (see Figure 3). Ebb flow concentrates in this section as 
it is deflected from a southerly to southwesterly direction. This, possibly assisted 
by the ebb flow from the Northwest Channel, was the likely cause of the severe 
erosion of the bay side of Pikes Beach adjacent to the inlet. The resulting 
necking of Pikes Beach is demonstrated by a photograph taken in January 1978, 
shown in Figure 5. Suffolk County had dredged sand from the bay to build up 
Pikes Beach to resist the necking of the beach but, as the photograph demon- 
strates, the reduction in beach width adjacent to the inlet was still quite 
significant. 
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Figure 4 - Moriches Inlet Viewed From the South (September 1973) 

DEVELOPMENT OF THE BREACH 

A severe Northeast storm on January M-16, 1980 caused the formation of a 
breach through Pikes Beach, at the narrowest section about 1000 feet (305 
meters) east of the east jetty. Figure 6 is a photograph taken soon after the 
breach occurred. Apparently, wave action and stronger ebb tidal currents in the 
bay resulting from the stronger winds and higher water levels during the storm 
caused excessive erosion on the bayside and washover of the barrier island from 
the ocean side. 

The initial width of the breach when first observed on January 16 was estimated 
to be on the order of 300 feet (90 Meters) and the depth was estimated at about 
2 feet (0.6 meters). A hydrographic survey on January 20 indicated the breach to 
be 700 feet (215 meters) wide and an average of 3.3 feet (1 meter) deep below 
Mean Low Water (Reference 7). By May 1980 the fillet between the breach and 
East Jetty was entirely removed and by October 1980 the breach was nominally 
2900 feet (885 meters) wide. Figures 7 through 9 provide a photographic history 
of the development of the breach. Comparative shorelines indicating the necking 
of Pikes Beach and the subsequent breach development are shown on Figure 10. 
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Figure 5 - Pikes Beach Looking EastOanuary 1978) 

Figure 6 - Moriches Inlet and Breach Looking West (January 18, 1980) 
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FIGURE 7 
Breach Development 

April 1, 1980 

FIGURE 8 
Breach Development 

July 12, 1980 

Figure 9 - Breach Development - September 21, 1980 
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As a result of concerns expressed by local interests regarding increased exposure 
to storm induced flooding in the backbay areas and the impact of possible 
changes in bay salinity on the shellfish industry, the U.S. Army Corps of 
Engineers was requested to effect closure of the breach. It was intended that 
construction be completed prior to the winter storm season of 1980 - 1981 which 
essentially allowed for a six month construction period. 

WEST JETTY 

EAST JETTY 
JULY 1980 

ATLANTIC OCEAN 1000 2000 

SCALE  IN  FEET 

Figure 10 - Comparative Shorelines East of Moriches Inlet 

The construction of the closure works and development of the methodology are 
treated by McCarthy, Schmeltz and Lehan (Reference 8). Briefly  the  design 
developed by the Corps of Engineers called for the placement of 1.2 million yds 
(980,000 m ) of beach fill in the opening to develop a  cross-section  with  a 
centerline elevation of +13.25 feet (+* meters) MLW and side slopes of 1V:25H. 

For the construction, temporary steel sheetpiling was driven on the bayside of 
the breach essentially parallel to the original water line. The sheeting served to 
provide access for land based construction equipment and to "pinch off" flow in 
the newly formed channel. Construction proceeded from the easternmost point 
of the breach to the East Jetty of Moriches Inlet. Following placement of the 
fill the sheeting was removed and the material graded to the desired section. 

Construction activities began in October 1980 and closure of the breach with the 
sheeting was effected in December 1980. The filling operation was completed to 
the final desired cross-section in February 1981. It is worthy of note that erosion 
of the bay side of Pikes Beach recurred after the closure. In order to stabilize 
this area 1600 feet (490 meters) of stone revetment was placed by Suffolk 
County (Reference 9) in April, 1982. 
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FIELD MEASUREMENTS 

Prior to the startup of construction activities, a field measurement program was 
initiated in order to obtain data on the inlet/breach system. It was intended to 
collect information before, during and after closure of the breach. The program 
included the following measurements: 

• Breach and Inlet cross-sections 
• Velocity measurements as a function of breach closure and tides 
• Tidal readings inside and offshore of the inlet 

Data was obtained over a six month period. Systematic aerial photographs were 
also initiated by the Corps of Engineers in order to document the development of 
the breach from initial formation and continuing 15 months after closure.A 
chronology of activities related to the breach, closure operations and measure- 
ment program is presented in Table 1. 

TABLE 1 
MORICHES INLET/BREACH CHRONOLOGY 

• Mid January, 1980 -    Breach Opens 
Initially 300 Feet (90 meters) 

• October 1, 1980 -    Closure Operations Begun 
Breach 2900 Feet (885 meters) 

• October 3, 1980 -    Bay Tide Gauge Installed 
• October 4, 1980 -    1st Current Profiling 
• October 20, 1980 -    Ocean Tide Gauge Installed 
• October 21, 1980 -    2nd Current Profiling 
• December 15, 1980(Apprrox.) -    Breach Closed 
• December 19, 1980 -    3rd Current Profiling(Partial) 
• January 19/20, 1981 -    *th Current Profiling 
• January 31, I981(Approx.) -    Construction Completed 
• March 24/25, 1981 -    5th Current Profiling 

Removal of Tide Gauges 
• April, 1982 -    Stone Rip-Rap Protection Placed 

on Bay Shoreline 

Cross sections of both Moriches Inlet and the breach were obtained at the 
locations shown on Figure 11 for each period of measurement. Depth measure- 
ments were made with a Raytheon DE 719 precision depth recorder. Profiles 
were obtained by piloting the vessel along a predetermined track at constant 
speed utilizing existing rangemarks and fixed objects to maintain alignment. 

Results of the depth profiling were utilized at each measurement period to 
delineate segments of the inlet and breach for velocity profiling. The intent of 
the current measurements was to allow a volumetric analysis of flow through the 
respective channels. A representative sample of the segments utilized for one 
survey is shown in Figure 12. 
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Figure 11 - Inlet Cross-Section and Tide Gauge Locations 
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Figure 12 - Current Profiling Station Locations 
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Current measurements were obtained at each station at 0.2 and 0.8 of the 
average depth in the segment at the time of measurement. In cases where the 
depth was not sufficient to permit dual measurements, a single reading at 0.6 of 
the depth was obtained to reflect the average current in the segment. Measure- 
ments were made utilizing over the side current meters with directionality 
inferred from the surface currents. Readings were obtained atapproximately 1 
hour intervals at each point of interest. Each monitoring period covered a 
minimum of 13 hours, sufficient to fully define a tidal cycle. 

Cross-section data and velocity profiles were obtained on four occasions at 
approximately the following stages of construction of the breach closure: 

• Profiling A - October <i, 1980  Prior to initiation  of construction 
• Profiling B - October 21, 1980 Breach half closed 
• Profiling C - Oanuary 19 and 20, 1981 Closure complete 
• Profiling D - March 25,1981 One month after completion of construction 

Two recording tide gauges were installed on site, one inside and one outside of 
the inlet as shown on Figure 11. The inside or "bay" gauge was installed on 
October 3, 1980. This gauge was located at the base of a tide staff on the north 
end of the West 3etty. Initially it was intended that the "ocean" wave gauge be 
installed on a crib at the southern end of the West Detty. However, due to 
hazardous conditions at this location the gauge was finally installed slightly east 
and offshore of the inlet as shown on Figure 11. This location was chosen in order 
to avoid the shoals offshore of the inlet and breach and to reduce the possibility 
of the gauge being buried by sediment transported away from the fill operations. 
The ocean gauge was installed on October 20, 1980. 

Both of the tide gauges were bottom mounted pressure recording units set to 
record water levels at 10 minute intervals. Essentially concurrent readings were 
obtained both in the bay and in the ocean. During periods of current monitoring, 
tidal measurements were also obtained from tide staffs located adjacent to the 
north end of the inlet. Visual readings were obtained during on-site operations at 
30 minute intervals. 

DISCUSSION OF RESULTS 

Breach and inlet cross sections obtained at various times prior to, during and 
after construction are shown in Figure 13 along with the relative locations of the 
temporary sheetpile closure structures. Cross section data is presented in 
tabular form in Table 2 for the breach, inlet and system total. 

Initially, the inlet profile consisted of a relatively shallow channel on the west 
bank and a deep channel near the East 3etty. The breach was relatively flat and 
shallow until just east of the jetty where a small channel is apparent. As can be 
seen in the figure, both the inlet and breach began to deepen as closure was 
carried out. Examination of aerial photos also indicate significant shoaling in 
the ebb and flood tidal deltas. Overall the pinching off of the breach by the sheet 
pile retaining structure, however, resulted in a shift in tidal flow from the 
breach to the inlet with a commensurate increase in cross sectional area of the 
original channel. 
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Figure 13 - Comparison of Cross-Sectional Areas 

TABLE 2 
TIDAL PRISMS AND CROSS-SECTIONS DURING BREACH CLOSURE 

Date Inlet B•* 

Flood T.P. 

(xl08lt.') 

Total 

F.bb T.P. 

«,.2> 
C.S. 

in.7) 

Per O'Uricn 

Ux.h 
Flood T.P. 

MoV3) 
Ebb T.P. 

(x!0Sft.3) 

CS 

(ft.2) 

riood T.P. 

(xl08ft.3) 

Ebh T.P. 

(I..2) 

CS. 

(xloV) 

7/80 

9/29/80 

10/*/SO 

10/20/80 

12/19/80 

1/20/81 

3/25/8! 

N.A. 

6.1* 

3.95 

3.3 

N.A. 

11.5 

5.9 

N.A. 

N.A. 

1.3 

3.3 

N.A. 

10.9 

5.? 

11,100 

9,975 

12,975 

13.797 

16,27) 

15,663 

It,765 

N.A. 

N.A. 
(Breakers) 

2.83 

2.1 

N.A. 

N.A. 
(Breakers) 

3.02 

2.2 

11,125 

N.A. 

10,570 

9,58* 

N.A. 

N.A. 

6.8 

5.1 

N.A. 

11.5 

5.9 

N.A. 

N.A. 

7.32 

5.1 

N.A. 

10.9 

5.7 

22,825 

N.A. 

23,175 

23,381 

16,273 

15,663 

l*,765 

11,075 

10,800 

22,800 

11,620 
  

NOTES; 

1. Construction initiated approximately 10/9/80, sheet pile closure effected 12/80. 
2. Breach approximately 1/2 closed as of 10/20/80. 
3. N.A. indicates data not available. 
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Measurements obtained in Duly and September 1980, both prior to construction 
indicate that the cross sectional area of the inlet was decreasing, implying a 
possible instability towards closure of the inlet. It is, however, interesting to 
note that the gross cross-sectional area of the inlet and breach from the first 
available data in July 1980 through late October, 198Q (shortly after construction 
began) remained relatively constant near 23,000 ft (2100 m ). From the July 
measurements the gross area was divided roughly equally between the breach and 
inlet. As a result of the apparent consistancy of the gross cross-sectional area 
of the inlet/breach during this period, the cross-sectional areas of the Bay and 
Northwest channels were evaluated from the July 1980 data. The location of the 
lines is shown on Figure 11. These computations indicate^ combined cross-section 
in these channels of approximately 22,500 ft (2040 m ). The inference, than, is 
that a secondary control may have existed in the form of these channels. 

As closure progressed, the channel in the breach adjacent to the East Jetty 
initially deepened in response to the decrease in width, but eventually closed. 
Concurrently, the inlet cross section enlarged. After closure, the inlet became 
deeper and began to change to a single channel more centrally located between 
the jetties. 

The cross-section of the inlet decreased from July to late October. Subsequently 
the inlet cross-sectional area shows a persistant increase reaching a maximum in 
December shortly after closure was completed with the sheet pile walls. 
Subsequent measurements indicate a slight decrease in the inlet cross section 
which may correspond to an increase in hydraulic efficiency as the inlet moved 
towards its more stable, prebreach condition. Data on variations in inlet and 
breach cross section as a function of time are plotted in Figure W. Data prior to 
the breach were obtained from reference 4. 

I   BREACH 

OPENS   1/80 
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I    INLET  STABILIZED 

1 — 
MORICHES INLET 

\ I 

f CL08ED   12/80 
I 

A-»~. 

/ I 

& 
-BUT* POINTS 

\! 
- BREACH \\ 

1S30      40        SO       SO        70        80     3/80   8/80 7/80   0/8011/80 1/81   3/81 

DATE   (NOTE  SCALE  CHANGE) 

Figure 1* - Inlet/Breach Cross-Sectional Area Changes 
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It is interesting to note that earlier estimates by other investigators (References 
4, 5) indicate a stable cross section of the inlet ranging from 16,000 ft (1500 m ) 
to 20000 ft (2100 m ). The latest available measurements of the cross section of 
Moriches Inlet prior to.the breach, obtained in April, 1978, indicated an area of 
approximately 12500 ft (1860 m ). It appears, then, that the inlet was probably 
moving towards its prebreach condition at the time of the final measurements in 
this program. 

Velocity measurements in the inlet and breach were utilized to assess variations 
in tidal prism at the time of measurements. Peak measured velocities, provided 
as an indication of the relative flow, during each measurement period are 
presented in Table 3. Tide ranges based on measured data from the "ocean" and 
"bay" as well as predicted tides in the ocean at the time of measurement 
(Reference 10) are also provided .Tidal prisms computed on the basis of field 
measurements are shown in Table 2. 

TABLE 3 
TIDE RANGES AND CURRENT VELOCITIES 

TIDE MEASURED TIDES MAX.CURRENTS 

DATE 
TABLES 

(ft) 
(ft) (ft/sec) 

OCEAN BAY BREACH   INLET 

10/4/80 3.3 n.a. 2.2 2.0            3.5 

10/20/80 3.7 3.7 2.8 1.5            2.5 

1/20/81 t.O HA 3.3 CLOSED       6.8 

3/25/81 3.0 3.3 1.8 CLOSED       k.2 

As shown in Table 3, measured ocean tide ranges varied during the measurements 
from HA feet (1.3 meters) to a low of 3.3 feet ( 1 meter) and compare favorably 
with the predicted tide ranges. Tidal differentials and maximum current 
velocities in the inlet, show a marked increase as the closure was effected. 

Considering the variations in the ocean tides experienced during the measure- 
ment periods, it appears that the tidal prism decreased slightly after closure was 
completed. However, considering that the cross section with the breach was 
nearly twice as large as the pre and post breach inlet sections, the„chajrige in 
flow quantity is relatively minor varying from a maximum o!7.3,x 10 ft (2.07 
x 10 m ) with the breach open to 5.9 x 10 ft (1.67 x 10 m ) after closure. 
The maximum values are also substantially below the "uotential" tidal prism 
determined by Mehta and Hou (Reference 5) of 1.5 x 10 ft . Note that both 
measurements sets were obtained with an ocean tide range of 3.3 feet ( 1 meter). 
Bay tide ranges, also decreased from 2.2 feet (0.67 meters) to 1.8 feet (0.55 
meters) on the bay side of the inlet. These results should, however, be viewed 
with caution due to the limited nature of the available data and the effect of 
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secondary controls of the Bay and Northwest Channels on tide readings obtained 
immediately adjacent to the northern limit of the inlet. 

In any case, the level of change in the tidal prisms with and without the breach 
seems to provide further substantiation of the secondary control of the Bay and 
Northwest Channels while the breach was open. 

As a gross indicator of the overall stability of the system, O'Brien's Area/Tidal 
Prism relationship (Reference 11) was utilized with the measured tidal prisms to 
determine "stable" areas. The values determined in this evaluation are provided 
in Table 2. As seen in the tabJe the values vary, as a^function oi the measured 
prism, from 10,800 ft (1000m ) to a high of 22,800 ft (2120 m ). Based on the 
measured prisms after construction, O'Brien's method yields, a stable cross- 
sectional area of the inlet of nominally 12,000 ft (1115 m ) , close to the 
measured values in April 1978. 

Overall the comparisons indicate that measured cross sections prior to closure 
were larger than could be sustained given the available tidal prism. Measure- 
ments after closure, in March 1981, show a closer agreement with computed 
values although it appears that a further reduction in area of the inlet is 
possible. 

CONCLUSIONS 

Prior to closure of the breach, the tidal prism determined from velocity 
measurements appears to have been inadequate to maintain the cross sectional 
area of the inlet/breach system, i.e. the system was probably unstable towards 
closure. However, the inlet was undergoing migration beyond its control 
structures which may have resulted in closure of the original inlet replaced by an 
uncontrolled, migratory channel. Based on previous experience with inlets at 
this location, the ultimate result may have been complete closure of the 
connection between Moriches Bay and the Atlantic Ocean. 

The gross cross sectional area of the inlet/breach system, prior to theJseginning 
of the closure operations, was on the order of 23,000 ft (21^0 m ) divided 
roughly equally between the original inlet and the breach. During construction 
the cross-sectional area of the original inlet increased by nominally 25% relative 
to the pre construction condition to approximately 15,000 ft .(1390 m ). The 
post construction cross section of nominally 12,000 ft (1115 m ) correlates well 
with measurements obtained before the breach. This seems to indicate that the 
channel was returning to its prebreach configuration as of the conclusion of the 
measurement program. 

Both observations and measurements indicate that as the breach was "pinched 
off" by the temporary sheet pile structures, flow was shifted from the breach to 
Moriches Inlet. Both currents and tidal differentials showed a marked increase 
as construction progressed. Although the data are limited, tidal prisms appear 
to have decreased slightly after the closure was completed. 

The magnitude of change in tidal prism, however, appears somewhat smaller than 
might have been expected.   The Bay and Northwest channels which exist behind 
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the inlet may have exerted a secondary control on the system. The result of the 
influence of these channels could have been to minimize, at least temporarily, 
further increases in both the cross sectional area and flow through the 
inlet/breach system. 
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SHORE PROTECTION AT VENICE: A CASE STUDY 

A. Muraca  (*) 

ABSTRACT 

The lagoon of Venice (N. Adriatic) is the most impor- 
tant in Italy (Fig. 1).  Between 1840 and 1933 the tifial en- 
trances facing the lagoon were controlled by six large jet- 
ties, after the construction of which more evident erosion 
phenomena appeared in some tourist resort beaches near the 
inlets. Detailed historical, movable bed models, and field 
studies have recently been conducted with the aim of defining 
a proper defence system for these beaches. The results of 
these studies are reported here. 

HISTORICAL REPORTS 

The lagoon of Venice originated nearly 6,000 years ago 
as a result of slow invasion by rising sea-water over a wide 
alluvial zone, faced by a large dune system whose position 
has not significantly changed in time. 

The first detailed historical reconstruction of the la- 
goon describes the site as it was about 1,000 years ago (Fi- 
liasi [2]).  At that time the lagoon was connected to the 
sea by nine different mouths, called "ports", i.e. from NE 
to SW, Jesolo, Lio Maggiore, Treporti, S. Erasmo, S. Nicolo, 
Malamocco, Porto Secco, Chioggia and Brondolo (Fig. 2). 

The following evolution of the northern lagoon area is 
shown in Fig. 3. In the 16th century five inlets were still 
present on this side, i.e. Jesolo, Lio Maggiore, Treporti, 
S. Erasmo and S. Nicolo. One century later, as a consequence 
of large deposits of river sediment, the port of Jesolo be- 
came a branch of the Piave river and that of Lio Maggiore an 
internal channel called "Pordelio". Sediment deposits conti- 
nued in front of the Pordelio channel. 

Finally, as a consequence of the construction of two 
big jetties between 1882 and 1910, Treporti, S. Erasmo and 

(*)  Assistant of Hydraulics, Institute of Applied Mechanics, 
University of Udine, Italy. 
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FIG.   I    :   Study   area 
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FIG. 3 : Topographic change of N-E lagoon ares 

(after Miozzi [3]  ) 

FIG. k    :    Seawall "built between I7M and I782 
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the Lido (S. Nicolo) were united to form the Lido inlet. In 
the meanwhile, fewer modifications took place on the southern 
side of the lagoon, where the sediment supplied by river 
floodings had the effect first of closing the Porto Secco in- 
let and then of confining the Brondolo inlet to the border 
of the lagoon itself. 

From the beginning of the 13th century, man's contribu- 
tion became gradually more important. The Venetians general- 
ly followed three main directions while aiming at preserving 
the singular aspect of their lagoon: 
1) they avoided large river sediment deposits inside the la- 
goon and preserved the activity of the inlets; 
2) they favoured predominance of salt water over fresh in 
the lagoon; 
3) they assured an efficient shore defence system to the is- 
lands composing the littoral belt. 

To satisfy the first two needs (points 1 and 2), from 
the 14th century onwards, the main rivers formerly entering 
the lagoon were diverted outside it. Longshore sediment sup- 
ply consequently increased at the borders of the lagoon. 

Shore defence had been important since the 11th century, 
when the first artificial sand movements were performed, 
whereas the first structures were built ardund the 14th cen- 
tury. These consisted of groins and sea-walls, built of se- 
veral lines of generally transversally connected wooden 
piles. Stones were also placed between the lines of the 
groins and at the foot of the sea-walls. The effect of these 
structures was, however, often unsatisfactory and the Vene- 
tian government was frequently obliged to remove or modify 
them. Between 1774 and 1886, about 20 km of large sea-walls 
were built. The first 5 km were built between 1774 and 1782 
to protect positions between the Malamocco and Brondolo in- 
lets, where beach extension was insufficient to avoid flood- 
ing during heavy storms. Although these structures, where 
concrete was used to increase the stability of the stones, 
represent an incredible technological level for those times 
(see Fig. 4), they underwent serious damage and the bottom 
erosion rate increased in front of the sea-walls. Parts of 
these structures were destroyed in November 1966, during a 
storm in which the sea rose approx. 2 m above normal levels. 
On that occasion, it was noticed that, two hundred years 
after their construction, damage to the sea-walls was main- 
ly due to cavities which had formed under the stone cover- 
ing, rather than to structural weaknesses. 
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EFFECTS OF JETTY CONSTRUCTION 

Between 1840 and 1933, both to improve navigation faci- 
lities and to Increase sea/lagoon water exchange, six large 
jetties were built, thus causing the present configuration 
of the lagoon. Fig. 5 shows this configuration: of the nine 
tidal inlets active 1,000 years ago, only three still remain. 
They are: 
- the Lido, whose jetties were built between 1882 and 1910. 
The N jetty is 3,635 m long, the S one 3,155 m; the inlet 
channel is 900 m wide; 
- Malamocco inlet, whose jetties were built between 1840 and 
1872. The N jetty is 2,120 m long, the S one 930 m. This in- 
let is 470 m wide and separates the littoral of the Lido 
from that of Pellestrina; 
- Chioggia inlet, whose jetties were built between 1911 and 
1933. The N jetty is 1,800 m long, the S one 1,500 m; the 
inlet channel is 550 m wide. 

To analyze the effects produced by the long jetties on 
the adjoining beaches, bathymetric charts up to 1810 have 
been collected and compared with the present situation. 

As Figs. 6 and 7 show, large offshore bars were present 
in front of Malamocco and the Lido inlets before jetty con- 
struction: their orientation testifies to a net southward 
littoral drift. These bars were quickly eroded as a result 
of jetty construction and steady deepening of the bottom ap- 
peared in the central parts of Pellestrina and the Lido 
beaches. 

Long-term profile changes (Fig. 8) show this behaviour 
(for location, see Fig. 5). The evolution of section 16 
clearly reveals the process of bar destruction, while more 
gradual bottom erosion is seen in section 21. In profile 29, 
surveyed at the middle of Pellestrina beach, erosion actual- 
ly increases at a slower rate, probably due to the presence 
of a steeper slope resulting from the construction of the 
sea-walls since the 18th century. However, the long-term 
trend of bottom evolution shows strongest erosion occurring 
between the 3- and 10-m depth contours in the central part 
of the Lido. 

It is worthy of note that, while generally accretion 
or stability of the submerged beach has been noticed close 
to the jetties, clear-cut erosion has developed to the SE, 
close to the Malamocco inlet: this phenomenon may be partly 
ascribed to the limited extent of the jetty, which is the 
smallest of all. 
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FIG.   5    •   Venice   coastline   and   profile   location 
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Shoreline variations are shown in Fig. 9. Shoreline ad- 
vance is evident close^ to the updrift jetty of the Lido in- 
let and reveals a southward net littoral drift. From the be- 
ginning of this century the average rate of shoreline advance 
(updrift side of jetty) was more than 10 m a year; the inter- 
rupted littoral drift has been evaluated between 350,000 and 
400,000 cubic metres a year. Thus, this area represents a 
potential borrow site from which large quantities of sand 
could be dredged. Between the Malamocco and Lido inlets, net 
littoral drift was probably southward before jetty construc- 
tion (see Figs. 3 and 6): shoreline variations show that 
sand tends to accumulate close to both updrift and downdrift 
jetties, while no variations are logically present in front 
of those stretches protected by sea-walls. Between Malamocco 
and Chioggia inlets, sand accumulates again close to both 
jetties, but this behaviour is less evident due to the great 
length of the sea-walls. 

South of Chioggia inlet, both shoreline advance and ori- 
entation of the mouth of the Brenta river clearly show north- 
ward net littoral drift. The opposite net littoral drift di- 
rection existing at both extremities of Pellestrina leads to 
the hypothesis that an inversion of net longshore transport 
probably occurs along this shoreline. If this had also taken 
place in the past, due to the particular direction of the 
stretch of coast in question, the consequent sand transport 
deficit would explain the great "thinning" in time of this 
area compared with nearby stretches like the Lido. 

SHORE DEFENCE PROJECT 

In the last century, the Lido has become a very impor- 
tant tourist resort. In order both to arrest bottom erosion 
and to satisfy the need for improved tourist facilities, ar- 
tificial beach nourishment represents the proper solution. 
As mentioned above, the area close to the updrift jetty of 
the Lido inlet represents a suitable borrow site, and  a 
quantity of sand could be dredged from it sufficient to re- 
nourish the whole of the Lido. Moreover, the presence of the 
two jetties at the ends of the beach would assure good sta- 
bility with respect to longshore transport: as a consequence, 
both in order to reduce the initial quantity of fill mate- 
rial and to increase its stability, a perched beach scheme 
was first considered. 

Studies were conducted in a two-dimensional movable 
bed model to investigate the behaviour of different types 
of submerged structures (ref. [l]). Scale ratios for crushed 
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FIG, 9 : Shoreline changes (after Zunica [5]  ) 
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bakelite as model material were first determined as reported 
by Noda |4| and applied as follows: 

horizontal scale = 1:30 
vertical scale = 1:20 
median diameter of bakelite = 0.75 mm. 

In order to calibrate the model, the initial nearshore 
slope was changed until an equilibrium profile similar to the 
natural one was experimentally achieved. 

Different configurations of piled sandbags plus a con- 
crete obstacle (see Fig. 10) were tested and summer and win- 
ter equilibrium beach profiles were reproduced in the labo- 
ratory. These experiments proved that piled sandbags were 
more stable and allowed less fill material to be transported 
offshore during winter wave attack. It was also found that 
the problem of scouring on the landward side of the obstacle 
could be successfully solved if one or two extra lines of 
bags were placed on the bottom (Fig. 10; configurations B 
and D). On a distorted scale, Fig. 11 shows the laboratory 
behaviour of the submerged structure with and without two 
extra lines of sandbags (Fig. 10; confs. C and D). The scour- 
ing phenomenon on the landward side of the obstacle clearly 
decreases if configuration D is applied. 

Finally, the perched beach solution was tested in pro- 
totype conditions. Artificial nourishment stopped by a sub- 
merged obstacle was placed at Albarella, a partly eroding 
tourist beach close to Venice (Fig. 1). 

One hundred cubic metres of fill material were placed 
along a 700-m segment of shoreline and a piled sandbag bar- 
rier was placed about 170 m offshore, at an average depth 
of 1.8 m. A groin of piled sandbags was also placed at the 
SE extremity to increase the stability of the fill material 
(Fig. 12).  The size of typical filled bags was approx. 2.2 
x 1.5 x 0.25 m. They were carefully placed on the bottom by a 
crane working from a pontoon; divers checked the crane's 
manoevers. 

A comprehensive engineering analysis of the behaviour 
of the perched beach was carried out. Data evaluated include 
repetitive beach profiles, bathymetric surveys, visual ob- 
servation of sea state, wave gage records, aerial photogra- 
phy, and refraction studies. 

Unfortunately much of the fill material was removed, es- 
pecially northwards, during the winter. 

Analyses indicate that this behaviour was mainly due to 
the limited extent of the fill area: as a consequence, the 
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effect of both longshore littoral drift and lateral spread- 
ing of artificial sand prevailed, and the submerged obstacle 
did little to increase fill stability. 

However, two years after construction of the artificial 
beach, the piled sandbags showed satisfactory behaviour: no 
sinking of the submerged structure was observed and no scour- 
ing occurred on the landward side, but sand tended to accumu- 
late on the seaward side. 

In any case, the above prototype experiment cannot be 
considered completely significant for the beaches of Venice: 
in fact, in front of the Lido, the fill area will be much 
larger and the long jetties bordering the shoreline will pro- 
bably reduce the influence of longshore littoral drift. For 
these reasons, some doubts remain regarding the suitability 
of using submerged obstacles. Further three-dimensional labo- 
ratory studies will be conducted. 

SUMMARY AND CONCLUSIONS 

After jetty construction, the beaches situated hetween 
the three Venice tidal inlets have shown two main types of 
beach behaviour: 
1) deposit of sand close to both updrift and downdrift jet- 
ties; 
2) large-scale erosion of the bottom, with the rapid removal 
of offshore shoals. 

Artificial beach nourishment is considered to be the 
proper solution both for the problems of bottom erosion and 
increased tourist facilities, and a perched beach scheme was 
tested both in the laboratory and in situ. Further research 
is still needed to evaluate the opportunity of complementary 
structures to increase the stability of the fill material. 

If a submerged obstacle is to be used, a structure com- 
posed of piled sandbags has shown itself to be stable, both 
in the laboratory and in situ. 
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SEDIMENT BYPASSING AT MIXED ENERGY TIDAL INLETS 

Duncan M. FitzGerald 

ABSTRACT 
Inlet sediment bypassing, through the previously recognized 

mechanisms of stable inlet processes and ebb-tidal delta breaching, 
has been documented at six mixed energy (tide-dominated) coasts 
around the world including the coasts of: central South Carolina, 
Virginia, southern New Jersey, New England, the East Friesian 
Islands, and the Copper River Delta in Alaska. Regardless of the 
mechanism, the end product of the bypassing process is the formation 
of a large bar complex that migrates onshore and attaches to the 
downdrift inlet shoreline. Thus sediment bypassing is a discontinuous 
process at mixed energy tidal inlets. 

The morphology of the bar complexes is highly variable with 
widths ranging from 40-300m and lengths from 300 to over 1500m. 
Generally, the size of the bar complexes increases as inlet size 
increases and as the rate of longshore sediment transport increases. 
The frequency of bar welding events at mixed energy inlets varies 
from 3-7 years. The location where the bars attach to the downdrift 
beach and length of shoreline that is affected by the bar welding 
process is dependent on inlet size, orientation of the main ebb 
channel and wave versus tide dominance of the shoreline. 

INTRODUCTION 

Tidal inlets represent an interruption in the longshore 
sediment transport system. The manner in which inlets bypass sand 
on their ebb-tidal shoals controls the rate and location of sand 
nourishment to the downdrift barrier island. This paper will 
discuss how sediment moves past non-structured tidal inlets and the 
factors that influence this process along mixed energy (tide-dominat- 
ed) deposltional shorelines (Hayes, 1979; Nummedal and Fischer, 1978). 
Mixed energy coasts, as Hayes (1979) has described, are characterized 
by short stubby barrier islands, numerous tidal inlets with well 
developed ebb-tidal deltas, and a marsh and tidal creek system that 
separates the barriers from the mainland. The central South Carolina 
coast (Fig. 1) which has a 1. 5m mean tidal range and 0. 6m average 
wave height, is an example of such a coast. Other mixed energy (tide- 
dominated) shorelines that will be discussed in this paper are listed 
in Table 1. The wave and tidal energies of these coastlines are shown 
graphically in Figure 2. 

Department of Geology, Boston University, Boston, MA 02215 
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Figure 1. Mixed energy (tide-dominated) coast of central 
South Carolina coast showing Dewees Island in the fore- 
ground and Bull Island in the background. 

Table 1. Mixed Energy (tide-dominated) Shorelines 

1. Central South Carolina 
Coast 

2. Georgia Coast 

FitzGerald et al, 1978; 
Ntnmedal et al, 1977; Hubbard 
et al, 1979 

Oertel, 1975; 1977; Oertel and 
Howard, 1972 

3. New Jersey and Virginia 
Coasts 

4. New England Coast 

Halsey, 1979; Rice et al, 1976; 
FitzGerald, 1981, 1982 

Hine, 1975; Hubbard, 1975; 
Magee and FitzGerald, 1980; 
FitzGerald and Fink, 1981 

5. Gulf of Alaska Coast 

6. German Friesian Island 
Coast 

7. Netherland Friesian Island 
Coast 

Hayes et al, 1976 

Luck, 1976; Nunmedal and Penland, 
1981; FitzGerald et al, 1982 

Bruun and Gerritsen, 1959; 
Bruun, 1966 
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Figure 2. Coastal classification (after Hayes, 1979; Nummedal 
and Fischer, 1978). Mixed energy (tide-dominated) inlet 
shorelines where bar complexes weld to beach include: CRD - 
Copper River Delta, Alaska; EFI - East Friesian Islands, 
West Germany; NI - New Inlet, Massachusetts; NMA - northern 
Massachusetts, CME - central Maine; GA - Georgia (note that 
bar complexes do weld to these inlet shorelines as they do 
in other mixed energy coasts); CSC - central South Carolina; 
SNJ - southern New Jersey; VA - Virginia. 

INLET SEDIMENT BYPASSING 

Inlet sediment bypassing is defined as a process whereby sand 
is transported from the updrift side of the tidal inlet shoreline to 
the downdrift side. In a pioneering paper by Bruun and Gerritsen 
(1959) they described three methods by which sand moves past tidal 
inlets: 1) through wave induced sand transport along the periphery 
of the ebb delta (terminal lobe), 2) through the transport of sand 
in channels by tidal currents, and 3) by the migration of tidal 
channels and sand bars. They also shewed that the type of bypassing 
process that occurs at an inlet could be determined using the 
following expression: 

M 
mean 

Tiiax 
(1) 
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where: (r) equals the ratio between the longshore sediment transport 
rate (M„  in cubic yards per year) and the maximum discharge at the 

inlet under spring tidal conditions (0••. in cubic yards per second). 

Inlets with high ratios (r>200-300) bypass sand by wave action along 
the terminal lobe and inlets with low values (r<10-20) bypass sand by 
the other two methods. 

FitzGerald et al (1978) in a study of central South Carolina 
tidal inlet processes found that sediment bypassing occurs by the 
migration of tidal channels and/or sand bars (method #3). they 
presented two models which detailed the mechanics of sand bypassing 
at non-migrating inlets: bypassing by stable inlet processes and by 
ebb-tidal delta breaching (Fig. 3). The r values for these inlets 
range between 50 and 150 and thus it would seem that Bruun and Gerrit- 
sen's (1959) third method of inlet sediment bypassing may not be 
characteristic of tide-dominated inlets but rather a process that 
occurs at mixed energy inlets. In later papers by FitzGerald and Hayes 
(1980) and FitzGerald (1982) the models depicted in Figure 3 were 
shown to be applicable to other mixed energy tidal inlets (Table 1). 

STABLE INLET PROCESSES EBB-TIDAL DELTA BREACHING 

innel      - .^ 6/ ...^- ctia. 

Figure 3. Models for inlet sediment bypassing at mixed energy 
(tide-dominated) coasts (from FitzGerald et al, 1978) . Note 
that large bar complexes migrate onshore along the downdrift 
inlet shoreline in both cases. 



1098 COASTAL ENGINEERING—1982 

Stable Inlet Processes 

Stable inlets are defined as having a stable inlet throat 
(nonrnri-grating) and a stable main ebb channel position through the 
ebb-tidal delta (Fig. 3). The pattern of sand circulation at mixed 
energy inlets has been described by a number of researchers includ- 
ing Oertel (1972), Hine (1975), FitzGerald et al (1976), Davis and 
Fox (1980) and Numedal and Penland (1981). 

The bypassing of sand at these inlets occurs through the form- 
ation, landward migration and attachment of large bar complexes to 
the downdrift inlet shoreline. The development of the bar complexes 
results from the stacking and coalescing of swash bars on the ebb 
tidal delta platform. Swash bars are wave built accumulations of sand 
(Hine, 1975) that form in the distal portion of the ebb delta from 
sand that is transported seaward in the main ebb channel. The swash 
bars move onshore due to the dominance of landward flow over the swash 
platform. As illustrated in Figure 4 waves breaking across the term- 
inal lobe create bores of water that retard the ebb-tidal currents 
but that enhance the flood-tidal currents. Thus, there exists a 
net landward transport of sand on both sides of the main ebb channel. 
The net movement of sand onshore has also been attributed to increased 
wave suspension during the flood cycle than during the ebb cycle 
(Oertel, 1972; Hubbard et al, 1977; FitzGerald and Levin, 1981). 

EBB TIDAL CYCLE 

FLOOD TIDAL CYCLE 

Figure 4. Wave swash model. Wave bores retard ebb tidal 
currents on the swash platform while they enhance the flood 
tidal currents. Net landward sediment transport results on 
both sides of the main ebb channel. 

The stacking and coalescing of swash bars results from a decrease 
in the rate of their onshore migration. As swash bars migrate up the 
shoreface they gain a greater and greater intertidal exposure and thus 
wave swash, which causes their onshore movement, operates over an 
increasingly shorter period of the tidal cycle (Fig. 5). This 
developmental process is exemplified in the sequential sketches made 
of Price Inlet, South Carolina from aerial photographs taken between 
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1973 and 1977 (Fig 6). A photograph taken of the bar complex 
welding to the downdrift shoreline at Price Inlet in 1977 is shown 
in Figure 7. 

•Landward migrating sand bar 

SHORE      FACE 

Figure 5. Model of bar migration up the shoreface. Note that 
the bar attains a greater intertidal exposure as it moves 
closer to shore. This will cause an increasingly shorter 
period of the tidal cycle in which wave swash operates. Thus 
onshore bar migration slows with time resulting in a stacking 
of swash bars. 

May 1973 

July 1974 

Figure 6. Sequential sketches of Price Inlet, South Carolina, 
drawn from aerial photographs. Note the bar complex devel- 
opment and its onshore migration. 
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Figure 7. Oblique 
aerial photograph 
of Price Inlet, 
South Carolina 
showing a bar 
welding event. 
Downdrift shoreline 
is in the foreground. 

Ebb-Tidal Delta Breaching 

Inlets that bypass sand through ebb-tidal delta breaching 
have stable inlet throat positions but their main ebb channels 
migrate (Fig. 3). The dominant direction of longshore sediment 
causes preferential deposition on the updrift side of the 
ebb-tidal delta. This results in a downdrift migration of the main 
ebb channel such that it will tend to parallel the downdrift inlet 
shoreline (Bruun and Gerritsen, 1959). This channel configuration 
produces a circuitous pathway for tidal exchange between the ocean 
and backbarrier area. Consequently, ebb flow in the main channel 
will breach a new channel through the ebb delta. This process may 
occur gradually during a six to twelve month period or it may 
happen catastropically during a single storm when tidal currents 
are stronger. A 1963 vertical aerial photograph of Breaches Inlet, 
South Carolina (Fig. 8) shows the breaching process in a. stage of 
near completion. The old channel position is being abandoned. 

Once the breaching process is completed, most of the water enter- 
ing and leaving the inlet flows through the new channel. Because of 
the smaller volume of flow in the abandoned channel, scour by tidal 
currents decreases and the channel is gradually filled with sediment. 
The processes that cause this infilling include ebb and flood-tidal 
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currents, wave induced sediment transport on the swash platform and 
finally the landward migration of swash bars. 

Ebb-tidal delta breaching results in the bypassing of a large 
proportion of the ebb delta sand. Some of this sand fills the 
abandoned channel while the rest forms a large bar complex similar to 
the bar complex described in the stable inlet processes section. 
These bars migrate onshore and attach to the landward beach. An 
example of a large bar complex that formed after delta breaching at 
Breaches Inlet, South Carolina is shown in Figure 9. 

Figure 8. Vertical 
aerial photograph of 
Breaches Inlet, South 
Carolina showing that a 
new channel has recently 
been breached through the 
ebb-tidal delta. The 
abandoned channel is being 
filled with sediment 
at this time. 

Figure 9. Oblique aerial photograph of the downdrift shoreline 
of Breaches Inlet, South Carolina. The large bar that has 
partially attached to the Isle of Palms formed after the ebb- 
tidal delta had been breached. 
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BAR M3RPH0L0GY AND BEHAVIOR 

Along mixed energy (tide-dominated) coastlines (Table 1) 
regardless of how sand bypasses the inlet, whether it be through 
stable inlet processes or ebb-tidal delta breaching, the end 
product is the formation of a large bar complex. These bars have 
been recognized and measured at many tidal inlets too numerous to 
mention. They are normally aligned parallel to shore and are 
cuspate in shape. Their lengths and widths are highly variable but 
an average range would be: length = 300-1500m and width = 40-300m. 
They are fronted by a .5 to 1.5m high slipface. Bar complexes asso- 
ciated with inlet sediment passing should not be confused with 
ridge and runnel systems that have been described by Hayes and 
Boothroyd (1969) and Davis and Fox (1972). They are normally much 
larger features and add a much greater volume of sand uvhen they weld 
to the beach than do ridge and runnel systems. 

As the bars migrate onshore they gain a larger and larger 
intertidal exposure. This is due to a combination of the bar's 
moving up the shore face and the continued welding of swash bars 
to its seaward side. The rate of landward migration of bar complexes 
is dependent on tidal range, wave energy and height of the bar with 
respect to mean low water. Bar migration rates have been measured 
at Price Inlet, South Carolina to be llOm/yr (FitzGerald, 1976) while 
in the East Friesian Islands, West Germany they migrate over 400m/yr 
(Nummedal and Penland, 1981). The greater migration rate in the 
Friesian Islands compared to that of Price Inlet is due to greater 
wave energy along the German coast (Fig. 2). Larger waves produce 
stronger wave swash and thus, a greater onshore sediment transport 
rate. Tidal range affects bar migration rates by controlling the 
period of time in which wave swash will be an active process. 

When the bar welds to the intertidal beach its cuspate nature 
usually results in a small ponded water region being formed in front 
of the bar. The rate of migration of the bar up the beach is slow 
and highly dependent on the high tide level and wave energy. 
Migration is the greatest when spring tides coincide with large wave 
heights. The rate of migration also increases during moderate storms. 
During these events, although some of the lower bar sands may be 
eroded and move along shore or offshore, the large waves and storm 
surge cause increased wave swash and higher portions of the beach to 
be affected by this process. The final welding of the bar to the beach 
above mean high water occurs during a large spring tide with high 
wave activity. It could also happen during a storm. 

OCCURRENCE OF BAR COMPLEXES 

Remarkably similar shoreline morphologies found among mixed 
energy (tide-dominated) coasts throughout the world (Table 1), 
which presumeably is the result of similar ratios between wave and 
tidal energies (Fig. 2), would suggest that inlets along these shore- 
lines should exhibit similar sand bypassing mechanisms. One 
indication that this is true is the documentation of landward migrat- 
ing bar complexes along most of these coastlines. Examples from 
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five regions around the world will be used to corroborate this. 

It has already been demonstrated that inlet sediment bypassing 
at central South Carolina inlets occurs through the attachment of 
large bar complexes to the downdrift beaches (Figs. 7 and 9) and 
therefore, further evidence will not be supplied. However, for a 
more detailed discussion of sand bypassing along this coast consult 
FitzGerald et al (1978) and Sexton and Hayes (1982). 

On the New England coast, mixed energy barrier systems exist 
along parts of Cape Cod, Massachusetts, along a 30km stretch of 
shoreline between Boars Head, New Hampshire and Cape Ann, Massachu- 
setts, and along sections of the central and southern coast of Maine. 
For the barriers north of Cape Ann northeast storms cause a net 
southerly longshore transport direction along the coast. Inlets of 
this region bypass sand by ebb-tidal delta breaching (Parker River 
Inlet, Fig. 10) and through stable inlet processes (Essex River Inlet, 
Fig. 11). In Figure 11A note that a bar has recently welded to the 
high beach and that another bar is developing on the swash platform. 
Nauset Inlet located on outer Cape Cod transfers sand to the south 
by both bypassing processes (Fig. 12). 

Figure 10. Oblique aerial photograph of Parker River Inlet, 
Massachusetts. Note that the main ebb channel abuts the 
downdrift beach and that the bulge in the downdrift shore- 
line coincides with bar welding. 

Along the central Maine coast most of the beaches occur in 
pockets between protective headlands or they are found at mouths of 
major river systems. The sand comprising the barriers in the latter 
setting are believed to have been derived from sediment that was 
discharging out of the rivers during deglaciation. The sand 
circulation pattern at one of these localities is illustrated in a 
diagram of the Popham Beach-Kennebec River system (Fig. 13). 
FitzGerald and Fink (1981) have described the exchange of sand be- 
tween the beach and river as follows. Sand is transported seaward 
in the channel between Wood and Pond Islands by dominant ebb-tidal 
currents. It is deposited in the shallow water region between the 
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Figure 11a. 1978 Vertical aerial photograph of Essex 
River Inlet, ^fassachusetts. 

lib. Oblique photograph showing bar development in 1980. 
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Figure 12. 1978 Oblique aerial photograph of Nauset Inlet, 
Massachusetts. 

6 and 12 foot contours. Wave attack coming from a southeasterly 
direction drives the accumulating sand in an onshore direction 
toward Fox Island. Swash bars stack at this location, forming a 
large landward migrating bar complex over 1.5km in length. A bar 
complex welds to Popham Beach at a frequency of about once every 
five to seven years. An example of one of these bars is shown in 
Figure 14. As the bar migrates onshore it extends toward the 
Kermebec River and thus when it attaches to the shore a large 
portion of Popham Beach is affected. The sediment gyre is completed 
by flood and wave-generated currents that transport sand east along 
the beach and into the Kermebec River channel. 

Along the southern New Jersey coast the transfer of sediment 
past inlets has been reported by Halsey et al (1981) and FitzGerald 
(1981; 1982). The dominant direction of longshore sediment transport 
on this coast is to the south. The updrift inlet shorelines are 
conmjnly formed by southerly accreting spits. Hie southerly down- 
drift inlet shorelines are sites of deposition. At Absecon Inlet 
and Great Egg Inlet on the New Jersey coast the dominant mechanism 
for inlet sediment bypassing is through ebb-tidal delta breaching. 
As a consequence of this process bars measuring between 500-1500m 
have moved onshore to the downdrift inlet shorelines of Atlantic City 
Beach and Ocean City Beach, respectively (FitzGerald, 1981; 1982). 
Two  sequential U.S. Coast and Geodetic Survey bathymetric maps of 
Absecon Inlet illustrate the breaching process (Fig. 15). Note the 
deflection of the main ebb channel in 1864 and its straight seaward 
course in 1881. The sand that was bypassed during the delta breach- 
ing process maved onshore and had formed a large bar that had 
partially attached to the Atlantic City shoreline by 1881. 

Inlet sediment bypassing on the Virginia coast has been discussed 
by Rice et al (1976) and FitzGerald (1982). Rice and others have 
described the historical migration of channels and the formation 
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Figure 13. Sand circulation at Popham Beach, Maine (from 
FitzGerald and Fink, 1981). A sediment gyre is developed 
by: seaward transport by ebb-tidal currents, onshore 
transport by wave action, and northeast sand movement by 
flood-tidal and wave-generated currents. Bar complexes 
along this shore are over lion long and weld to the beach 
every five to seven years. 

Figure 14. Oblique aerial photograph of Popham Beach, Maine 
illustrating a bar welding event (photograph by Fink). 
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of bar complexes •while FitzGerald has documented the landward 
migration and attachment of these bars to the downdrift inlet 
shoreline. Oblique aerial photographs (1971) of northern Parramore 
and Hog Islands illustrate different bar morphologies as they weld 
to the downdrift inlet shorelines of Wachapreaque and Quinby Inlets, 
respectively (Fig. 16). 

Figure 16. Oblique aerial photographs of a. northern 
Parramore Island, Virginia and b. northern Hog Island, 
Virginia (photographs by Sue Halsey). 

The East Friesian Islands are a chain of barriers located along 
the West German North Sea coast (Fig. 17). The pattern of inlet 
sediment bypassing along these islands has been studied by Nunmedal 
and Penland (1981). Generally, sand is moving in an easterly 
direction along the coast due to the strong component of easterly 
wave energy flux. Sand bypassing occurs in the form of migrating 
swash bars (Nunmedal and Penland, 1981). Tracks of bar movement 
at Norderneyer Seegat over a 31 year period of time are given in 
Figure 18. The tracks illustrate that bars migrate in a semi- 
circular pathway along the ebb delta periphery. As they move close 
to shore they tend to stack, forming large bar complexes which may 



INLET SEDIMENT BYPASSING 1109 

extend along the beach up to a 1km or more. Photographs of bar 
complexes migrating toward the updrift barrier shorelines of 
Langeoog and Spiekeroog are shown in Figure 19. 

% WANGEROOGE 

Figure 17. Map of the eastern two thirds of the Friesian 
Islands, West Germany. Note that the bulbous portion of 
these barriers coincides with the location where bars 
are attaching to the beach- 

Figure 18. Map showing the pathway of easterly bar migration 
along the delta periphery. Each segment between adjacent 
dots indicates the amount of bar movement during a period 
of one year (from Homeier and Kramer, 1957). 
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Figure 19. Oblique aerial photographs of a. Langeoog and 
b. Speikeroog. These bars are over a kilometer in 
length. 

The chain of barriers that fronts the Copper River Delta in the 
Gulf of Alaska is an unusual type of shoreline morphology to occur 
along a collision coast. Sediment discharged from the river has 
undoubtably been responsible for the existence of these islands. As 
Hayes et al (1976) have described, the barriers of this group have 
bulbous updrift ends (Fig. 20). They have attributed this barrier 
morphology to the uplift that occurred to this region in terch 1964 
and as a result of wave refraction around the ebb-tidal delta which 
produces a longshore transport reversal along the downdrift inlet 
shoreline. An oblique aerial of Egg Island, Alaska (Fig. 21) from 
Hayes et al (1976) reveals that progradation of the updrift end of 
the barrier may also be a product of the onshore migration of bar 
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EGG ISLAND  OEPOSITIONAl  HISTORY 
Figure 20. Depositional 

history of Egg Island, 
Alaska, the progra- 
dation of the eastern 
end of the island has, 
in part, resulted from 
the welding of bar 
complexes to the beach 
(from Hayes et al, 1976) 

Figure 21. Oblique 
aerial photograph 
of Egg Island, 
Copper River Delta, 
Alaska. Note the 
bar (arrow) that is 
migrating onshore to 
the downdrift inlet 
shoreline.(from Hayes 
et al, 1976) 

The Georgia coast fits well into the mixed energy (tide- 
dominated) coastline classification of Hayes (1979) and Nuan*3dal and 
Fischer (1978) (Fig. 2). Although it has very similar coastal 
morphology, including inlet size and barrier island length, compared 
to that of the East Friesian Island coast, bar complex development 
does not appear to be an active process at the sounds along this 
coast. The reason for this is most likely related to the large 

9  10 1 
tidal prisms (10-10 um , Jarrett, 1976) and small wave energies 
(wave height = 80 cm, Thompson, 1977) of the Georgia coast. The 



1112 COASTAL ENGINEERING—1982 

large ebb tidal deltas associated with these sounds extend 6-8km 
offshore where the depth is 5-6m. Ihe low gradient slope 
(1:1200) created by the ebb deltas results in a gradual attenuation 
of the wave energy over the swash platform. Consequently, the 
formation of swash bars and their subsequent landward migration is 
not a large scale process on the ebb deltas. Oertel (1977) has shown 
that most of the transfer of sand from delta to the beach occurs very 
close to the inlet (200m) and affects a very small section of shore- 
line compared to the size of the inlet (width 1.5-6km) and the ebb 
tidal deltas. The presence of large landward migrating bar 
complexes along the East Friesian Island coast undoubtably is due to 
much greater wave energy of this shoreline compared to that of the 
Georgia coast. 

LOCATION OF BAR WELDING 

In the previous section it was shown that inlet sediment bypass- 
ing along mixed energy (tide-dominated) coasts occurs through the 
attachment of bar complexes to the downdrift inlet shoreline. From 
the time of bar's formation to the time that they weld to the beach 
can take anywhere from 3 to 7 years. The position where the bars come 
onshore has particularly important influence on the erosional- 
depositional patterns along the barrier island. A case has been 
made by FitzGerald et al (1982) that the location of bar attachment 
can significantly influence barrier island morphology. Notice in 
Figure 17 of the East Friesian Islands and Figure 20 of Egg Island 
that the bulbous portion of the barrier coincides with the site 
where bar complexes weld to the beach. 

The location where the bar complexes move onshore and the length 
of barrier island shoreline that will be directly affected by the 
process is controlled by: 1) inlet size, 2) wave versus tide 
dominance, and 3) channel orientation (Fig. 22). There exists a 
fairly good correlation between inlet size and the size of the bar 
complexes that form on the ebb delta. Generally, larger inlets have 
larger bar complexes. The size of the bar complexes that are formed 
during the bypassing process is also strongly influenced by the net 
long shore sediment transport rate. The greater the rate of sand 
movement along the coast the greater is the volume of sand that must 
bypass the inlet. This would suggest that inlets that occur along 
coasts with high longshore sediment transport rates should have 
relatively large bar complexes. In support of this contention are 
the bar complexes that are found along the East Friesian Islands. 

3 
Here the longshore transport rate is about 270,000m /yr and the bar 
complexes are over a kilometer in length (FitzGerald et al, 1982). 

The dominance of wave action versus tidal currents at an inlet 
has been shown by Bruun and Gerritsen (1959) and Hubbard (1977) to 
control the manner in which sand bypasses the inlet. At wave domin- 
ated inlets sand is continuously transferred around the inlet by 
wave action on subtidal or intertidal bars (Fig. 22). At tide 
dominated inlets sand is bypassed in packets in the form of bar 
complexes welding to the beach. 
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LOCATION OF BAR WELDING 

Case 1. 

SIZE 

ebb tidal flow   ->. 

WAVE VERSUS 
TIDE  DOMINATED 

Wave Dominated 

Case 3. 

CHANNEL ORIENTATION 

Straight Channel 

Tide Dominated Deflected Channel 

Figure 22. Model of the factors affecting the type of inlet 
sediment bypassing and where the bar complexes weld to the 
downdrift shoreline. 

The orientation of the main ebb channel controls the distance 
away from the inlet that bar complexes attach to the shoreline 
(Fig. 22). If the channel has a straight seaward pathway out of 
the inlet then the bar complexes will attach to the beach relatively 
close to the inlet. A deflected channel position, downdrift deflec- 
tion is most camion, will result in bar complexes welding to the 
beach some distance away from the inlet. The deflected position of 
the main channel can be caused by preferential addition of sand to 
one side of the ebb-tidal delta or it may result from backbarrier 
tidal creeks approaching the inlet mouth at an angle. Prior to 
being jettied, Murrells Inlet on the South Carolina coast had a 
deflected main ebb channel due to both of these factors (Fig. 23). 
Parker River Inlet in Massachusetts (Fig. 10) is another example 
of an inlet that has a deflected main ebb channel. At this inlet 
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the dominant southerly longshore transport direction combined with 
northerly approach of the Parker River produce a main ebb channel 
that hugs the downdrift barrier. Along the downdrift barrier there 
is a distinct bulge in the shoreline where bar complexes weld to the 
beach. 

Figure 23. Oblique aerial photograph of Murrels Inlet, South 
Carolina. Inlet sediment bypassing at this inlet occurred 
through ebb-tidal delta breaching prior to being jettied. 

CONCLUSIONS 

1. Two mechanisms, referred to as stable inlet processes and 
ebb-tidal delta breaching, account for most of the sand bypassing 
that occurs at mixed energy (tide-dominated) tidal inlets. These 
processes result in the formation of large bar complexes that 
migrate landward and attach to the beach. This means that along 
mixed energy (tide-dominated) coasts sand is not continuously 
transferred past inlets but rather it is added to the downdrift 
shoreline in discrete packets. This made of inlet sediment 
bypassing comprises a separate class in Bruun and Gerritsen's 
(1959) scheme of sand bypassing with "r" values between their 
wave-dominate (r»200-300) and tide-dominated (r«20-30) classes. 

2. Bar complexes are much larger features than the ridge and runnel 
systems of a constructional beach." Their morphology is highly 
variable with widths ranging frcm 40 to 300m and lengths from 
300 to over 1500m. The size of the bar complexes appears to 
increase with increasing inlet size and volume of sand that is 
bypassing the inlet. An exception to this trend is the Georgia 
coast. 
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3. The location where the bar complexes move onshore and the length 
of coastline that experiences progradation directly from this 
bar welding process is dependent on: 1) inlet size, 2) wave 
versus tide dominance of the inlet and 3) orientation of the 
main ebb channel. The last factor is controlled by the config- 
uration of the backbarrier tidal channels, dominant longshore 
sediment transport rate and direction, and bank stability of the 
main ebb channel. 
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HARBOUR SEDIMENTATION - COMPARISON WITH MODEL 

ABSTRACT 

A mobile-bed model study of Pointe Sapin Harbour, in the Gulf of 
St. Lawrence, resulted in construction of a detached breakwater and 
sand trap to prevent harbour entrance infilling. The sand trap is 
filling in at a faster rate than predicted from the model. This is 
partly due to incomplete modelling of the wave climate; partly to 
incorrect modelling of distribution of alongshore sand transport; and 
partly to a complex sand supply at the site. Nevertheless, the sand 
trap solution is performing well. 

POINTE SAPIN HARBOUR 

Pointe Sapin Harbour is a small fishing harbour on the Gulf of 
St. Lawrence, see Figs. 1 and 2. Records show that the first wharf was 
built there in 1913 on a soft sandstone coast. The situation quickly 
changed however, for aerial photographs taken between the World Wars 
clearly show a sandy coast, and what is worse, sedimentation in the 
harbour berths. Then began the familiar extensions of the structures 
seaward in an attempt to block the transport of sand into the harbour. 

By the mid-1970s it was time for another extension. During north- 
east storms, two or three times a year, the harbour entrance would com- 
pletely fill in to above Low Water within 12 hours, see Fig. 3-*-'' The 
danger in this is obvious: vessels were caught in open water by the 
storm, with no refuge; and they were trapped in the harbour after the 
storm, unable to see to their traps and nets until the entrance could 
be dredged. 

THE CAUSE 

The cause appeared to be alongshore transport of beach sand by 
waves. As shown in Fig. 1, Pointe Sapin Harbour is sheltered by Prince 
Edward Island from waves from the southeast. To the northeast however, 
the available fetch is 225 km and from this direction come storms with 
significant wave height, Hs, of 3 m and peak period Tp, of 8 s. 
The result is an overwhelmingly predominant northeast-to-southwest 
transport of beach sand. 

How much transport is a matter for debate. This is due to all the 
usual reasons, plus: 

Hydraulics Laboratory, Division of Mechanical Engineering, National 
Research Council Canada, Ottawa, Ontario K1A 0R6, Canada. 
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Fig. 1     Location of Pointe Sapin 

IsPSSSI 

Fig. 2    Harbour before sand trap construction 
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1. Sand supply is limited, there being a maximum of only a metre 
of sand overlying sandstone and till. 

2. The profile is very shallow.  The surf zone under the north- 
east storm waves can be as much as 1 km wide. 

Estimates of the net northeast-to-southwest transport ranged from 
120,000 m /yr (Pratte and Willis 1979) to 205,000 m3/yr (Hydrotechnol- 
ogy Ltd. 1980). The only two fairly firm facts are: that 10,000 to 
30/000 m needed to be dredged annually from the harbour entrance; and 
that it took approximately 
storms. 

12 hours to fill in the entrance during 

THE MODEL 

A physical model of Pointe Sapin Harbour was built in the 
Hydraulics Laboratory of the National Research Council Canada to seek 
engineering solutions to the infilling problem, see Fig. 4. The hori- 
zontal scale was 1:100 to fit into the available wave basin. Flume 
tests indicated a vertical scale of 1:30 (i.e. a distortion of 3:33) 
and a grain size of 260 ym would correctly model the beach slope under 
typical northeast storm conditions, wave height 3 m and period 8s- An 
almost uniform silica sand of this size was used in a mobile bed 50 mm 
(1.5 m full scale) thick in the model. 

Initial tests reproduced the observed infilling of the harbour en- 
trance by running 90 minutes of the northeast storm waves. Assuming 
this corresponded to 12 hours full scale, an approximate sedimentologi- 
cal time scale of 8 was determined.  However, since bedload transport 

Fig. 3    Sand deposition in harbour entrance 
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Fig. Sand deposition in model harbour entrance 

on the model was being used to simulate suspended load transport in 
real life, it was recognized that the actual sedimentological time 
scale would be a function of the wave conditions and location in the 
model. 

THE SOLUTION 

The most obvious solution would have been to simply live with the 
existing entrance infilling and to make available a dredge on a perman- 
ent basis. This was not acceptable since Public Works' dredges were 
required to be mobile and serve many harbours. A second obvious solu- 
tion, but one which we were determined to avoid, was buying a little 
more time for the harbour by extending into (temporarily) deeper 
water • Some such schemes were tested on the model of course, but so 
were more radical schemes attempting to achieve natural sand bypassing. 

In the end, we proposed the solution shown in Fig. 5. This con- 
sists of a sand trap updrift of the entrance, protected by a detached 
breakwater. The breakwater not only provided calmer water to encourage 
settlement of the sand, but also created a sheltered area from which a 
dredger could clean out the trap and pump the sand across the entrance 
to the downdrift side of the harbour. 

THE FULL-SIZE MODEL 

At this point (1979) something rather unusual happened:  the full- 
sized harbour was actually modified exactly as proposed by the model 
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Fig. Sand trap as built 

study.  This provided a rare opportunity to check the performance of a 
mobile-bed model. 

Beginning in the spring of 1980 just before completion of the off- 
shore breakwater, the National Research Council commissioned a time 
series of aerial photographs to be taken of the harbour. Five complete 
sets were obtained: May, August and November 1980, and May and Novem- 
ber 1981. The similarities between model and nature are quite strik- 
ing, as shown in Figs. 6 and 7. 

However, the model considerably underestimated the rate at which 
the sand trap filled. 

COMPARISON OF TRANSPORTS 

To a certain extent, this underestimate could be explained by 
"model effect". For example, only the most severe annual storms were 
simulated on the model, whereas the real harbour was also exposed to 
every-day waves which contributed sand to the trap. We did attempt to 
compensate for this in analysing the model results, but perhaps that 
compensation was not enough. 

Another model effect has already been mentioned: the representa- 
tion of full-size suspended load by model bed load transport. As dis- 
cussed above, our calculated sedimentological time scale of 8 could at 
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Pig. 6    Build-up in model sand trap 

Fig- 7    Build-up in full-size sand trap 
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best be correct only within a narrow range of water depths close to the 
entrance. Expressed another way, the distribution across the beach 
profile of alongshore transport was incorrectly modelled. 

In 1980, the opportunity presented itself to examine these two ef- 
fects in greater detail. The Small Craft Harbours Directorate of 
Fisheries and Oceans Canada commissioned a 10-year hourly hindcast of 
breaking waves for several New Brunswick harbours (Hydrotechnology 
Ltd., 1980), one of which was Pointe Sapin. Palmer (1980) used this 
data to produce alongshore current statistics, including distribution, 
for Pointe Sapin from the method described in Willis (1978). These 
were converted to alongshore transport statistics, still including 
offshore distribution, following Willis (1979). 

Fig. 8 presents the average annual transport rate distributions 
for the ten years of data. The approximate pos ition of the breakwater 
is also shown. What is clear is that the major portion of the trans- 
port , 60%, is contained between the breakwater and the shore, in the 
sand trap in other words. By contrast, considerable transport had been 
noticed seaward of the breakwater in the model. Clearly, the use of 
only storm waves as well as the incorrect modelling of transport dis- 
tribution were factors in the model underestimating trapping rates. 

A third factor has come to light just this year, 1982: the com- 
plex distribution of sand sources at Pointe Sapin. The Canadian 
Coastal Sediment Study undertook two field surveys of the area as part 
of the process of choosing a site for a comprehensive investigation of 

NORTHEAST TO SOUTHWEST 
SOUTHWEST TO NORTHEAST 
NET 
POSITION   OF   BREAKWATER 

200 400 600 
DISTANCE FROM  SHORE  (M) 

Fig. Cumulative Sediment Transport 
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nearshore sand transport. These surveys found a predominantly soft 
sandstone nearshore seabed, with a thin sand layer only within 100 m 
from shore, see Forbes (1982). Forbes also found a second sand accumu- 
lation built up against a sandstone scarp farther offshore but still in 
relatively shallow water. It seems likely that some of this offshore 
material finds its way onshore and into the trap during storms. 

CONCLUSIONS 

Whatever the cause, the result remains that more sand than expec- 
ted is accumulating in the Pointe Sapin trap, approximately 110,000 
m /yr as compared to the previous dredging requirement of up to 30,000 
m /yr. More dredging is required, and plans for a permanent dredging 
plant are being discussed. Nevertheless the main aim of the scheme has 
been attained, in that since the construction of the breakwater the 
harbour has remained open. 

Meanwhile, the Canadian Coastal Sediment Study has chosen the 
Pointe Sapin site for its study of nearshore sand transport in the 
coming year. Pointe Sapin promises to be the most studied beach in 
Canada. 
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MODELING COASTAL CURRENTS AND  SEDIMENT TRANSPORT 

by 

Y. Peter Sheng1 

and 
H. Lee Butler' 

ABSTRACT 

An efficient three-dimensional model of coastal currents and 
sediment transport has been developed. Simulations of tide- and 
wind-driven currents and sediment transport in the Mississippi Sound 
are presented. Results of a laboratory study on settling, 
resuspension, and deposition of sediment are briefly described. Wave 
effect on sediment resuspension is also addressed. 

INTRODUCTION 

Sediment transport in shallow coastal waters is an important 
coastal engineering problem. Many coastal waters, e.g. the Mississippi 
Sound, are receiving greater environmental concern due to increasing 
utilization of their resources, including dredging of shipping channels 
and disposal of dredged materials. To develop a regional plan of 
dredged material disposal alternatives, one should not only be 
concerned with the short-term fate of dredged material at specific 
sites, but more importantly the subsequent resuspension, transport, and 
deposition of sediment due to combined current and wave actions, 
particularly during the sporadic high-energy events. 

The various physical processes that can affect the distribution of 
sediment in a coastal environment are shown in Figure 1. Definitive 
quantitative understanding of the various processes is crucial to the 
success of any large-scale model. Recent improvements in numerical 
estimation of currents and waves and the increased availability of 
field data and satellite imageries has made it feasible to carry out 
meaningful large-scale simulation studies of sediment transport events 
(e.g. Sheng and Lick, 1979; Sheng, 1980). In this paper, we highlight 
a systematic study of the sediment transport in the shallow coastal 
waters of the Mississippi Sound and adjacent continental shelf waters 
in the Gulf of Mexico. 

'•Aeronautical Research Associates of Princeton, Inc., P.O. Box 2229, 
Princeton, NJ 08540 U.S.A. 

'Wave Dynamics Division, Hydraulics Laboratory, U.S.  Army Engineer 
Waterways  Experiment Station, P.O. Box 631, Vicksburg, MS 39180 
U.S.A. 
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In the following, a three-dimensional hydrodynamic model will be 
presented first, followed by a realistic simulation of tide- and 
wind-driven currents in the Mississippi Sound and adjacent shelf 
waters. Transport, resuspension, and deposition of cohesive sediments 
are then discussed, followed by a discussion on the bottom boundary 
layer and wave effect. 

WIND 

RIVER LOADING WIND  WAVES     (T ~  2  to  10 sec) 

Figure 1, Schematics of Dominant Mechanisms Affecting Sediment 
Distribution in Shallow Coastal Waters. 

THREE-DIMENSIONAL NUMERICAL MODEL OF COASTAL CURRENTS 

In 
winds, a 

order to study the dynamic response of coastal waters to tides, 
„.,.UJ, and meteorological forcing, a three-dimensional, free-surface, 
time-dependent model is often desired. In addition, stratification and 
complex topography have to be properly resolved. For relatively 
long-term application, computational efficiency of the model is 
extremely important. Traditional three-dimensional, free-surface 
models (e.g., Leendertse and Liu, 1975) require an exceedingly small 
time step (associated with the propagation of gravity wave over the 
distance of a horizontal grid spacing), and hence require extraneous 
computational costs. 

Special features of the present model include (1) a 
"mode-splitting" procedure which allows efficient computation of the 
vertical flow structures (internal mode), (2) an efficient ADI scheme 
for the computation of the vertically-integrated variables (external 
mode) (3) an implicit scheme for the vertical diffusion terms, (4) a 
vertically and horizontally stretched coordinate system, and (5) a 
turbulence parameterization which requires relatively little tuning. 

Governing Equations and Boundary Conditions 

The basic equations describing the large-scale motion in a large 
body of water consist of a continuity equation, momentum equations, 
conservation equations of heat and salinity, and an equation of state. 
For simplicity here, the last three equations have been combined into 
an equation for the density. Inherent assumptions are:     (1) pressure 
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distribution is hydrostatic in the vertical direction, (2) Boussinesq 
approximation is valid, and (3) non-constant eddy viscosities and 
diffusivities are used to describe the turbulence. The resulting 
equations are as follows: 

M + iY_ + i^=0 (i) 
3X   3y   3Z 

3t 
/lul +  3UV +  3uw\ +  fv  . ii£ + J_/A    3UV   ,     .   (A„     )       (2) 
\3X 3y 3z/ pQ  3X       3z  \ v   3Z /        H H  H 

2 
3uv +  3v_ +  3vw \ _   f 1   3p +   3 

3t \ 3X 3y 3Z 

iP=-pg (4) 
3Z H3 

1^=  .     3^+  3^+  3Wp_+X     (K     3f>\ .   (KV     , (5) 

3t 3X 3y 3Z        3Z       \  v  dZ )        M H  " 

where x and y are the horizontal coordinates; z is the vertical 
coordinate pointing vertically upward to form a right-handed coordinate 
system with x and y; u, v, and w are the three-dimensional velocities 
in the x, y, and z directions; t is time; f is the Coriolis 
parameter; g is the gravitational acceleration; p is the pressure; p 
is the density; Au, and K^ are the horizontal eddy coefficients; Ay 
and Ky are the vertical eddy coefficients; and 

'H- <W>=^ (AHH)^^IL] (6) 

At the  free  surface,  the appropriate  boundary conditions 
are: (a) the wind stress is specified, 

P° AV(J7' ll)= (Tsx.V = ^da ("w^2 <V»w> <7» 

where T and xs„ are the wind stresses in the x and y directions 
respectively, pa is the air density, Cda is the drag coefficient and 
(Uy,v ) are the wind velocities at a certain height above the surface; 
(b• the kinematic condition is satisfied, 

w = !£.+ uiL+ vi£ (8) 
3t    3X    3y 

where z is the elevation of the free surface; (c) the dynamic 
condition is satisfied, i.e., p=pa, where pa is the atmospheric 
pressure; and (d) the density flux, i.e., the heat flux and the salt 
flux, is specified. 

At the bottom, the boundary conditions are: (a) a quadratic 
stress law is valid: 
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poAv (f? fl)=  <Tbx'V • ?Cd 
i   2     2.l/2   , . 
'ui+vi'       'ui'V 

where stresses, 

(9) 

i s     the LL        anu     T.        are     urte     UULLUIII     iiredi       iucsscs,      UJ 

Jr. iction coefficient, and (u., v ) are the velocities at .... . .... 
grid point above the bottom, and (b) heat flux (or temperature) and the 
salt flux are specified. 

Grid Structure 

Anticipating appreciable variation of bottom topography in the 
horizontal direction, the x,y,z coordinate system is 
vertically-stretched to a x,y,o coordinate system, such that an equal 
number of grid points exist in the shallow coastal and the deep 
offshore areas (Figure 2a). The transformation takes the form: 

z - t (x,y)  , z-£ 
h(x,y) + ?(x,y) " H 

(10) 

where h (x,y) is the local water depth and s(x,y) is the free-surface 

r 

(b) 

<*. r 

<T*\ 

Figure 2(a).  Vertical Stretching of the Coordinates, 
(b).  Horizontal Stretching of the Coordinates 
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elevation. Such a transformation leads to (1) the same order of 
numerical accuracy in the vertical direction at all horizontal 
locations, and (2) a smooth representation of the bottom topography. 
Although additional terms are introduced by this transformation, the 
advantages warrant its application. Models using regular rectangular 
grid in the vertical direction cannot accurately resolve the shallow 
coastal area unless a large number of grid points is used in the deeper 
offshore area. In addition, if the bottom is approximated by a series 
of rectangular steps, estimate on bottom stress may be distorted and 
hence is not suitable for studying sediment transport problems. 

To better resolve the complex shoreline geometries and bottom 
features, a non-uniform grid is often required in the x and y 
directions (Butler and Sheng, 1982). To allow ease in numerical 
analysis and as shown in Figure 2b, this non-uniform grid (x,y,z) is 
further mapped into a uniform grid (a,y,a): 

.   .    c„ vy 
(11) 

The transformed three-dimensional equations of motion in a,T,o 
grid system are rather complex. Detailed equations and boundary 
conditions in non-dimensional form can be found elsewhere (Sheng, 
1981). Staggered numerical grid is used in both the horizontal and 
vertical  directions. 

External   Mode 

In the present study, numerical computation of the vertical flow 
structures (internal mode), which are governed by slower dynamics, are 
separated from the computation of the vertically-integrated variables 
(external mode). This so-called "mode splitting" technique resulted in 
significant improvement of the numerical efficiency of a 
three-dimensional hydrodynamic model for Lake Erie 
(Sheng et al.,  1978). It      allows       for      computation       of       the 
three-dimensional flow structures with minimal additional cost over 
computation of the two-dimensional flow with a vertically-integrated 
model. 

The external mode is described by the water level (c) and the 
vertically-integrated mass fluxes (U,V) = J^ (u,v) Hdo. Performing 
vertical integration of the transformed three-dimensional equations of 
motion, and rewriting (a,y)  as (x,y)  for simplicity, we obtain: 

is. 
at 

l ii 
3X 

l 3V_ 
ay 

o (12) 

3U 
at 

fv.aH|i + i(T   T  ) 
ii..   3x        D. SX      DX 

pdo+op Hda +  (H.D.) (13) 
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3V I    1     3   /UV\   ,1     3   /V2 

t" -\-x^\TJ^K\-W}+»M°=oy • -5^+
P7(Tsy-by' 

/[^V^f   (A 3y   "   •   =•  3y     '    '     ?d0+°P Hdo +  (H.D.)y 

(14) 

where ux=dx/dct and y„Edy/dy are the stretching coefficients, u=da/dt is 
the vertical velocity in the stretched coordinate, and (H.D.)X and 
(H.D.) are the horizontal diffusion terms. Notice that the bottom 
stresses (T|,X> T^y) are determined from the latest three-dimensional 
velocity profiles available from the internal mode computation, and 
hence are more accurate than the traditional vertically-integrated 
models which assume the bottom stress is proportional to the local 
vertically-integrated velocity or its square. 

Treating implicitly all the terms in the continuity equation, 
while only the time derivatives and the surface slopes in the momentum 
equations, one can obtain the following finite-difference equations: 

n+1 n n 
(l+^A^X  )W        =  [l + (l-<|Oxx+(l-<|>)A  ]W    + AtD (15) 

where 

flat  x   .      ,     _ _BAt_     . 
X* " uxax 6x'      h ' pyAy V 

(16) 

where (Ax,Ay) are the spatial grids, At is time step, D^ and Dy are 
terms in Eqs. (13) and (14) excluding the time derivatives antl the 
surface slopes, superscripts n+1 and n indicate present and previous 
time step of integration, Sx and 6y sre central difference spatial 
operators, and $ is a weighting factor, 0<<)><1. If <t>=0, Eq. (15) 
reduces to a two-step explicit scheme. If d>>0 the resulting schemes 
are implicit, with <|>=l/2 corresponding to the Crank-Nicholson scheme 
and ((i=l corresponding to the fully implicit scheme. Eq. (15) can be 
factorized such that solution can be obtained by consecutive 
tridiagonal matrix inversions in the x-direction and y-direction. 
Further, we employ a method that solves only two variables during each 
sweep. This method allows very large time step to be used and has been 
found to be more stable than the traditional ADI method. Courant 
number ^%sed on the maximum propagation speed of surface gravity wave, 
(gHmax) " At/Ax, may now be as large as 100, compared to the limit of 
1 for the explicit method. The maximum step is now governed by the CFL 
condition based on vertically-averaged advection speed in the system. 

In the full  three-dimensional model,  the external  mode computation 
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is carried out in conjunction with the internal mode computation. 
Depending on the problem of interest, the internal mode may be computed 
every so often with a time step equal to or greater than the external 
time step. 

Internal Mode 

The internal mode of the flow is described by the vertical flow 
structures and the density. Defining perturbation velocities as 
U'HU-U/H and v'=v-V/H, the equations for the internal mode are obtained 
by subtracting the vertically-averaged momentum equations from the 
three-dimensional equations: 

(17) 

-i 

1 3Hu' 
H 3t ' Bx 

DX+ 1  3 
H  ^"3o 

A d   (HU'+IA 
*»3»\ H ; 

1 3Hv' 
H 3t 

= By V 1  8 
H   H

2 3o 
A  3 fHV'+Vl A* 3a \ H ) 

where Bx and  B   r epresent  all terms 

(18) 

i the transformed 
three-dimensional momentum equations except the surface slopes and the 
vertical diffusion terms, and Dx and Dy are defined in Eq. (16). 
Notice that the above equations retain the three-dimensionality and 
hence are different from the model of Nihoul and Ronday (1983) which is 
actually a superposition of a two-dimensional model and a vertical 
one-dimensional  model. 

The above equations do not contain the surface slope terms and 
hence a large time step may be used in the numerical computation. In 
the present model, a two-time-level or three-time-level scheme with a 
vertically implicit scheme is generally used. The bottom friction 
terms are also treated implicitly to ensure unconditional numerical 
stability in shallow waters. Care must be taken to ensure that the 
vertically-integrated perturbation velocities at each horizontal 
location (i,j)  always equal   to zero. 

Once the equations for (u',v') are solved, and (u,v) obtained, 
vertical velocity ID and density p may be computed. As mentioned 
before, the internal mode may be computed as often as the external mode 
or as desired and as dictated by the problems of interest. The 
numerical time step for the internal mode is limited by the CFL 
condition based on the advection speed. In the present study, the drag 
coefficient Cd in the quadratic bottom stress law Eq. (9) is generally 
specified as a function of the bottom roughness (z0), the distance 
above the bottom (z ), at which (u ,v ) is computed, and the stability 
function of the bottom flow Us):        

l 

2 / i 
= k    Un — + *s (19) 

where k is the von Karman constant. It can be shown that the stability 
may increase (unstable case) or decrease (stable case) the drag 
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coefficient by as much as (Sheng, 1980) 

Turbulence Parameterization 

A semi-empirical theory of vertical mixing is used in this study. 
The effect of stratification, as measured by the Richardson number, Ri, 
on the intensity of vertical turbulent mixing is parameterized by a 
number of empirical stability functions: 

"vo i-i *, (Ri); 
^g 1P 
p 3Z 

-1/2 

(20) 

where Avo and K , are the eddy coefficients in the absence of any 
density stratification and 4, and 4 are stability functions. 
Traditionally, these stability1 functions have been determined 
empirically by comparing model output with measured data. As shown in 
Figure 3a, great discrepancy exists among the various empirical forms 
of the stability functions. In addition, the critical Richardson 
numbers, at which turbulence is completely damped by buoyancy, given by 
these formulas are much too high (10) compared to the measured value of 
0.25 (Erikson, 1978). To unify this discrepancy, stability functions 
may be determined from a second-order closure model of turbulence. 
Assuming a balance between turbulence production and 
dissipation, i.e., the so-called "super-equilibrium" condition 
(Donaldson, 1973), we can obtain a simpler set of algebraic 
relationships between the turbulent correlations and mean flow 
gradients. As shown in Figure 3b, such a stability function leads to a 

(Ri) 

Blumberg 

Kent a Pritchard 

Bowden S Hamilton 

Munk a Anderson 

Figure 3. 
(a), 
(b). 

5.0 7.5 10 -.6   -.4   -.2     0 
Ri Ri 

Stability Function vs.   Richardson Number: 
Empirical   Formulations, 
"Superequilibrium"   Formulation Derived  from 
Reynolds   Stress  Model. 
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critical Richardson number much closer to 0.25. In addition, such a 
formulation allows the definition of finite eddy coefficients in the 
unstable range (Ri < 0). In order to utilize these relationships, a 
turbulence length scale which varies with depth and Richardson number 
has to be prescribed empirically. 

SIMULATION OF TIDE- AND WIND DRIVEN CURRENTS 

The three-dimensional numerical model of coastal currents has been 
applied to simulate the tide- and wind-driven currents in the 
Mississippi Sound and adjacent continental shelf waters of the Gulf of 
Mexico. As shown in Figure 4, the horizontal grid is composed of 116 
grid points in the y-direction and 60 grid points in the x-direction. 
The smallest grid spacing in the computational domain is on the order 
of 1 km. The water depth varies from only a few meters within the 
Mississippi Sound and the Mobile Bay to over 1000 m along the southern 
boundary. 

Computational Grid for Mississippi Sound Simulation. 

Tides in the Gulf of Mexico 

Gulf tides differ from tides in most other places in the world due 
to the dominance of the diurnal components Kl, 01 and PI collectively 
over the semi-diurnal components M2 and S2, except along the west 
Florida coast. Reid and Whitaker (1981) developed a numerical tide 
model for the Gulf based on the vertically-integrated, linearized tidal 
equations to portray the barotropic response of the Gulf to tidal 
forcing. Forcing at ports was also included with an impedance type 
condition.     Detailed  data   from  20 tidal  gages located in open coastal 
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waters of the Gulf were used for the fine tuning of their model. Their 
study confirmed that diurnal tide in the Gulf is primarily a 
co-oscillating tide driven by adjoining Atlantic Ocean and Caribbean 
Sea. 

The water level response for a given tidal constituent is usually 
expressed in terms of the surface displacement ?  (Schureman,  1941): 

5  = F(t)  A(A,t)   cos [  ui0t + x - G   (A,»)] (21) 

where A is the longitude, * is the latitude, A is the mean amplitude 
over 18.6 years and G the Greenwich phase or epoch at given position 
(A,*), u0 is tidal frequency, x is the astronomical argument, while F 
is the nodal factor, a slowly varying function of time. Tides at 
particular stations are characterized by A and G for individual 
constituents. In our study, A's and G's for 5 constituents (01, Kl, 
PI, S2 and M2) along the open boundaries of our grid are supplied from 
Reid and Whitaker's model. Surface displacements at the open boundary 
stations are determined from a linear combination of those due to the 
five tidal constituents. 

Tidal Currents off the Mississippi Coast 

As a first example, tides during 20 Sept. to 25 Sept. 1980 are 
computed with our three-dimensional model. The surface displacements 
at four stations (see Figure 4 for locations) within the Mississippi 
sound are compared with measured data in Figure 5. Notice that the 
measured data have been filtered such that variations due to 
short-period oscillations on the order of a few hours or less are not 
included. Initially, the diurnal tides are predominant. Towards the 
end of the five-day period, the diurnal tides become somewhat less 
predominant while the semi-diurnal tides became gradually more 
apparent. Good agreement is found at all stations. 

In this simulation, a relatively large time step of 12 minutes was 
used for both the external and the internal modes. Seven grid points 
d.re used in the vertical direction. A relatively smooth bottom with a 
roughness length, zp, of 0.1 cm was assumed. A parabolic length scale, 
A, was assumed in the vertical direction. 

The tide-driven horizontal currents at mid-depth are shown in 
Figure 6 for two stations in the Mississippi Sound. Currents on the 
order of 30 cm/sec exist at both stations. Again, reasonable agreement 
is found between data and model results. 

The horizontal velocity field at 1 m depth, after 3 days of 
simulation, is shown in Figure 7. Relatively large currents exist at 
the various tidal inlets and in the area between the Ship Island and 
the Chandelier Island. Except in these areas, at this instant of time, 
bottom shear stress generated by the tidal currents are generally less 
than 0.8 dyne/cm2. Hence little sediment resuspension is expected. 
However, during strong spring tides, such as those during the period of 
12 June to 16 June, 1980, relatively stronger currents and bottom shear 
stresses in excess of 0.8 dyne/cm2 could prevail within the tidal 
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SURFACE     ELEVHTIBN     PIT      18.11 STATION    I 

SURFRCE     ELEVHTI0N     RT     22.62 -     STATION    2 

SURFACE     ELEVF1TI0N     RT     30.5B STATION    4 

B-c 

'IME [HOURS] 

20 SEPT., 1980 25 SEPT., 1980 

Figure  5. Surface Elevation at   Four  Locations   (see  Fig.   4) 
from 20  Sept.   to 25  Sept.,   1980. 
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MID-DEPTH   u   AT  STATION 5 

s 

MID-DEPTH   v  AT STATION 5 

MID-DEPTH   u  AT STATION 6 

  Model Results, 
 Data Results 

MID-DEPTH v AT STATION 6 

Figure 6. Mid-Depth Horizontal Velocities at Stations 5 and 6 
from 20 Sept. to 25 Sept., 1980.  Tide Forcing Only. 

inlets and other shallow areas. Resuspension of cohesive sediment in 
these areas might occur and leave behind the coarser non-cohesive 
sediment. 
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UV VEL0CITY fiT TIME = 72.0 H0URS AND DEPTH = 1.0 

Figure    7. 

20 KM 2.66E+01   ICM/SEC) 

Tide-Driven Horizontal Velocities at 1 m Depth in the 
Vicinity of the Mississippi Sound at 0 hr, 
23  Sept.,   1980. 

Wind-Driven Currents off the Mississippi Coast 

Its presented in the above did not contain any wind-driven 
eTTett. uuring our study, wind data were collected at several 
meteorological stations surrounding the Mississippi Sound. The wind 
during   the   5-day   period  was generally quite mild (- 5 m/sec)  from the 

The resul 
effect.      During 

during   the   5-day   pe. .__     -, _...,   .,_ . „ 
Southeast. To examine the effect of wind on the currents, we carried 
out a three-day simulation from 20 Sept., using a uniform wind stress 
of 1 dyne/cm2 from the Southeast. The southeasterly wind caused water 
to pile up within the Mississippi Sound, with a set-up on the order of 
12 cm along the Northern shore, and only 6 cm behind the barrier 
islands. 

The influence of wind on the current also depends on the location. 
Figure 8 shows the along-shore velocity at 2 locations over the 3-day 
period. At Station 5, off Cat Island, the presence of the wind did not 
have appreciable effect on the tidal current. At Station 6, within the 
pass between the Mississippi Sound and the Mobile Bay, the wind caused 
significant flow from the Mobil Bay into the Sound. This resulted in a 
significantly larger bottom shear stress which leads to the reduction 
in the amplitude of the tidal  currents. 

Wind-driven currents in the Mississippi Sound depend strongly on 
the wind direction. For example, assuming a uniform wind stress of 
1 dyne/cm2 from the West, our model results showed relatively stronger 
currents in the along-shore direction (Figure 9). Notice the 
near-surface and near-bottom velocities differ not only in magnitude 
but   also   in direction at some locations.    This is partially associated 



1140 COASTAL ENGINEERING—1982 

MID-DEPTH   V   AT STATION  5 

MID-DEPTH  v  AT  STATION  6 
-Wind   a Tide 
 Tide  Only 

Figure 8. Mid-Depth Along-shore Velocity at  Stations    5   and    6   from 
20  Sept.   to 23  Sept.,   1980.     Tide and Wind Forcings. 

with the pressure gradient caused by the wind set-up, which is on the 
order of 20 cm across the Mississippi Sound. According to a laboratory 
flume study on the erodibility of the Mississippi Sound sediments 
(Sheng, 1981), it is expected that the bottom shear stress generated by 
the strong Westerly wind in winter may cause significant resuspension 
of sediments. 

TRANSPORT, RESUSPENSION, AND DEPOSITION OF COHESIVE SEDIMENTS 

Transport Modes 

The transport of cohesive sediment in the water column can be 
described by a conservation equation, similar to the heat or salinity 
equation, for the suspended sediment concentration. An equation 
similar to Eq. (5) can be written for the sediment concentration C. 
However, the vertical velocity in the sediment concentration equation 
should be composed of the sum of the fluid velocity (w) and a settling 
speed of the particles (ws). In fresh water, the settling speed of 
cohesive sediment from a coastal environment shows a relatively flat 
spectral distribution. As the salinity increases, the sediment 
particles form aggregates and the spectral distribution becomes much 
sharper (Fig. 10). In this study, for simplicity, we assume the 
cohesive sediment in the Mississippi Sound can be described by one 
single settling speed. The settling speed of bottom sediment samples 
from the Sound was measured in laboratory, without adding dispersant to 
the samples, and a median settling speed determined. 

The behavior of sediment in the water column depends on the 
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UV VEU0CITY AT TIME 0F 24.0 H0URS AND SIGMA 0F -0.125 

3.95E+01 ICH/SEC] 

UV VEL0CITY AT TIME 0F 24.0 H0URS AND SIGMA 0F -0.875 

3.09E*01 tCH/SEC) 

Figure 9.    Horizontal Velocities in the Vicinity of the Mississippi 

Sound at 24 hrs after the Application of a Westerly Wind 

with T  = 1.0 dyne/cm2, 
(a). Near-Surface Currents, and 

(b). Near-bottom Currents. 
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Figure  10. Settling speed    of 
and Salt Water. 

Mississippi    Sound   Sediments    in   Fresh 

cohesion and collision of sediment particles. Clay mineralogy and 
other chemical parameters determine the cohesion of sediment particles. 
However, in coastal waters where flow is generally turbulent, collision 
between particles play a more dominant role than cohesion in 
determining the state of flocculation. The frequency of collision 
between various groups of particles depends on the turbulent shearing 
rate on the dissipation scale and differential settling. Although our 
hydrodynamic model is capable of computing the small-scale turbulent 
shearing rate, there is insufficient data at this time to allow for 
precise determination of model coefficients for the flocculation model. 

Resuspension and Deposition Modes 

Resuspension and deposition of sediment at the sediment-water 
interface play important roles in the distribution of suspended 
sediment concentration. In general, resuspension and deposition depend 
on (1) the hydrodynamic forces generated at the bed within the 
turbulent bottom boundary layer; (2) bed properties such as sediment 
composition, water content, bed preparation (settling) time, and 
organic matter, bacteria, and benthos; and (3) fluid properties 
including salinity, temperature, and pH of pore water and overlying 
water. 

Effects of dominant parameters (shear stress, water content, bed 
preparation time, and salinity) on resuspension and deposition were 
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investigated in a laboratory flume (Sheng 1981; Sheng et al. 1982). 
To prepare the bed, sediments are introduced into the flume, 
resuspended, and allowed to settle for a period of 1 to 10 days. A 
given bottom shear stress is then applied and the time history of 
sediment concentration recorded until an equilibrium concentration is 
reached, at which the resuspension balances the deposition. As shown 
in Figure 11, resuspension as indicated by the equilibrium 
concentration depends strongly on the applied shear stress. More than 
an order of magnitude increase in equilibrium concentration can be 
expected when the shear stress is increased by a factor of 5. Salinity 
affects the aggregation of particles and hence the erodability of the 

0 0 a 
r Site * 1 1 4 

Salinity (ppt) = 30 30 30 
%H 0 = 78.5 89 86.3 

Settling  Time {days)=  3 

10* 

I0» 

10* h 
Site # 1 
Settling Time (days) = 3 

10 T^tdyne/cm2)= 3 

rb (dynes/cm2) 

Site # 3 

Salinity (ppt) =  30  0 

rb (dyne/cm2) = 3   3 

Salinity (ppt ) 

Site # 3     I 

Salinity (ppt) = 30    0 

(dyne/cm2) =3     3 

Settling   Time (days) Settling   Time (days) 

Figure 11(a). Equilibrium   Suspended   Sediment   Concentration   in 
Laboratory Flume as a Function of Applied Shear Stress, 

(b). Effect of Salinity, 
(c). Effect of Time History of the Bed, and 
(d). Resuspension Rate as a Function of Time History of the 
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bottom sediments. The sediment becomes harder to erode at higher 
salinity, with most variation occurring between 0 and 15 °/oo. The 
sediment also becomes harder to erode as more time is allowed for the 
preparation of the bed. From the laboratory flume data, proper bottom 
boundary conditions for the sediment transport model can be derived in 
terms of the rate of resuspension (E) and deposition (V^C) 
(Sheng, 1981). The bottom boundary condition for the sediment 
concentration (C) equation can be written as: 

Net Upward Flux = wsC - Kv — = E - VdC (22) 

where the deposition velocity Vd > 0 while the settling velocity 
ws <0. 

Sediment Movement in the Mississippi Sound Due to a Westerly Wind 

As an example to illustrate the important role of resuspension and 
deposition, we performed a 1-day simulation of sediment movement due to 
a Westerly wind. 

Initially, the background concentration is assumed to be zero 
everywhere except within a square area (shown in Figure 12) where the 
concentration is 500 mg/1 (newly introduced sediment). The sediment 
concentration is then computed with three different bottom boundary 
conditions: (1) zero net flux and zero settling speed, (2) with 
deposition and resuspension, but no resuspension of old sediment (vs. the 
newly introduced sediment) is allowed, and (3) deposition and 
resuspension allowed at all locations.  For (2) and (3), a settling 

C0NCENTRATI0N fiT TIME 0F 24.0 H0URS AND DEPTH 0F 0.5 M 

Figure 12. Suspended Sediment Concentration at 0.5 m Depth at the 
End of 1-day Simulation. Westerly Wind; No Settling; 
Zero Net Flux at Bottom. 
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C0NCENTRP1TI0N HT TIME 0F 24.0 H0URS AND DEPTH 0F    0.5 M 
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SEDIMENT  ONLY 

~3 

E F G H I 

1 
Figure     13.       Same      as     Figure      12     e.xcept      that     ws = -0.05  cm/sec; 

Deposition  but no Resuspension  for Old   Sediment. 

C0NCENTRRTI0N AT TIME 0F 24.0 H0URS RND DEPTH 0F    0.5 M 

DEPOSITION 
RESUSPENSION 
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G 

Figure     14.       Same      as     Figure      12     except      that     w    = -0.05 
Deposition and Resuspension. 

1000. 
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cm/sec; 
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speed of 0.05 cm/sec was used. The results at 0.5 m depth at the end 
of one-day simulation are shown in Figures 12, 13 and 14. It is clear 
that resuspension of sediment plays a dominant role in redistributing 
sediment. The difference in results for (2) and (3) reflects the 
importance of quantifying the time history of bottom sediments, which 
strongly affects the erodability as shown in Fig. 11. 

BOTTOM BOUNDARY LAYER AND WAVE EFFECT ON SEDIMENT RESUSPENSION 

The wave climate during the September period of 1980 was studied 
by means of a spectral wave hindcasting model modified for shallow 
water. The blockage effect of the barrier islands allows us to assume 
that most of the wave energy in the Mississippi Sound was derived from 
the wind fetch within the Sound. From 20 to 25 Sept., wind was 
generally from the Southeast at about 5 m/sec. Results of the wave 
model indicate wave height generally under 30 cm and wave period under 
3 sec. At a station off Gulfport (Station 17), the wave-induced bottom 
stress was the highest among all stations and on the order of 5 
dyne/cm2 during the first day (Fig. 15a). However, wave-induced stress 
over most of the sound was generally not very strong, as can be seen in 
Fig. 15b, the bottom stress at a station off the Biloxi channel 
(Station 10) was generally less than 1.3 dyne/cm2. These findings are 
consistent with the sediment concentration data collected during this 
time period, which showed a slight initial increase in concentration 
followed by primarily depositional events. We also found that linear 
wave theory and empirical bottom stress formula tend to overestimate 
the wave-induced bottom stress within an oscillatory boundary layer. 

> i- 
< o 
s m TA A^A A/—~\ , t~\      , A^-A .A A . 

Figure 15.   Wave-Induced Bottom Stress at two Locations 
Mississippi Sound from 20 to 25 Sept., 1980. 

(a). Station 17 off Gulfport, MS. 
(b). Station 10 off Biloxi Channel. 

12a. 

in  the 
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Detailed turbulent dynamics of the bottom bounday layer under a pure 
wave (Sheng, 1982) and current-wave interaction (Sheng and 
Lewellen, 1982) have also been studied using a Reynolds stress model. 
Contrary to the general belief, the presence of the wave was found to 
not always enhance the current-induced stress. 

CONCLUSIONS AND RECOMMENDATIONS 

An efficient three-dimensional numerical model of coastal currents 
has been developed and is operational. The model is suitable for 
detailed short-term simulations as well as longer-term simulations. 
Currents in Mississippi Sound and adjacent offshore waters have been 
computed with the three-dimensional model. Results obtained during a 
five-day period in September 1980 agree very well with the measured 
data. Large spatial and temporal variation of bottom shear stresses 
exist within the area. Rate of resuspension of the Mississippi Sound 
sediments (primarily Smectite) has been determined experimentally and 
was found to increase with increasing shear stress, decreasing 
salinity, and shorter time-history of the bottom sediment. Studies are 
needed to elucidate the effect of turbulence on flocculation, the 
current-wave interaction within the bottom boundary layer, and the 
inclusion of sediment time-history as a parameter in the mathematical 
model . 
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MODELLING OF SEA-BED EVOLUTION UNDER WAVES ACTION 

by 

Y. COEFFE (1) and PH. PECHON <2) 

ABSTRACT 

This paper presents a numerical model computing sea-bed evolution 
due to longshore current s, which has been developed at the 
Laboratoire National d'Hydraulique. 

This model has been applied to a schematic semi-circular bay. The 
computation of sand sea-bed modifications reveals two main 
tendencies ; a marked accretion in the "up-stream" zone of the bay 
and a marked erosion in the "down-stream" zone of the bay, as far as 
longshore currents are concerned. 

1. INTRODUCTION 

The action of waves is the predominant factor of sea-bed changes in 
the surf zone. The currents induced by breaking waves can be rather 
important, and their action is reinforced by the turbulent effects 
which appear in the breaking zone. 

The model presented is able to predict longshore currents and sand 
transport field, and can deduce sea-bed evolutions under wave action 
for any bottom shape. 

A mathematical model to compute longshore currents has been 
available at the Laboratoire National d'Hydraulique since 197 7. In 
the numerical solution, energy transfers are simulated by 
introducing additional terms, derived from the Longuet-Higgins 
formulation, in the long wave equations. 

CD Head of the Maritime Hydraulics Division, Laboratoire National 
d'Hydraulique, E.D.F, Chatou, France. 

(2) Research engineer,  Laboratoire National d'Hydraulique, E.D.F, 
Chatou, France 
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This model has been applied to the simplified case of a 
semi-circular bay, the refraction of a monochromatic wave being 
computed with an other model, to estimate wave height, crest 
incidence and shoaling number in the domain. Recently, the 
introduction of a solid transport formula into the numerical model 
made it possible to estimate changes of the sea-bottom resulting 
from the longshore currents. Bijker formula has been selected 
because it takes into account the coupling of the average current 
over a vertical line and the wave orbital velocity. It is used to 
calculate bed and suspended load transport. 

Once the quantities of transported materials are known, erosion and 
accretion can be calculated. The interaction between the 
modification of the sea-bed and wave induced currents is taken into 
account by adjusting the wave propagation after each significant 
change of the bathymetry and a new longshore current field is then 
deduced. 

The modelling principles are summed up on figure 1. The numerical 
model includes at first a wave propagation model, then a current 
model and a bed evolution model ; this paper presents each part and 
the application to the schematic bay. 

2. WAVES PROPAGATION MODEL 

A classical pure refraction model is used, assuming linear wave 
theory, neglecting diffraction effects and using Snell's law. 

The breaking of waves is considered. The method used here is to 
follow a wave orthogonal and to test in each point if breaking is 
occuring or not. The Battjes' criterion is used .* the wave breaks at 
a place of depth d if the wave height H verifies 

H^jd 

where j is an experimental coefficient, function of bottom slope and 
local wave steepness, which determines the wave breaking evolution. 

So, wave height incidence and shoaling number are estimated over the 
entire domain of interest. 

This model has been applied to the schematic semi-circular bay, the 
characteristics of which being (fig 2) ; 

- radius of the bay = 260 m 
- off-shore depth  = 7,5 m 

The off-shore wave conditions considered are ; 

- monochromatic wave 
- height ;   3 m 
- period ; 10s 

The refraction diagram is shown on figure 3. 
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Wave propagation 
model 

Wave field 

Driving forces 
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Boundary 
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Sand Flow Rate 
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Fig.1     Modelling  Principles 
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Fig.2     Initial   Bathymetry   of   the   Bay 

Waves conditions: 
60° Y    -height 3m 

-period 10s 

Fig.3     Refracted   Waves   Diagram 
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3. LONGSHORE CURRENT MODEL 

3.1. Description 

The assumptions of the longshore current model are : 

- incompressible fluid 
- linear Stokes waves 
- the vertical component of the current is neglected 
- for the calculation of waves currents,  the variations of sea 

surface elevation are neglected compared to the total depth. 
- the mass current is assumed to be constant over the depth 
- wind action is neglected 

With these assumptions, the Navier-Stokes equations can be 
integrated over the total depth and time averaged over a wave 
period. That leads to _long waves equations in which appears a 
radiation stress tensor S, representing the extra terms coming from 
averaging non linear terms involving velocities 

The wave driving forces can be defined as follows ; 

-*-    1 
T = - - div S 

P 

Using Longuet-Higgins formulation, the tensor S is written : 

(2n - —) cos a + (n 
2 

n sina cosa 

-) sin a n sina cos a 

(2n - -) sin a + Cn 
2 

-) cos a 

where      E = - pg H^ is the wave energy 
8 

n is he shoaling number 
a is the wave incidence 

The bottom friction has been assumed proportional to the squared 
velocity, taking into account the orbital velocity in the following 
form ; 

P g 
u I I u + uorb I I 

where    u - mean velocity 
_*      2H    1 
uorb = —   

T   sh ( 2TT d 7T ^L_) 
CT L 
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3.2. Application 

The longshore current model has been applied to the semi-circular 
bay. Using the propagation model results, driving stresses are 
calculated. Then the wave height field is smoothed (fig. 4) to get a 
more regular radiation s tress tensor. Then induced currents are 
computed. 

The boundary conditions along the left side of the grid are coming 
from the application of the model to a rectilinear shore, with a 
bathymetry similar to the incoming part of the semi-circular bay. 
For this last case, the water flow obtained at the left boundary i s 
transfered at the right one in order to get the stationary solution 
of an infinite shore. 

At the right open boundary, a free exit of the current is imposed. 

The obtained velocity pattern is shown on figure 5. Strong 
velocities appear in the breaking zone and an eddy takes place in 
the right part of the bay. The maximum velocities reach about 1,4 
m/s, in the rectilinear part. 

4. SEDIMENT TRANSPORT CALCULATION 

4.1. Transport formula 

A sediment transport formula was added to the current model. The 
chosen transport law is Bijker's formula which takes into account 
the coupling of the averaged current and the wave orbital velocity. 
The mean bed shear resulting of the combination of waves and 
longshore current is hold responsible for the stirring up of the 
material. Once the material is stirred up, it is transported by the 
normal current. For the bed load part this transport law is written 
as ; 

Aopg 
Tb = 5D (irtc/p)l/2 e~°>

27 

y ?r 

A : relative apparent density 

D ; grain size 

]i .* ripple coefficient 

Tc ; bed shear due to mean current 

Tr ; bed shear due to mean current and waves 

Tb : bed load transport. 

The suspended load is evaluated by assuming a logarithmic velocity 
distribution 
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The concentration c(z) is written 

C(z) 

[- 
z 

in which  Z  = W/KVA 

Ca U     2 h - 

Where W = fall velocity of the particles 

K  = Karman constant 

v* - stress velocity due to wave and mean current 

Ca = concentration of suspended load immediately above the bed 

4.2. Application 

The transport flow rate resulting from the velocity field in the bay 
is presented on figure 6, for a 0,5 mm grain size. 

The total sand transport going through a section of the left 
rectilinear shore near the bay has been compared with the CERC 
formula and the formula of Larras and Bonnefille i 

- formula  of   the   CERC   : 

Q = 6,5 10-2 H5/2 coslA a sin 2 a 

- formula of Larras et Bonnefille ; 

Q = K(H/L, D) H3 sin 7a 
T      4 

where H is the wave height, a is the wave incidence, T is the period 
and D is the sand diameter. 

The transport flow evaluated with the first formula is equal to 
0,8 m-Vs whereas the second one gives 0,1 m^/s. The difference 
between these two valuations comes from the difficuties of mesuring 
sand transport flow in the surf zone. The computation gives for this 
section (fig 7) Q = 0,3 mVs which is in the range of these 
formulae. 

5. EVOLUTION OF THE SEA-BOTTOM 

5.1. Description of the method 

Continuity equation applied to the sediment transport gives the bed 
evolution ; 

3ZF
  + div T = 0 

3t 

where T is the sediment transport flow rate, and Zp the bed level. 
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The bed evolution modifies progressively the waves propagation and 
the current field. It is very important to take this coupling into 
account, and to update the longshore currents according to new water 
depth. However the sedimentological time scale being much greater 
than the velocity time scale, the sea-bottom and water flow changes 
are calculated by doing two loops as shown on the following diagram : 

Refraction computation 

Water flow computation 0 
0nd I       loop 
z + Dz 

1 
z = 9i , 

z + Ttf dt 

rst , 
1    loop 

Mean velocity Q/z 

1 
Sediment transport 

1 
Evolution :    3z 
of the bottom  3t 

Fig.8   Modelling  principles 

of  bed   evolution   calculation 

The first loop takes into account the interaction of the velocity 
field and the sea-bottom evolution for a constant water flow field, 
by the following way i 

~  sand transport calculation using Bijker's formula 

calculation of—— - - div T 
9t 9ZF - modification of sea-bottom UiJtl  dt. The time step dt is  chosen 

_ ~3F 
so that the water depth is changed of 5 % at most in the domain. 

- adjustement of the velocity, considering a constant water flow 
rate and return to the first step. 

When the modifications of the bathymetry are big enough, the waves 
characteristics in the domain are re-evaluated. The new driving 
forces and the induced longshore currents are computed again with 
the wave propagation model. 

5.2. Results 

In the case of the semi-circular bay, the comparison between the 
initial topography and the topography after 100 hours storms reveals 
the main following tendencies (fig 9) ; 
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~ large accretion in the left side of the bay due to incoming 
littoral transport 

- large erosion of the beach in the right side of the bay due to 
reconstitution of littoral transport 

- erosion of the area close to the left cape at the entrance of the 
bay and accretion just behind the cape 

- general filling of the beach of the bay. 

These changes agree with some natural tendencies but the obtained 
values need to be checked over real cases or physical model 
experiments. 

Coast 

60* 
Waves conditions 
-height 3m 
-period 10 s 

Fig.9  Bathymetry   after   100   hours  storm 

6. CONCLUSION 

The first results obtained by the mathematical model show that the 
modelling of sea bed evolution under the action of waves is no more 
a domain restricted to physical models. 

The presented bidimensional model is able to compute longshore 
currents induced by breaking waves and to simulate bathymetry 
modifications, considering the interaction between sea-bed changes 
and velocity field. The application to a schematic semi-circular bay 
has given reasonnable results in agreement with known natural 
tendancies. However the developement of this model requires more 
accurate comparisons with scale model results or real cases. This 
work will be planned in the near future. 
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DESIGN AND CALIBRATION OF FALSE BAY SEDIMENT MODEL 

by 

J S Schoonees* and J P Moller** 

1. INTRODUCTION 

False Bay is situated near Cape Town in the Republic of 
South Africa.  The National Research Institute for Oceano- 
logy (NRIO) of the Council for Scientific and Industrial 
Research (CSIR) was commissioned to undertake studies on a 
recreational scheme in the Strandfontein area of False 
Bay.  A tidal pool was built as phase 1 of this project. 
Phase 2 is a bathing improvement scheme (see Figures 1 and 
2). 

The aim of the bathing improvement scheme which consists of 
a number of structures, is to provide bathing facilities 
for the Mitchell's Plain community.  At present the major 
part of the coast is rather unsafe for bathing mainly 
because of very steep beach profiles.  Conditions were laid 
down to ensure safe bathing, e.g. a uniform flat beach 
slope and the absence of rock and rip currents.  Further 
requirements were that a safe bathing beach must be formed 
soon after completion of the structures and that the 
adjacent coastline must not be adversely affected in the 
long term.  This paper deals with the design and calibra- 
tion of a sediment model which was chosen to evaluate and 
optimise the design of the proposed T-groyne and the system 
of detached breakwaters shown in Figure 3. 

2. DESIGN OF THE MODEL 

2.1  Design Philosophy 

The basic prerequisite of a sediment model is to reproduce 
sediment motion correctly.  This can be achieved by 

*  J S Schoonees, Sediment Dynamics Division, Coastal 
Engineering and Hydraulics, National Research Institute 
for Oceanology, South African Council for Scientific and 
Industrial Research, Stellenbosch. 

** J P Moller, Sediment Dynamics Division, Coastal 
Engineering and Hydraulics, National Research Institute 
for Oceanology, South African Council for Scientific and 
Industrial Research, Stellenbosch. 
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LEGEND: 

• SCALE   i: 75 000 
• DEPTHS  IN  m  TO  CHART   DATUM (:MSL- 0,90m 
• ONLY   APPROXIMATE   CONTOURS   GIVEN 

FIGURE 3:    THE   BATHING   IMPROVEMENT   SCHEME 
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modelling the on-offshore and longshore transport rates 
accurately.  Inherent in this approach is the fact that the 
sedimentological time scale must not vary from place to 
place in the model.  The time scale must also be constant 
in time, that is, as the experiment progresses.  It will be 
shown that the selection of the bed material and the deter- 
mination of the horizontal and vertical scales after model 
boundaries have been chosen, will ensure that sediment 
motion is correctly modelled and that a constant sedimento- 
logical time scale is obtained. 

2.2  Choice of the Bed Material 

Sand instead of lightweight material was chosen as the most 
suitable sediment for the model for the following reasons: 

(a) To obtain the most accurate simulation of longshore 
transport the functional relationship between the transport 
and the driving forces should be examined.  This relation- 
ship can, for most practical purposes, be approximated as: 

Sx = a(v, - v*c)b (1) 

where a, b = coefficients dependent on the grain size 
v*  = shear velocity 
v*c = critical shear velocity at initiation 

of particle motion 
Sx   = longshore transport rate. 

The best comparison between transport rates in model and 
prototype is obtained when v*c and b are scaled 1 to 1. 
This can be done only by using sand for model material with 
approximately the same grain size as in prototype because 
v*c and b are dependent on the grain size.  The scale of 
v, depends on the velocity scale and the hydraulic rough- 
ness scale.  Bedforms are exaggerated in the model relative 
to prototype; this results in a roughness scale which is 
closer to unity than to the vertical scale.  Consequently, 
more material is entrained on scale, due to higher turbu- 
lence close to the bed, than in prototype.  The scaling 
process for longshore transport is completed by choosing a 
scale for the longshore current velocity which yields a 
velocity greater than that which would have been obtained 
from the Froude velocity scale in order to ensure a con- 
stant time scale.  This is similar to the concept of an 
"ideal velocity scale" introduced earlier by Bijker (1967). 

(b) It has been shown (Swart, 1974) that the geometric 
shape of the dynamic beach profile depends strongly on the 
grain size, wave height and wave steepness.  Lightweight 
material, scaled according to the submerged weight, will be 
relatively too heavy out of the water, resulting in very 
steep (almost vertical) beach slopes near the water line. 
Therefore, to ensure the same breaker type in the model and 
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prototype and consequently also similar longshore current 
profiles, sand with the same grain size as the prototype 
material should be used. 

The empirically derived relationship (Swart, 1974) for the 
equilibrium beach slope of sandy beaches is as follows: 

mr = 1,51  x lO
3^)"1^'132 D  -0,^7(Ho)_0,717]_2/3B 

^o Lo 

+ 0,11 x in-3^)-1 (2) Lo 

where mr  = schematized equilibrium beach slope at the 
still water level 

H0 = deep-water wave height 
L0 = deep-water wave length 
D50 = median sediment particle diameter. 

(c)  Porosity is normally greater at the grain sizes needed 
to model sedimentary processes with lightweight material 
than in prototype.  Therefore substantial wave energy 
losses occur due to percolation.  The correct modelling of 
the breaker characteristics and longshore water and sedi- 
ment movement becomes extremely difficult to achieve in 
practice. 

2.3 Selection of the Model Boundaries 

The study area stretching from a slightly curved beach to 
the 22 m contour, is naturally bounded by two easily dis- 
tinguishable features, namely, the tidal pool at Strand- 
fonteinpunt and the rocks of Kapteinsklip - see Figure 3. 
Both of these form a partial obstruction to the longshore 
transport. The natural choice for the model boundaries is 
therefore as follows: 

(a) From Strandfonteinpunt to approximately 1 km beyond 
Kapteinsklip.  It was necessary to extend the model to the 
east of Kapteinsklip because the proposed scheme incorpo- 
rates a groyne at Kapteinsklip. 

(b) The depth at the offshore limit of the model is 22 m 
relative to mean sea level (MSL) but the movable bed termi- 
nates at the 16 m contour.  This is safely beyond 8 m, the 
depth of significant sediment movement found in a theoreti- 
cal analysis of longshore transport in a feasibility study. 

2.4 Determination of the Horizontal and Vertical Scales of 
the Model 

Swart (1974) devised a method to calculate the on-offshore 
transport that is based on the equilibrium beach profile 
concept.  According to Swart (1974) the on-offshore trans- 
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port is directly proportional to the difference in configu- 
ration between the existing and equilibrium profiles. 
Therefore to model on-offshore transport correctly, the 
distortion of the model (ratio between the vertical and 
horizontal scales) must be equal to the ratio between the 
equilibrium beach slope in the model and that in proto- 
type.  This method was proposed by Bijker (1967) as well as 
Fan and Le Mehaute (1969).  The Swart (1974) procedure for 
the calculation of the equilibrium beach slope was used. 
If the above-mentioned criterion is not met, additional 
on-offshore transport will take place in the model because 
of the incorrect distortion of the model - something that 
does not happen in prototype. 

A horizontal scale of 1 in 120 was chosen to fit the model 
of the study area into the available model basin.  From the 
results of the feasibility study the representative wave 
condition is: wave period = 10 s; deep-water significant 
wave height (Hs) = 2 m.  The vertical scale was computed 
to satisfy the previously mentioned criterion as follows: 

(a) Determine the prototype equilibrium beach slope: 

Frqm (2) mr/poo = 0,0240 with D50/P = 450 pm and L0 = 
•Si = 156 m (linear theory). 

(g = gravitational acceleration; T = wave period; sub- 
scripts: m = model; p = prototype; °° = infinitely long 
time, that is, equilibrium conditions.) 

(b) Select a vertical scale, say, 1 in 40. 

(c) Calculate the equilibrium beach slope in the model 
with: 

Hs,m = Jo   * 2 = 0,05 m 

Lo,m = 4[f x 156 = 3,90 m (the wave length must be scaled 

with the vertical scale in order to model refraction 
correctly). 

D50,m = 450 |im (D50 must preferably be as close as 
possible to D50 p, except for very coarse prototype 
material.  For D5o,p large, D5o,m must be chosen such 
that D5o,m < D50,p or problems with the initiation of 
sediment movement will occur. 

From (2): mrjm„ = 0,0491 

r in c° (d) Check whether the slope ratio ( -—) is equal to the mr ,p» 
distortion factor (DF). 
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DF = I0-/-L = 3'° 
120 

rar  m,»       0,0491 
_£'.'" -  = —  =   2.04   4     DF. 
mr,p.o       0,0240        ^'U4  r     UF- 

Choose  a  new  vertical   scale  and   repeat   the  procedure   until 

 ' =   DF.     The   result   of   this   iteration  process  was   a 
rar,p» 
vertical scale of approximately 1 in 50.  It must be added, 
because (2) is applicable only to sandy beaches, that the 
sediment in the model must be sand to permit the use of 
this method. 

(f)  Check that a realistic vertical scale is obtained by 
quantifying the internal friction and surface tension 
effects.  If not, change the horizontal scale and repeat 
the iteration process. 

Because it is a distorted model with the beach slope being 
steeper than in prototype, the breaker index will be 
influenced in such a manner that the breaker line will 
move inshore.  To compensate for this effect, the wave 
height was increased to scale the width of the breaker zone 
correctly.  This increase was, however, not significant 
enough to conflict with the requirements described in 
previous paragraphs. 

3.   DATA ACQUISITION AND CALIBRATION 

3.1  Waves 

Datawell Waveriders (accelerometer buoys) were deployed at 
the site to measure the wave heights and periods.  Partly 
because of the complex bathymetry (see Figures 3 and 4) of 
the bay which caused unreliability of the theoretical 
refraction method used, and partly to obtain the best 
possible coverage in the limited recording period available 
(one year only - April 1980 to March 1981), recordings were 
made at two separate locations in a water depth to mean sea 
level (MSL) of approximately 20 m (see Figure 3 for the 
positions of the Waveriders).  The results are summarized 
in Figures 5 and 6.  Simultaneously a year-long exercise 
was undertaken during which aerial photographs were 
obtained of the study area approximately every second day. 
By orientating the individual photographs taken during each 
flight with the aid of a template, photographic strips of 
the coastline were obtained.  The wave directions along the 
6 m depth contour were then read off from these strips, 
thus acquiring a wave direction distribution along the 
coastline for every flight.  The accuracy of this method, 
obtained from successive flights on two occasions (total 
number of repetitions: 48 flights) is 3,8°. 
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Deep-sea wave directions during the (Waverider) recording 
year (see Figure 7) were obtained from voluntary observing 
ships.  The wave direction distribution along the 6 m depth 
contour was then compared with the distribution obtained 
from the theoretical wave refraction exercise.  The 
measured wave patterns proved the theoretically-predicted 
tendencies. 

Deep-sea ship observations also provided the wave climate 
over a period of 20 years (1960-1979).  Equivalent deep-sea 
instrument (Waverider) data were computed for the 20-year 
period by using the relations (CSIR, to be published in 
1982): 

Hs (Waverider) =1,0+ 0,55 Hs (ship) 

Tp (Waverider) = 4,1 T° 55 (ship). 

By shoaling and refracting each of these observations the 
shallow water wave climate at the position of waverider A 
(see Figure 3) was determined, thus making it possible to 
see how representative the year's recorded data were.  The 
wave height exceedance curves are shown in Figure 8, which 
indicates a relatively calm recording year. 

The wave climate was divided into two parts, that is, 
westerly waves (causing eastbound longshore transport) and 
easterly waves (causing westbound longshore transport). 
For example, the westerly waves include waves from the WSW, 
SW, etc.  As the wave energy is proportional to the product 
of the peak energy wave period (Tp) and the square of the 
significant wave height (Hs), it was possible to calcu- 
late Tp" and Hs Tp for easterly and westerly waves 
(the bar denotes mean values).  Thus a representative wave 
that has the average wave energy is one with Hs = 
(Hg^Tp/fTp)) /2.  This was done for both easterly and 
westerly waves, resulting in: 

Hs,east = 1,0 m; TPfeast = 10,7 s 

Hs,west = 0,8 m; TprWest = 12,2 s. 

The wave directions along the model boundary were measured 
from refraction diagrams for all possible wave directions 
and wave periods and weighted mean directions along the 
boundary obtained by using the deep-sea wave climate. 
However, irregular waves are preferred to regular waves due 
to the fact that in prototype the breaker line is con- 
tinually shifting, as opposed to the stationary breaker 
line resulting from regular waves.  Furthermore, irregular 
waves in the model will also reduce secondary wave genera- 
tion effects.  By using a period variator the periods were 
randomly altered around the calculated peak wave period 
according to a normal distribution with a standard devia- 
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tion of 0,2 s.  At the same time the wave height was 
changed in a cyclic manner, resulting in quasi-irregular 
waves.  A series of measurements were taken to ensure the 
correct reproduction of the input wave variables. 

Because the calculated wave characteristics and the model 
sediment size differ from the original values, the vertical 
scale was recalculated.  The discrepancy between these two 
vertical scales was insignificant. 

3.2 Tides 

The tides in the False Bay area are semi-diurnal with a 
mean range of about 1,6 m.  Because tidal currents are 
negligible in this area (Atkins, 1970) the other tidal 
effects, that is, exposure of a steeper part of the beach 
profile to wave action, as well as causing the breaker line 
to change position, were modelled by testing 0,5 m above 
MSL and using quasi-irregular waves. 

3.3 Sediment 

Sediment samples were taken monthly at fixed positions 
along the beach.  The particle size and distribution were 
determined in a settling tube.  The median particle dia- 
meter for the 8 km stretch of coastline (upper and lower 
foreshore combined) from February 1980 to November 1981 was 
450 nm.  The beach between Strandfonteinpunt and Kapteins- 
klip is a moderately protected beach with little net sedi- 
ment movement.  Therefore it was difficult to acquire 
calibration data because quarterly hydrographic surveys 
showed beach and nearshore profile changes of less than 
0,3 m (which approaches the measuring accuracy of the 
surveys).  Figures 9 and 10 show typical beach and near- 
shore profiles.  Daily aerial photographs used for deter- 
mining the wave direction provided profile growth and 
recession rates at four places (see Figure 3 for the four 
calibration lines) along the coastline.  After the scales 
of the photographs had been determined, the distances 
between the waterline and arbitrarily chosen beacons were 
measured.  Tidal corrections, deduced from the beach pro- 
files and the tidal heights at the time that the photo- 
graphs were taken, were then applied to give the growth and 
recession of the waterline with time.  Four distinct time 
intervals were identified from Figure 7, two for easterly 
and two for westerly waves.  These, together with the 
corrected growth and recession rates are shown in Figures 
11, 12 and 13.  The rates of waterline movement were 
averaged for easterly and westerly waves at each of the 
calibration lines. 

In order to model the prototype conditions, it was neces- 
sary to introduce and extract a longshore current as well 
as longshore sediment transport at the sides of the model. 
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Therefore the entrance/exit conditions had to be calibrated 
for both the easterly and westerly waves. 

The overall water circulation pattern was monitored using a 
dye tracer to ensure the correct reproduction of the magni- 
tude of the longshore current.  The correct distribution of 
the longshore current (as predicted by Longuet-Higglns 
(1970)) relative to the average breaker line was obtained 
with a set of baffles.  The sand feeding rate was deter- 
mined by a trial and error process.  It was found that 
because of the relatively slow longshore sediment movement, 
the feeding had to be intermittent.  After these variables 
had been calibrated, verification tests were executed to 
determine the sedimentological time scale.  The prototype 
tendencies of growth and recession were matched in the 
model except for calibration line 1.  The proximity of this 
line to the edge of the model prevented its use during 
calibration procedure. 

The distribution of the shallow-water wave climate 
according to wave direction, is as follows: 

(i)  westerly waves: 46,9%, 

(ii)  easterly waves: 13,2%, 

(iii)  calm periods (includes deep water waves moving away 
from the land): 36,5%, and 

(iv)  waves perpendicular to the coastline of the study 
area (for the 5° interval of 168° - 172°): 3,4%. 

By taking this distribution into account, the following 
sedimentological time scale was obtained: 24 hours (model) 
= 1 year (prototype).  One year in prototype is therefore 
represented by five cycles, each comprising 3,75 h westerly 
and 1,05 h easterly waves. 

4.   CONCLUSIONS 

A procedure is outlined for the design of movable bed 
coastal models, which uses the scales of the longshore and 
on-offshore transport instead of only longshore transport, 
as is common practice.  This method indicates that sand is 
preferable to lightweight material for a movable-bed model. 

Although the outlined iteration procedure results in large 
models, the verification is more easily accomplished. 

In areas with low sediment transport, it is often possible 
to acquire good calibration data for a sediment model only 
if the model includes structures or coastal features that 
at least partially obstruct the longshore sediment move- 
ment.  An alternative would be to undertake hydrographic 
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surveys before and after storms.  This, however, can be 
very costly. 

The use of aerial photography for the determination of wave 
direction provided useful additional coastline data.  In 
this case the photographs were used to identify rocky areas 
and to obtain waterline growth and recession rates.  The 
main disadvantage of this method is the impossibility of 
collecting data during stormy periods. 

The utilisation of quasi-irregular waves nearly eliminated 
the formation of beach cusps due to secondary wave effects. 
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BLOWN SAND ON BEACHES 

by 
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ABSTRACT 

The blown sand transport rate and the vertical and shore-normal 
distributions of the wind speed were measured simultaneously on a windy 
beach. The sand transport rate was measured with conventional total 
quantity-type traps and with a large trap in the form of a trench. The 
vertical distribution of the wind speed was measured using an ultrasonic 
anemometer array consisting of six meters. The distribution of wind 
speed at a height of 1 m in a section normal to the shoreline was 
measured with five ultrasonic anemometers. A logarithmic law for the 
vertical distribution of the wind speed was satisfied, and the wind 
speed in the section normal to the shoreline was almost constant. The 
Kawamura and Bagnold formulae were found to predict well the sand trans- 
port rate. The trench trap and conventional traps gave empirical coef- 
ficients of 1.5 and 1.0, respectively, for the sand transport rate 
averaged over a section normal to the shoreline. The lower value deter- 
mined with the conventional traps (1.0) is attributed to their in- 
efficiency compared with the trench trap. In order to obtain data at 
high shear velocities, a wind tunnel experiment was carried out. This 
experiment showed that both the Kawamura and Bagnold formulae were valid 
in the range between 60 to 300 cm/s in the wind shear velocity. The 
empirical coefficient in the laboratory experiments was 1.0: the dif- 
ference between the field result with the trench trap and the wind 
tunnel experiment is attributed to the fluctuations in natural wind. 

1.        INTRODUCTION   AND   OBJECTIVES 

From the viewpoint of coastal zone management in Japan, up to about 
30 years ago the prevention of river mouth closure and the protection of 
cultivated land from intruding blown sand were important subjects for 
agricultural civil and coastal engineers. At that time there were rich 
sandy beaches. However, characteristics of the coast have changed in 
this country since then. Flood control systems for inland rivers 
brought about new serious problems of coastal erosion, and engineers 
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Metropolitan University, 2-1-1 Fukazawa, Setagaya-ku, Tokyo 
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have become intensely occupied with this challenge. As a result, it 
seems that the topic of blown sand was left behind as a field of engi- 
neering interest. However, blown sand can be an important factor 
affecting beach change where a strong seasonal wind is predominant. In 
such situations, sand transport by wind should be included in the sand 
budget. Therefore, the authors initiated comprehensive field investiga- 
tions and laboratory studies to establish calculation methods for the 
transport of sand by wind on beaches. As a first stage of this study, 
the main effort was concentrated on calculating the total sand volume 
transported through a section normal to the shoreline (Horikawa, Hotta, 
Kubota,  and Harikai,   1981;  Horikawa,  Hotta,  and Kubota,   1982a). 

Several formulae for predicting the total sand transport rate by 
wind have been presented (O'Brien and Rindlaub, 1936; Chepil, 1945; 
Kawamura, 1951; Bagnold, 1954; Zingg, 1952; Kadib, 1966; Hsu, 1974). A 
characteristic of the above formulae, with the exception of Kadib's, is 
that the total sand transport rate is proportional to the third power of 
the shear velocity (i.e., the wind speed) at a certain height. A number 
of detailed discussions of the above formulae have been given (e.g., 
Horikawa and Shen, 1960; Nakamura, 1971; Phillips and Willetts, 1978). 
These studies indicate that the various predictive expression can give 
relatively good results if the empirical coefficients in the formulae 
can be determined with reasonable accuracy. The two formulae most 
commonly employed for estimating the total transported sand volume by 
wind, and for comparison and discussion of experimental results, are 
those of Bagnold and of Kawamura.    They are 

q  =   B — u3 Bagnold (1954) (1) 
( D      g        » 

q = K —— (u^ - u    )   (u    + u    )2 Kawamura (1951) (2) 
g        * »o * *c 

where q is the sand transport rate (unit weight/unit time/unit width), 
u* is the shear velocity, u«0 is the critical shear velocity of sand 
grain movement, P is the density of air, g is the acceleration of 
gravity, D is the standard sand grain diameter (0.25 mm), d is the 
sand grain diameter forming the sand bed, and B and K are nondimen- 
sional empirical  coefficients. 

2.        FIELD  OBSERVATION 

Two field observations were carried out. The first was conducted 
between January 7 and January 12, 1981, and the second between January 7 
and 17, 1982. The observation site was Yonezu Beach on the west side bf 
the Tenryu River in the middle part of the main island of Japan (Fig. 
1). During winter, sand is continually in motion at this site due to 
the strong seasonal wind from the west, blowing parallel to the shore- 
line. The sand grain size on this beach ranges between 0.1 to 0.8 mm, 
and its median diameter is 0.4 mm. The sand is well sorted. During the 
experiments, dune configurations 20 to 50 cm high and 20 to 30 m long 
existed on the beach normal to the shoreline and normal to the predomi- 
nant  direction of the wind. 
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o            50km       Observation Ocean 
' ' Site 

Fig.   1 Location map of the site. 

2.1     Experiment Background 

The wind speed was measured by an anemometer array consisting of 
six ultrasonic Doppler shift-type anemometers (Photo 1). An ultrasonic 
anemometer has the distinguishing merit that the wind speed can be 
measured precisely at high frequency, because the ultrasonic beam is 
emitted at 10 Hz. However, this instrument has a drawback for the 
present application. Data can be lost if a flying sand grain intersects 
a beam or hits the emitting probe. Therefore, this instrument is not 
suitable for measuring the wind speed near the beach surface where high 
concentrations of blown sand can appear. The lowest elevation used for 
the wind speed measurement was 10 cm. At this elevation noise sometimes 
appeared, but the frequency of occurrence was small and the noise could 
be excluded in the  computer analysis. 

Two kind of traps were used for measurement of the blown sand 
transport rate. One was a conventional total quantity-type trap and the 
other was a trench trap. The former was patterned after the traps used 
by Horikawa and Shen (1960), with some modifications based on field 
experience. Photo 2 shows a trap in operation. The mouth of the trap 
was 10 cm by 200 cm. In Photo 2, it is seen that local scour did not 
take place around the trap. Normally, local scour will appear around an 
object. Because of this, irregular trapping of the blown sand occurs 
during progress of the scour. To prevent the generation of scour, 
several procedures were attempted. We finally succeeded by spraying 
water around the trap during its setting. The sprayed surface resists 
erosion and no scour takes place. For the first few minutes, dried sand 
grains transported from upstream adhere to the wetted surface. There- 
after,   a dry sand surface with no scour forms (as seen in Photo 2). 

The other trap used for measurement of the blown sand transport 
rate is a trench-type trap. The idea of such a trap was suggested from 
previous studies. It is commonly known that the travel distance of a 
sand grain in saltation or in suspension is in the range of a few 
centimeters to a few meters. The experiment by Ishihara and Iwagaki 
(1952) showed that 975s of the total blown sand from upstream fell within 
4 m of the waterline in the case of a pond or a stream. Iwagaki (1950) 
also reported that by utilizing the above information and constructing a 
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Photo 1      Ultrasonic anemometer array. 

Photo 2      Total quantity type trap. 

stream a few meters wide, cultivated land could be protected from 
intruding blown sand. This measure was implemented at Tottory beach in 
Japan. From the preceding results, the authors concluded that the 
entire quantity of blown sand could be trapped by a trench of width more 
than a few meters. A trench trap 8 m wide, 1 m deep, and 50 m long was 
therefore used. 

Photo 3 shows the trench in the first observation: (a) at the 
beginning of the observation, and (b) at the same location after four 
days. The photo shows the upstream side slope, and indicates that the 
slope advanced while maintaining the rest angle of the dry sand. We can 
estimate the total amount of blown sand trapped by the trench given the 
width of the accumulated sand and the depth of the  trench. 
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(a)  Beginning of the observation. (b)  End of the observation. 

Photo 3    Trench trap. 

2.2    Experiment  Procedure 

Figure 2 shows the beach profile and the arrangement of the instru- 
mentation for the first observation. Symbols A to F indicate positions 
of the total quantity traps (arranged across a section normal to the 
shoreline). The open squares indicate locations where the vertical 
distribution of the wind speed was measured. Together with measurements 
of the vertical wind speed distribution at each position on the beach, 
blown sand was collected by the total quantity traps on January 8, 9 and 
10,   1981.     The sampling period for the transport rate was 10 minutes. 

Survey poles with measurement scales were installed in the trench 
at 1-m intervals in the direction of the wind, and at 2-m intervals in 
the direction normal to the wind (See Photo 3). The change in the sand 
surface was measured from differences in distance from the tops of the 
poles to the sand surface. Measurement of the sand surface change in 
the trench was carried out around 9:00 am and 5:00 pm from January 8 to 
January 12. 

Figure 3 shows the beach profile and the arrangement of the instru- 
ments for the second observation. Letters A to F give positions of the 
total quantity traps. Numbers 3 to 7 give the positions of the anemome- 
ters. While measuring the wind speed distribution continuously, the 
distribution of the sand transport by wind in a section normal to the 
shoreline was measured by total quantity traps on January 13 and 11, 
1982.    As in the first observation,   the sampling period was ten minutes. 

The trenches were dug as shown in Fig. 3. The sand transport rate 
was measured at the most-upstream trench, TC. The region S between 
the two downstream trenches TB and TA was used in an attempt to check 
the sand budget. The trench TB stops the blown sand from the upstream 
side, while the downstream trench TA collects the blown sand originating 
from region S. If we know the total sand volume which moved from 
region S, we can compare this amount with that collected in trench TA. 
To determine the total sand volume moved from region S, small steel 
pipes 12 mm in diameter and 1  m in length were hammered into the surface 
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to form a grid with a 2 i 
was 50  m.     A width of 50 
676  pipes were installed. 

by 2 m mesh.    The distance between TB and TA 
o was choosen for  the measurement.     A total of 

The region between TC and TB was used in an experiment of the 
drying process of the sand surface. Details of this experiment have 
been described elsewhere (Horikawa,   Hotta,  and Kubota,   1982b). 

The circled letters U and V indicate the positions where the 
vertical distribution of the wind speed was measured on January 15 and 
16, 1982. The ultrasonic anemometer has been rather recently developed. 
To discuss and compare results of our field observations relative to 
previous studies, one needs to know the characteristic difference, if 
any, between the ultrasonic anemometer and conventional anemometers such 
as the propeller-type, cap-type and so on. For this purpose, the wind 
speed at a height of 5 m was measured with a propeller-type anemometer 
at position P in Fig. 3. The statistical characteristics and 10-min 
averages of the two types of instruments were found to be essentially 
the same. The wind speed was recorded on an open-wheel recorder for 
both experiments,  and the data were averaged in intervals of 10 minutes. 

RESULTS 

3.1 Sand Characteristics 

The grain size distribution and the median diameter of the sand are 
important parameters governing the blown sand transport. Table 1 gives 
examples of the median diameter and the uniformity coefficient based on 
sieve tests of the sand trapped by the total quantity traps in the first 
observation. Here d,-Q is the median diameter, and the uniformity 
coefficient is U0 a d60^d10" In 1'able 1 ls als0 given the median 
diameter (0.4 mm) and uniformity coefficient (1.75) of the surface layer 
sand to about 0.5 cm in depth, which was removed from the neighborhood 
of point C on January 10, 1981 

Table 1 Median diameter of blown sand and 
uniformity coefficient. 

Location 
(Fig.2) 

10 Jan 81 9 Jan 81 8 Jan 81 
d50 Uc d5o Uc dSo Uc 

A 
B 
C 
D 

E 

F 
surface 

0.31 
0.31 
0.31 
0.30 
0.32 

0.26 
0.4 

1.50 
1.50 
1.52 
1.45 
1.62 

1.61 
1.75 

0.2 5 
0.27 
0.28 
0.28 
0.27 

0.25 

1.47 

1.50 
1.58 
1.50 
1.58 

1.53 

0.27 

0.28 
0.27 
0.28 
0.28 
0.24 

1.58 

1.55 
1.50 
1.48 
1.50 

1.44 

u* 37.6 (cm/s) 39.5 ( cm/s ) 30.0 (cm/s) 
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Figure 4 shows the particle size accumulation curves of the surface 
sand and a sample of the trapped sand at point C on January 10 (as 
listed in Table 1). Figure 5 shows the sand grain size distribution of 
both sand samples. The median diameter of the trapped blown sand is 
about 0.3 mm and the uniformity coefficient is around 1.5 (well sorted). 
Both the median diameter and the uniformity coefficient of the trapped 
sand are smaller than those of the surface sand. Larger grain sizes in 
the blown sand are seen to be limited in number (Fig. 4). It is 
therefore a difficult problem to determine the median diameter which 
represents  the blown sand. 

3.2    Wind  Speed  Distributions 

To calculate the blown sand transport by Eqs. (1) and (2), the 
shear velocity u» as an external force must be given. The shear 
velocity can be obtained as the gradient of a straight line on semilog 
paper, if the logarithmic law for the vertical distribution of wind 
speed is valid.   That is, 

5.75 u« log, 0 (3) 

where u is the wind speed at a height z, the roughness of the sand 
surface is zQ, and ut is the shear velocity. Equation (3) holds under 
the condition that the wind speed is not sufficiently large to move the 
sand grains. However, the distribution of the wind speed will be 
affected by the moving sand grains if the wind speed is greater than the 
critical wind speed and sand grains begin to move. Then Eq. (3) should 
be replaced by 

5.75 u. log10 —- * W (4) 

where (z', u') defines the "focal point" according to Bagnold (1954). 
Therefore, on semilog paper, all lines expressing the vertical distribu- 
tion of wind speed converge to the focal point. 
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Figure 6(a) shows examples of the vertical distribution of wind 
speed observed on January 7 and 8 in the first observation. We can 
conclude that Eq. (4) is satisfied. Equation (4) was also satisfied at 
other observation points on the flat portion of the beach, except in the 
vicinity of a coastal dune located parallel to the shoreline. 

The focal point observed in the first observation ranged between 
u' = 130 to 250 cm/s, and z< = 0.11 to 0.3 cm. Zingg (1952) suggested 
the following empirical equations for the focal point: 

20 d 

10 d 

(mile/hr) 

(mm) 

(5) 

(6) 

Here d is the diameter of the sand in mm. We shall compare the 
observed results with Zingg's equations. If the diameter of the sand 
grains is taken as 0.4 mm (the median diameter of the sand bed),   then 

8.8-102 d = 358 cm/s 10*0.4  =  0.4  cm 

z 
(m) 

0.1 

0.01 

0.001 

A a o • • A 
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Fig.  6        Examples of vertical distribution of wind speed. 
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If    d    is 0.3 mm,  the median diameter of the trapped blown sand,   then 

u'  = 261  cm/s and z<  = 0.3 cm. 

For the first observation, Zingg's formulae agree with the upper limits 
from the field measurements. 

In the second observation, the vertical distribution of wind speed 
was observed on January 14 and 15 (Fig 6(b)). Equation (4) was satis- 
fied, but the focal point took on somewhat different values from the 
first observation. That is, u' was around 220 cm/s, and z' was around 
0.6 cm, about twice that of the first observation. The value z' = 0.6 
cm is somewhat larger than that predicted by Zingg's equation. To 
evaluate the utility of Zingg's equations, further observations are 
needed. 

Another way to determine the shear velocity is to establish a 
relationship between the shear velocity and the wind speed at some 
specified elevation. Horikawa and Shen (1960) gave the following 
equations to calculate the shear velocity from the wind speed at heights 
of 1  m and 4.165 m.    They are 

u, = 0.0690 u100 -  18.4 (cm/s) (7) 

u. = 0.0548 u446-5 -  1'4.7 (cm/s) (8) 

Here U.QQ and uj,« r are the wind speed at heights of 100 cm and 446.5 
cm respectively. These equations are based on four assumptions; 1) Eq, 
(4), 2) Zingg's empirical formulae for the focal point, 3) the diameter 
of sand grain is 0.3 mm, and 4) the Karman constant is equal to 0.4. 
Assuming the same conditions, but directly inserting the measured 
average focal point (u' = 200 cm/s and z' = 0.20 cm), we obtain the 
following two equations: 

u, = 0.0644 u100 -  12.9 (cm/s) (9) 

(cm/s) (10) 

Thus the shear velocity can be calculated from the wind speed at heights 
of 1 m and 5 m. Figure 7 shows a comparison of the shear velocity given 
by Eqs. (9) and (10) with the field data. The equations are seen to 
provide a good  prediction. 

Figure 8 shows an example of the ten-minute average wind speed at a 
height of 1 m across a section normal to the shoreline in the second 
observation. The data show that the wind speed was almost constant on 
the beach surface. Therefore, we can assume that the shear velocity 
acting on the sand surface was also constant. 
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3.3     Sand  Transport  Rate 

(1)     Conventional  trap 

Figure 9 shows the distribu- 
tion of the blown sand transport 
rate in a section normal to the 
shoreline on the first observa- 
tion. Figure 10 shows a plot of 
the sand transport rate against 
the shear velocity at the mea- 
surement point C obtained from 
vertical distribution of wind 
speed measured simultaneously at 
the same point. In this figure, 
the curves calculated by the 
Bagnold and Kawamura formulae 
with empirical coefficients of 
1.0 and 2.0 are also drawn. It 
is clear that both the Bagnold 
and Kawamura formulae agree well 
with the field data if the 
empirical coefficients are chosen 
to be about  1.0. 

Figure 11 shows the sand 
transport rate distribution 
during the period in which the 
wind speed distribution was mea- 
sured on the second observation. 
The sand transport rate was not 
constant in the section, although 
we had inferred that the snear 
velocity was constant on the 
beach (last paragraph of Subsec- 
tion 3.2). We carefully observed 
the sand surface to resolve this 
problem. The surface consisted 
of a dune configuration about 30 
to 50 cm high ana about 15 to 20 
m long. The dried sand layer was 
thick at the crest and thin at 
the trough. Sand was actively 
blown at the crest but not at the 
trough. We finally realized that 
the quantity of sand caught by 
the trap was dependent on the 
location of the trap. That is, a 
large amount of blown sand was 
trapped if a crest was located in 
front of the trap, whereas the 
amount collected was small behind 
a  trough. 

2000 
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0 

;® ® 
_ ® 
'lSo1^ 

©    © 

Distance from reference point(m) 
Fig. 9 Blown sand transport 

rate distribution in 
a section normal to 
the shoreline (first 
observation). 
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We found that the sand was not actively blown on the landward side 
of the beach which had been covered by dirt deposited by a storm. There 
was also very little sand blown in areas of dense coastal vegetation 
(e.g., measurement point A). We therefore can expect that a plot of the 
transport rate measured by point sampling against the shear velocity 
will show great scatter. However, for engineering purposes, it is more 
important to evaluate the average sand transport than to evaluate the 
local transport. 

Figure 12 shows the average transport rate in the section A to F 
for the two observations. The shear velocity was calculated from the 
vertical distribution of wind speed for the first observation, and from 
Eq. (9) for the second observation. Both the Kawamura formula and the 
Bagnold formula agree well with the data when the empirical coefficient 
is 1.0. The Kawamura formula gives a particulary good result for the 
sand transport under shear velocities lower than 33 cm/s because it 
accounts for the critical shear, as was pointed out by Horikawa and Shen 
(1960). 
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(2)     Trench  trap 

In Table 2, columns 1 to 3 list the times when sand was effectively 
blown, and the accumulated sand volume during the respective period. 
The measured sand volumes in the second observation were almost the same 
for trenches TC and TA (Fig. 3). The fourth column in Table 2 shows 
accumulated sand weights calculated assuming the dry sand has a weight 
density of 1650 kgf/m'. The fifth and sixth columns indicate the 
estimated blown sand volume using Eqs. (1) and (2) for the transport 
rate, and (9) and (10) for the shear velocity. In the estimation, the 
following parameters were assumed: an empirical coefficient of 1.0 in 
the Bagnold and Kawamura formulae; a sand grain diameter of 0.3 mm in 
the Bagnold formula; utc of 20 cm/s in the Kawamura formula, and finally 
P/g =   1.25 •  10"6     (gfs2/crO. 

The last two columns show the ratio of the measured blown sand 
volume to the estimated volume. The measured volume from the trench is 
greater than the estimated volume, about 1.25 (1.5) times the estimated 
amount for the first (second) observation. It is not clear why this 
difference appears, although it is reasonable to attribute it to experi- 
mental error. In Subsection 3.3 (1), it was found that the empirical 
coefficients for both formulae based on measurements by the conventional 
trap have a value of about 1.0. The difference in results most likely 
is due to the lower efficiency of the conventional traps. From this 
consideration, the efficiency of the conventionl trap is given by the 
reciprocal of the ratio of the measured sand volume to the estimated 
volume.     The range  in efficiency  is  about  0.65   to  0.8. 

Accordingly, we conclude that the empirical coefficients for Eqs. 
(1) and (2) should be about  1.5. 

Table 2    Blown sand measured  by  trench trap. 

Observed sand Estimated   sand Ratio 0 observed 
Date Time volume volume to estimated vol. 

(m3/m) (Kgf/m) Bagnold Kawamura Bagnold Kawamura 

1961 

Jan. 9 9 00 ~ 16:00 0.071 117 102 92 1.15 1.27 

10 9 00-15:15 0.314 518 425 452 1.22 1.15 
1 1 9 00  ~ 15:10 0.171 282 218 222 1.29 1.27 
12 9 00 ~ 15.00 0.186 306 222 232 1.37 1.33 

1962   Jan.13,   9:00 
1 

Jan. 14, 17:00 
0.60 990 661 641 1.50 1.54 

Now we will discuss the sand budget for region S and trench TA in 
the second observation. The sand volume blown off region S was about 
1 m3 per unit width in the period when effective blown sand took place, 
as listed in Table 2. If the weight density of the sand is 1650 kgf/m^, 
the weight of sand blown off the region per unit width is 1650 kgf/m. 
This value is much larger than that caught in trench TA (or TC, Table 
2). If this value is correct, it implies that trench TA did not stop 
the entire volume of blown sand from upstream.    However, we observed 



1196 COASTAL ENGINEERING—1982 

that only a very small volume of blown sand in suspension crossed over 
the trench. Therefore, it seems that the overestimation of the sand 
volume blown off region S was due to insufficient accuracy in the 
measurement of the sand surface change with the rods. 

(3) Laboratory  experiment 

Measurements of the sand transport by wind obtained from this field 
study were limited to rather low shear velocities as seen in Fig. (11). 
The maximum shear velocity obtained in our field observations was around 
60 cm/s. If we evaluate the wind strength at the height of 5 m, a shear 
velocity of 60 cm/s is equivalent to a wind speed of around 12 to 13 m/s 
for a ten-minute average, and around 18 to 20 m/s for a momentary 
maximum wind speed. It often happens that the wind speed is higher than 
the above values. It was, however, difficult for us to wait for such a 
condition to occur during the field investigation because of economic 
considerations. Therefore, we conducted a simple laboratory experiment 
on the sand transport rate by wind under a high wind speed. The results 
are now  briefly described. 

The experiments were carried out using a blowoff-type wind tunnel 
specially designed for studying blown sand. The wind tunnel is 1.1 m 
high, 1 m wide, and 20 m long. The bottom is tapered with a gradient of 
1/10 at both ends. The cross section of the tunnel on which sand can be 
placed to a thickness of 10 cm is 1 m by 1 m. The wind speed can be 
varied from 3 to 30 m/s. The wind speed was measured by an array of 
four hot-film anemometers. The experimental facility is described by 
Horikawa,   Hotta,   and Kubota (1982b). 

Sand from Yonezu beach (site of the field study) was used in the 
experiments. The vertical distribution of wind speed was measured, and 
the shear velocity was calculated from the distribution. The anemome- 
ters were placed 1,  5,  10,  and 20 cm from the sand surface.    Equation 
(4) was satisfied in this experiment, although the wind speed at the 1- 
cm height deviated somewhat from the straight line formed by the other 
measurement points (when the shear velocity was higher than around 180 
cm/s). The sand passing the downstream end of the test section was 
considered to be the sand transported by wind. The time interval for 
applying the wind varied from two minutes to ten minutes, depending on 
the speed. Figure 13 shows that the Kawamura and Bagnold formulae agree 
well with the experimental results even at high shear velocities, with 
the empirical  coefficient determined to be about  1.0. 

4.        DISCUSSION  AND  CONCLUSIONS 

From results of the field study, we concluded that the empirical 
coefficient for the Bagnold and Kawamura formulae should be about 1.5. 
However, the laboratory experiments with high shear velocities indicate 
that the these coefficients should be about 1.0. Horikawa and Shen 
(1960) also found that the coefficient in the Kawamura formula is 
approximately 1.0 from their laboratory experiments using well-sorted 
sand of medium diameter 0.2 mm. 
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Fig.   13    Blown sand transport rate at high shear velocities. 

The coefficients based on the field data are therefore larger than 
those obtained from the laboratory experiments. This may be due to a 
difference in characteristics between natural wind and latoratory wind. 
Usually a constant wind speed is maintained in laboratory experiments. 
However, the speed of natural wind varies, and a ten-minute average is 
ordinarily used in correlations. The blown sand transport rate is 
proportional to the third power of the wind speed, or of the shear 
velocity. A short interval of high speed wind is then efffectively 
equivalent to a longer interval  of constant lower wind speed. 

The value of 1.5 for the empirical coefficients in the Bagnold and 
Kawaraura formulae found in the second field experiments fortuitously 
agrees with the result of Bagnold from laboratory experiments using 
well-sorted sand with median diameter of 0.25 mm. The reliability of 
the coefficient is increased by this field study. We consider both of 
the Bagnold and Kawamura formulae valid to estimate the total sand 
transport rate by wind. Both are equivalent at high shear velocities, 
but the Kawamura formula is recommended for low shear velocities. 

Finally, we mention the fact that the total sand transport rate is 
strongly affected by the moisture in the sand layer. However, we have 
just begun to study this effect. An intense effort is necessary to 
clarify the role of moisture in the  sand layer. 
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CHANNEL SHOALING PREDICTION: A METHOD AND APPLICATION 

R. B. Harley/1) Member, ASCE and R. G. Dean/2) Member, ASCE 

ABSTRACT 

Due to concerns of possible shoaling problems, an 
extensive field survey program was carried out at the site of the 
proposed Cerrejon coal port on the Caribbean coast of northeast 
Colombia. The program yielded considerable data on winds, waves, 
currents, and sediment factors.  Techniques for the primary 
measurement of sedimentation-related tendency included dredged test 
pits, scour crosses, and suspended sediment samplers. 

The port plan includes dredging a 4.6 kilometer long 
channel varying from 12 to 21 meters in depth.  In order to assess 
the magnitude of maintenance dredging and related problems, a 
method was developed for incorporating the sediment response 
measurements into predictions of the areal and seasonal 
distributions of bed load and suspended sediment deposition. 

Offshore test pits were monitored for rate of filling and 
character of the material being deposited.  Suspended sediment 
samplers were similarly observed and also provided data on 
concentration versus depth. 

The procedure which was developed for analysis and 
interpretation of the data included extrapolation of suspended 
sediment data to the seabed, investigation of correlations between 
wind activity and deposition rates, application of test pit data to 
a channel of larger dimensions, and testing of hypotheses regarding 
transport mechanisms.  The procedure concluded that average annual 
shoaling would be approximately 300,000 m and predicted areal and 
seasonal variation of deposition rates. 

BACKGROUND 

(1) 

(2) 

A 15 million ton per year coal export terminal is being 
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developed on the Caribbean coast in the northeast of Colombia (see 
Figure 1). The terminal is the outlet for coal received by rail 
from a mine being opened approximately 150 km inland. The mine, 
railroad, port and associated facilities are being developed by 
partnership of International Colombia Resources Corporation, an 
affiliate of Exxon Corporation, and Carbocol, a company owned by 
the government of Colombia. 

The terminal is being designed to accommodate vessels up 
to 150,000 dwt.  A site selection investigation identified Bahia 
Portete, a large natural bay near the tip of the Guajira Peninsula, 
as the optimum port site (see Figure 2).  Further optimization 
studies resulted in a plan, shown in Figure 3, to dredge a 4.6 
kilometer long channel extending from just within the mouth of the 
bay to the 21 meter contour. The channel varies in depth from 12 
to 21 meters. The plan resulted from estimates of the relative 
cost for dredging versus trestle structures, assessment of wave 
conditions at the coast and further into the bay, and consideration 
of possibilities for future development of Bahia Portete. 

Early site investigations noted the presence of a plume 
of turbid water flowing to the southwest along the coast of the 
peninsula and past Bahia Portete. Depending on the tide, the plume 
was periodically diverted into the bay. At the inside of the east 
headland of the bay entrance, a sand spit approximately 800 meters 
long extended into the bay. These conditions gave rise to concern 
over possible shoaling problems in the channel. As a result, a 
coordinated field survey program and analytical method were 
developed to provide predictions of shoaling in the proposed 
channel. 

SITE CONDITIONS 

Wind and Wave 

The site is located in the tropical trade wind zone at 
approximately 12 degrees north latitude. As shown in Figure 2, the 
port will be situated near the northern tip on the leeward side of 
the Guajira Peninsula. Most wave activity in the area is generated 
by the easterly trade winds and passes the site farther offshore, 
north of the tip of the peninsula. Wave activity in the lee of the 
peninsula includes that which is diffracted around the peninsula 
and that which is generated by the northeasterly component of the 
wind regime (parallel to the coast). Little swell activity was 
observed or recorded during the field survey. 

In addition to the protection afforded by the coastline 
orientation, waves approaching the site are further attenuated by 
refraction. Wave approach is primarily from the northeast and 
parallel to the coastal contours. While offshore waves exceed 2 
meters 35 percent of the time, waves at the coast are rarely more 
than 1 meter (only 5 percent of the year). Between the end of the 
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channel (21 m depth) and the bay entrance, the prevailing waves 
change direction by up to 45 degrees. 

Short wave activity (2-4 sees.) is also generated across 
the 10-15 kilometer fetch of the bay itself, primarily out of the 
east and southeast.  Typically 0.3 - 0.5 meters in height, these 
waves can approach directly to the port area from across the bay. 

Warm tropical winds persist at 20 to 30 knots for much of 
the year with June - August and January - April the more severe 
seasons. Field measurements of both winds and waves, and of 
sediment deposition rates, encompassed portions of both of these 
periods. 

Climate and Topography 

At the site, the Guajira Peninsula is predominantly dry, 
arid, and flat.  There is little vegetation or runoff, and the area 
is sparsely populated. The shoreline is generally steep and rocky 
except in the inner reaches of the bay. At the headlands, the 
shoreline rises nearly vertically to elevations of 5 - 20 meters, 
except for a few pocket beaches.  The face of the cliff-like 
shoreline is composed primarily of hard sandstone overlaying stiff 
clays.  There is some evidence of shoreline erosion on the west 
headland, which is subjected to direct attack from offshore waves 
and those generated across the bay. Upcoast (windward) from the 
site, however, there is little sign of coastal erosion as the hard 
sandstone appears to resist the significantly attenuated waves. As 
such, the site appears to be sand starved, with pocket beaches that 
are not filled and no trace of an offshore deposit extending from 
the eastern headland of the bay entrance. 

The seabed characteristics vary between the offshore and 
bay areas.  Offshore and in the entrance, the seabed is largely a 
layer of silty sand up to 12 meters thick overlaying stiff clays 
and limestone. The entrance is only 3-8 meters deep but there is a 
natural trough in the entrance and a depression in the seabed 
offshore that indicate a lack of deposition, either through 
continued suspension by currents, or lack of a sediment source, or 
both.  In the bay, the depth averages 10 meters and the seabed is 
very fine, mucky silt that is easily suspended. 

There is a sand spit which extends into the bay from the 
inside of the east headland.  The spit appears to be due to a 
relatively small sediment supply as compared to the transporting 
capacity of the waves. Thus, the sediment is driven into the bay 
where equilibrium is found between the Caribbean swell propagating 
into the bay and the short, locally-generated waves from the east 
within the bay. 

Current and Tide 

The tidal range is small, with a maximum range of only 
0.5 meters. Runoff is negligible due to the arid nature of the 
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region.  Nevertheless, the current regime is complex, consisting of 
alongshore coastal currents, tidal currents in the bay entrance, 
and density currents.  Offshore of the entrance, currents vary from 
0.3 to 0.6 knots, varying in direction with the tidal flow in and 
out, but generally running to the west.  In the entrance, currents 
reach up to 1.5 knots in order to empty and fill the large area of 
the bay on spring tides. Also in the entrance, an outward flow 
exists near the bottom in the form of a warm, relatively dense 
turbid layer. This turbidity is interpreted to result from the 
densifying of water in Bahia Portete through evaporation, 
subsequent sinking, and outflow as a warm bottom layer with fine 
material in suspension. The material itself possibly results from 
suspension of fine sediments from the bottom of the bay, some 
erosion of the western headland, or diversion of alongshore drift 
into the bay by the incoming tide. 

FIELD MEASUREMENT PROGRAM 

Physical Factors 

The site conditions were established through a nominal 
one year field survey program. The program included measurements 
of winds, waves, currents, tides, salinities, water temperatures, 
water density, and bathymetry. 

The wave measurement program utilized both pressure 
gauges and waverider buoys.  The instruments were situated at five 
different locations during the course of the survey, being moved to 
avoid repeated incidents of damage by vessels or vandalism, and to 
optimize the applicability of the data as site phenomena were 
established and the sediment monitoring progressed.  One instrument 
remained in "deep water" at approximately the 21 meter depth 
contour for measurement of unmodified waves and correlation to deep 
water hindcast data. Wave direction was established by instrument 
aided observation in the offshore area and aerial observations. 

The current measurement program included permanent 
installations of taut line moorings for varied periods at three 
locations. Two offshore locations, one closer to the entrance than 
the other, and a location at a proposed berth site in the bay, were 
monitored.  Since the permanent installations included only one 
meter at a single elevation, vertical profiles were also 
established through measurements from a survey vessel at six 
different elevations through four daily tidal cycles in the bay 
entrance. Diver evaluation of current flows through observation 
and use of hand held meters were also included. 

Bathymetric data were collected over an area including 
the bay entrance and areas extending 3 kilometers into the bay and 
8 kilometers offshore. The data were taken by side-scan sonar and 
echo sounding on tracks sufficient to define seabed contours for 
estimates of dredging and more than sufficient for sediment study 
purposes. 
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Wind measurements were taken at the point of the west 
headland, which has good exposure to overwater conditions. 
Recordings were taken at one hour intervals for the duration of the 
field survey program. 

Tidal data were continuously recorded for four months of 
the program and correlated to existing data at Cristobal, Panama 
for establishment of generalized relationships. 

The salinity, temperature, and density measurements were 
concentrated in the entrance where the warm, turbid layer of 
density current was most evident.  The data confirmed diver 
observations that a significant gradient exists at 1-2 meters above 
the seabed, below which the flow is warmer, denser, and more 
saline. 

Sediment Monitoring 

During the course of the survey of site conditions, 
suspended and bed load sediment activity were also monitored, 
primarily through the use of dredged test pits and time integrated 
sediment samplers (TIS's).  Spot sampling of the seabed and 
suspended sediments; surf zone sampling and current measurements; 
aerial, coastline, and seabed reconnaissance; and motion pictures 
were also used to establish qualitative data described herein. 

The test pits monitored the deposition of both suspended 
and bed load sediments at two locations along the proposed channel 
- one at the projection of the coast across the bay entrance (9 m 
depth), and a second at the mid-point between the first and the 
offshore end of the channel (14 m depth). The pits were 12 meters 
square with a nominal depth of 1 meter. Filling of the pits and 
scour around them were monitored over a period of 9 months, 
including the most severe weather periods, and the character of the 
deposited sediment was established.  The intended purpose was 
primarily to establish the effects of sediments transported 
alongshore on potential channel filling, although all material 
being deposited was obviously included. 

To facilitate measurement of the filling rates, a total 
of 21 metal rods were driven into the bottom, extending across and 
outside the pits (see Figure 4). At approximately monthly 
intervals, divers measured the distance from the top of each stake 
to the seafloor.  In addition, underwater observations of bottom 
character and sediment motion were made and cores were taken and 
analyzed to document the character of material filling the pits. 

All along the channel and especially through the bay 
entrance and adjacent to the test pits, the contribution of 
suspended sediments to deposition were monitored through collection 
of material falling through the water column in Time Integrated 
Samplers (TIS's).  Vertically mounted sediment cups on a taut line 
mooring were open at the top to collect falling material.  Six 
strings with cups located at 10, 20, 30 and 70 percent of the depth 
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above the bottom were used (see Figure 5). Cross vanes inside the 
top of each cup served to reduce turbulence and any tendency for 
material deposited in the cup to be resuspended.  The monthly 
servicing of these strings by a diver involved first capping each 
cup to avoid loss of sediment and then retrieving the entire string 
for fitting of clean collection cups. The dry weight of sediment 
in the cup was established later in the laboratory and, together 
with saturated density and porosity characteristics, used as a 
basis for calculating actual deposition rates in terms of 
centimeters per day of material added to the bottom. 

FIELD DATA 

Dredged Test Pits 

Data reported from the monitoring of the offshore test 
pit is shown on Figure 6.  The data shows that in spite of its 
narrow width relative to the proposed channel, the pit did not fill 
more than 0.5 meters in 27 weeks, and on the average much less than 
that. Most of the filling (up to 0.3 m) took place between the 
18th and 21st week measurements - a period of only 3-4 weeks, but 
when the wind/wave environment was most severe. 

As expected, the pit nearer shore filled somewhat more 
quickly than the offshore pit, becoming nearly full after 21 
weeks.  Again, the most rapid filling related only to the most 
severe wind/wave conditions, in an apparently non-linear manner. 
More than half of the filling occurred in a period of four of the 
21 weeks.  Practical assessment of the effect of rapid filling on 
actual channel shoaling predictions is discussed under "ANALYSIS OF 
SEDIMENTATION DATA." 

In assessing the volume of material deposited in the 
pits, it was also necessary to consider the effective area of the 
pits and stake coverage as they bore relation to actual filling 
rates.  Since slumping of the sides occurred and because the more 
fluid suspended load filled the deep center of the pits more 
rapidly, the average change in elevation was sensitive to the area 
considered.  In general, the average decreased as greater area was 
considered.  In order not to underestimate deposition, a reduced 
effective area was established based on analysis of the sensitivity 
and incorporating, for the most part, only the deeper and more 
rapidly filled portions of the pits. 

Attention was also given to the fact that the deeper 
deposition at the stakes in the center of the pit represented a 
lesser area of the pit, due to the square plan of the pit and the 
pattern of stake placement (refer to Figure 4). Sub-dividing the 
pit into areas of individual stake coverage, the center stakes 
became less weighted in calculating the average rate of filling. 
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TIS Strings 

A sample of data reported for one monitoring of a TIS 
string is shown on Figure 7.  The graph shows the variation of 
material collection rate versus the elevation of the TIS cups above 
the seafloor.  The collection rate was established from the 
laboratory measurements of the weight of material collected over 
the sampling interval.  As shown, the graph is used to extrapolate 
collection rates to estimates of material deposited on the seafloor 
based on an exponential relationship. 

Considering:  (1) the material in suspension to be of 
uniform diameter and density and (2) the vertical eddy 
diffusivity, £, to be uniform, the concentration, C(z,t), of 
sediment is 

C(z,t) = C (t) e -iTtTZ (1) 

in which CQ is the concentration at the seafloor, and w is the fall 
velocity of the sediment.  The seafloor concentration, CQ(t), is 
related in an unknown way to the forcing factors (waves, winds, 
etc.).  It is noted that if there were N components of suspended 
sediment characteristics, Eq. (1) could be generalized to 

w 
N n 

C(z,t) = I     CQ(t) e   e  z (2) 
n=l  n 

Returning now to the representation for a single sediment 
characteristic (Eq. (1)), the sedimentation cups are considered to 
result in a sheltered environment in which the sediment settles and 
is collected.  In this regard, it is noted that Gardner (1977) has 
conducted laboratory and field studies of the trapping efficiency 
of samplers of various geometries in steady currents.  For 
cylinders of the aspect ratio used in this program, the "collection 
efficiency" is approximately unity.  If the sedimentation cups 
perform as discussed above, the average depositional rate r(z) over 
a time, T, is 

1   t + T 
r(z) - -§- / wC(z,t)dt (3) 

t 

and considering the average concentration to have the same form as 
Eq. (1), the average deposition rate can be expressed in the form 

?(z) = 5(0)e~ ** (4) 

and taking the logarithm of both sides of Eq. (4) 
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In r(z)  =  In r(0)  - Kz (5) 

Thus, by plotting on semilogarithmlc paper the average depositional 
rate at four elevations, it is possible to extrapolate to determine 
the deposition rate to be expected at the seafloor.  Recalling the 
presence of the warm turbid layer of bottom water and the possible 
contributions from more than one sediment type component, it is 
important in cases where deviation from a straight line occurs to 
weigh the lower two measurements more heavily than the upper two in 
extrapolating to the seafloor. 

Other Measurements 

The observations and spot samples taken on site were used 
primarily to confirm the interpretation of the more quantitative 
data and to relate it to assessments of the overall seafloor 
processes. The lack of filled pocket beaches, for example, relates 
to the fact that the pits did not fill rapidly, attesting to the 
lack of a substantial sediment source. The presence of the seabed 
trough in the bay entrance is also indicative of either the 
sediment-starved nature of the area, or of the existence of a 
sufficient flushing mechanism (e.g. the density and tidal 
currents). The discovery of the density current at the seafloor 
supports a correlation of the sedimentation data to wind phenomena 
on the basis of evaporation (see the following section). The spot 
sediment samples indicated a generally exponential distribution of 
sediment concentration in the water column, confirming the T1S data 
shown in Figure 7. 

ANALYSIS OF SEDIMENTATION DATA 

An attempt was made to correlate the sedimentation data 
collected in the suspended sediment samplers and the test pits with 
relevant measured wind and wave characteristics. The final method 
developed includes a correlation between the seafloor extrapolated 
suspended sediment deposition and wind data. This relationship is 
then utilized to determine the portion of the trapped material in 
the test pits that is due to bed load transport (total deposition 
less suspended sediment deposition). These results are then 
applied to the prediction of shoaling in the navigation channel. 

Correlation of Measured Suspended Sediment 
Deposition Rates With Winds and Waves 

A reasonable index of the potential of the waves to cause 
suspended material sedimentation is the rate at which the waves 
dissipate energy on the bottom sediments. The average rate of wave 
energy dissipation is 
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t+T t+T 
¥   /       ThUhdt      a      T   /        K|3dt (6) 

t bb 

in which U, is the magnitude of the wave-induced water particle 
velocity at the bottom.  From linear wave theory 

Kl=4°^hnr <7> 

in which H is the wave height, h is the water depth, and a and k 
are the wave angular frequency and wave number, respectively: 

2n_ 
T 

(8) 

k-£- (9) 

with the wave length, L, and wave period, T, being related by the 
well-known dispersion equation 

L = 4— tann kn <10) 

The values of e were calculated and summed for all periods over 
which the TIS strings were emplaced.  For this purpose, the local 
depth at the TIS string of interest was taken into account as was 
the transformation of wave height from the wave measurement 
location to each particular TIS location. For periods with less 
than 80% wave data return, the results were not included in the 
analysis. 

The effect of the wind on shoaling rates at Bahia Portete 
is believed to be somewhat unusual due to the interrelationship 
between wind evaporation rates, densification and sinking of water 
in Bahia Portete, and the ultimate outflow of warm, dense and 
turbid water in the lower layers from Bahia Portete.  The wind also 
contributes to shoaling through generation of local waves in Bahia 
Portete which then attack and erode the cliffs on the western side 
of the bay.  The effect of the wind was characterized through the 
wind stress, or more simply, by the square of the wind speed, W2. 
Since local monthly measurements of wind speed were available by 
percentages Ap in various class intervals, the monthly mean square 
wind speed was approximated by 

"7   N ~~2 
W = Y  W  Ap (11) L,  n   n 

n=l 
where Wn is the magnitude of the wind speed associated with the n 
speed category.  Table 1 summarizes values of extrapolated seafloor 
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TABLE   1 

SUMMARY OF   SEDIMENTATION RATES AND 

WAVE AND WIND DATA USED   IN CORRELATION 

TIS 
Location 

No. 
Date 

Installed 
Date 

Removed 

No. 
of 
Days 

7(0) 
(cm/day) 

e x 103 

(nr'/sec-') 
w2 

(m2/sec2) 

1 1/13/79 2/28/79 46 0.038 7.48 122.0 

1 2/27/79 3/26/79 28 0.013 2.69 37.6 

2 7/23/78 9/30/78 69 0.072 7.76 138.1 

2 8/12/78 9/12/78 31 0.082 4.34 140.5 

2 11/13/78 12/13/78 30 0.062 5.20 119.2 

2 12/13/78 1/14/79 32 0.052 24.06 105.9 

2 2/27/79 3/27/79 29 0.028 9.44 37.4 

3 11/13/78 12/12/78 29 0.022 7.55 119.3 

3 2/27/79 3/27/79 29 0.041 14.47 38.0 

4 7/13/78 8/12/78 30 0.049 8.06 163.3 

4 8/12/78 9/12/78 31 0.049 1.67 140.5 

4 11/13/78 12/12/78 29 0.026 2.07 119.3 

4 12/12/78 1/15/79 34 0.026 11.90 105.7 

4 1/15/79 3/1/79 45 0.023 13.21 124.0 

4 2/27/79 3/27/79 29 0.028 4.48 37.4 

5 7/16/78 8/12/78 27 0.065 29.42 163.0 

5 8/12/78 9/12/78 31 0.018 6.80 140.5 

5 11/13/78 12/13/78 30 0.062 7.91 119.2 

5 1/15/79 2/28/79 46 0.049 45.03 123.5 

5 2/27/79 3/27/79 29 0.041 13.57 37.4 

2/27/79       3/27/79      29 0.121 13.57 37.4 
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—     —o 
deposition rates, the wave energy dissipation factor, fi, and W., 
for each TIS string and each intersurvey period. 

The monthly mean seafloor deposition of suspended 
sediments was correlated with the monthly mean wave energy 
dissipation factor and the monthly mean square wind speed in the 
linear form 

r.(0) = Kj e. + K2 W
2 (12) 

using the method of least squares.  In addition, the goodness-of- 
fit parameter, u , was calculated for each TIS string, where 

I-  62 L
3     J 

^J 

(13) 

,(0) 

in which 

6. = r.(0) - (K.e. + K„ W2 ) (14) 
J   J       1 J   2 j 

To provide insight into the interpretation of u values, if Eq. (12) 
provided a perfect fit to the measured data, then u would be 
zero.  The maximum value of \i   if no correlation existed would be 
unity as would be obtained by Kj = K£ = 0. 

The results of the least squares procedure showed, somewhat 
surprisingly, that the sedimentation rates were very poorly 
correlated with the waves. However, there was quite good 
correlation with the wind.  There are several possible explanations 
for wind appearing as an important causative factor. Wind is 
related to the local waves and, due to the predominant direction, 
the wind contributes to the westerly current which carries sediment 
from the shores located to the east of Bahia Portete.  As noted 
previously, wind also causes evaporation of the water in Bahia 
Portete, thereby creating dense water which outflows as a turbid 
bottom current. 

Because waves did not prove to be a strong correlative factor, the 
least squares procedure was again carried out with W2 (which is 
proportional to wind stress) as the only correlation factor. The 
results are presented in Table 2 and an example given in Figure 
8.  Some of the fits are extremely good (TIS 1 and 2), whereas one 
is poor (TIS 3 - based on only two data points), and the others are 
reasonable and considered to provide a good basis for calculating 
the deposition rates due to suspended load. 

Correlation of Bed Load 

Deposition of material transported as bed load depends on 
the available energy to transport the material and the availability 
of such material to be transported. Since there were available 
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TABLE 2 

SUMMARY OF BEST FIT COEFFICIENTS, K, AND NORMALIZED 
STANDARD DEVIATIONS, y , FOR SUSPENDED SEDIMENT 

DEPOSITION RELATIONSHIP TO WIND STRESS 

TIS No. of K V 
No. Data Points 

2 

(cm sec^)/(day m^) 

3.1 X 10~4 1 0.03 

2 5 5.4 X 10"4 0.08 

3 2 2.7 X 10~4 0.70 

4 6 2.8 X 10~4 0.29 

5 5 3.6 X 10"4 0.42 

6 1 Insufficient Dat a 
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results from only two test pits, as compared to meaningful results 
from five TIS strings, and since the test pits are judged to remain 
effective in trapping over only eight months or so, the correlation 
for the pits is necessarily relatively less comprehensive. 
Fortunately, in the prediction results to be presented later, the 
bed load component constituted only 207.  of the total deposition. 

As noted previously, the bed load component in the test 
pit deposition was estimated from the total deposition as the 
complement of the suspended load as determined by extrapolation of 
the TIS data to the sea floor.  (It is noted that a TIS string was 
located in proximity to each of the test pits.). The bedload was 
found to correlate best with the wave energy dissipation index (Eq. 
(6)) and that correlation was employed in the later predictions of 
shoaling rates in the navigational channel. 

PREDICTION METHOD FOR CHANNEL SEDIMENTATION RATES 

The two basic premises for prediction of deposition rates 
in the navigation channel are:  (1) the test pits and TIS units 
accumulated representative measures per unit area of the suspended 
sediment that will occur in the channel and (2) per unit length, 
the test pits entrap the same bed load amount as would the channel. 

The average daily total sedimentation rate, rt, per unit 
area is expressed as the sum of the bed and suspended load 
components 

"•B 
+ r0 

which applies to both the test pits and to the navigation channel 
and in which the subscripts "t", "B" and "S" denote total, bed load 
and suspended load, respectively.  Since the suspended sediment 
deposition rate is the same in the test pits and the navigation 
channel 

(rs)NC = (rs)Tp (16) 

where "NC" and "TP" denote "navigation channel" and "test pits," 
respectively.  Since it is assumed that the bed load sediment 
deposition rate per unit channel length will be the same for both 
the navigation channel and test pit, it follows that 

TP 
(rB>NC = <rB>TP W^ U7) 

in which WTp and WNC denote the respective widths of the test pit 
and navigational channel. The average daily total deposition rate 
for the navigational channel is then 
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Wrpp TP 

'VNC 
= (rt>TP w^ + (1 - W^> (vs\? <18> 

These concepts were applied using the correlation between wind and 
deposition rate to predict total seasonal deposition rates and 
annual deposition rates along the channel length. 

RESULTS 

The results of the correlation and prediction methods 
described in the previous section were applied to the estimation 
of:  (1) total annual shoaling rate, (2) distribution of annual 
shoaling rate along the navigation channel, (3) seasonal 
distribution of total shoaling rates, and (4) shoaling due to 
extreme events. 

The total annual shoaling rate was estimated at 
306,000 nr'.  The associated depositional distribution along the 
channel is presented in Figure 9. The monthly variation of 
shoaling is shown in Figure 10 and is reasonably constant due to 
the fairly steady winds which cause the dominant suspended sediment 
shoaling components. 

SUMMARY AND CONCLUSIONS 

A method has been developed and applied for predicting 
sedimentation in a reasonably deep dredged navigation channel.  The 
procedure requires a substantial field component including 
measurement of suspended sediments and sedimentation in dredged 
test pits. Additionally, measurements and/or hindcasts are 
required of the potential causative factors: winds, waves, and 
currents. 

In application of the method to a coal loading terminal 
at Bahia Portete, Colombia, which will require a 21 meter channel, 
the strongest correlation for suspended sedimentation rates 
occurred with wind speed squared rather than a measure of wave 
energy dissipation. The bed load deposition correlated best with 
the wave energy dissipation.  Considering suspended and bed load 
deposition in the navigation channel to be plan area and perimeter 
dependent, respectively, predictions were made of seasonal, areal 
and total annual deposition rates. 

The predictions are believed to slightly overpredict 
sedimentation due, in part, to the rather small size and equal plan 
dimensions of the test pits which results in the tendency to trap 
and weight equally the two orthogonal components of bed load 
whereas the navigational channel would entrap only that component 
perpendicular to the channel axis.  The model does not account 
directly for density currents that result from high concentrations 
of suspended load near the bottom.  This phenomenon would result in 
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Bahia Portete 

FIGURE 9 - ESTIMATED ANNUAL DEPOSITION RATES (IN cm/YR) 

FOR EACH ONE-HALF KILOMETER OF CHANNEL LENGTH 
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FIGURE  10 - AVERAGE MONTHLY DEPOSITIONAL RATES 
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greater deposition in deep channels than in shallow channels. 
Although this mode of transport (density currents) can dominate in 
some locations where very high turbidity exists, it is not believed 
to be a major factor at Bahla Portete. 

As an overall summary statement, a qualitative assessment 
is that the uncertainties in the methodology and data are such that 
the shoaling predictions are somewhat excessive (say 10 - 15%). 
The coal exporting facility is now being constructed and it will be 
of interest to compare future maintenance dredging requirements 
with the predictions presented here. 
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CONSTRUCTION OF A BREACH CLOSURE IN A BARRIER ISLAND 

M.J. McCarthy, A.M. ASCE1, E.3. Schrrveltz, A.M. ASCE2, 
G.R. Lehan, M.ASCE^ 

ABSTRACT 

A breach was opened in the barrier beach along the south shore of Long Island, 
New York during a winter storm in January, 1980. Due to public safety and 
environmental concerns, a contract to close the breach using sand fill was 
awarded to a local contractor. This paper discusses the evolution of the 
construction procedures developed to allow the contractor to successfully 
complete the project on schedule and on budget. 

1.0 INTRODUCTION 

Moriches Inlet is located on the south shore of Long Island, approximately 130 
kilometers (80 miles) east of New York City as shown on Figure 1. The inlet, 
which forms the primary outlet through the barrier island between Moriches Bay 
and the Atlantic Ocean, is stabilized by two stone jetties approximately 2*5 
meters (800 feet) apart. 

During January 1980, a severe northeast storm resulted in the breaching of the 
barrier island immediately to the east of the inlet. The breach, initially 90 
meters (300 feet) in width, was probably the result of excessive erosion/washover 
from the bayside of the barrier island coupled with high waves and tides on the 
oceanside. 

Tidal currents and wave action in the area resulted in the rapid growth of the 
breach until the fall of 1980 when, due to local concerns regarding exposure to 
storm induced flooding and effects on shellfish beds, construction was begun to 
effect it's closure. At that time, the breach, shown in Figure 2, had expanded to 
nominally 885 meters (2900 feet) in width with an average depth of 3 meters (10 
feet). The plan selected for the closure consisted of the placement of 1.2 million 
cubic yards of beach fill with a final crest elevation of +4 meters (+13.25 feet) 
MLW and side slopes of 1:25. 

1. Principal  Coastal Engineer, PRC Harris, 3003 New Hyde Park Road, Lake 
Success, N.Y. 
2. Manager, Coastal Engineering, PRC Harris, 3003 New Hyde Park Road, Lake 
Success, N.Y. 
3. George R. Lehan, Consulting Engineer, 95 Claydon Road, Garden City, N.Y. 
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The purpose of this paper is to discuss the development and implementation of 
construction proceedures utilized to close the breach given the following 
criteria: 

• minimize the loss of fill material placed in the breach 

• minimize the time required to complete construction (maximum 6 months) 

a    allow construction to be accomplished primarily with land plant 

• complete    construction    without    creating    any    permanent    structural 
modifications in the area 

Monitoring of the inlet and breach area was conducted during construction 
activities to insure that these areas were reacting to the closure operations as 
expected. Several design modifications were instituted during construction as a 
result of these monitoring operations which contributed to the successful closure 
of the breach. 

41* H^vs r^^^r^TT^M^V/^                 PT. 

BLOCK 
ISLAND 

40*30 

ATLANTIC 

Ll.i :/                      / OCEAN 

UK-    1 
i                                               I 

Figure 1 - Site Location 
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Figure 2 - Breach Immediately Prior to Closure (7/12/80) 

2.0 SITE DESCRIPTION 

Moriches Inlet is one of the five inlets through the barrier beach along the south 
shore of Long Island. Although the inlets and bays are interconnected, each inlet 
system functions relatively independently. Moriches Inlet primarily drains 
Moriches Bay from the Quantuck and Quogue Canals to the east to Narrow Bay 
to the west as shown on Figure 3. 

Moriches Inlet has been opened and closed numerous times over the period in 
which records have been maintained (Reference 1). The present inlet was formed 
in 1931 as a result of a March storm. Between 1931 and 19*7, the inlet migrated 
westward about 1220 meters (4,000 feet). A stone jetty was constructed along 
the west side of the inlet in 19*7, in an attempt to stabilize it, however the inlet 
closed again during a storm in May, 1951. 

The present stone jetties were constructed during 1952 and 1953, and extended in 
195*. Despite the presence of the jetties, navigation through the inlet has been 
considered unsafe due primarily to the shifting shoals offshore of the inlet. The 
stabilized inlet has also experienced progressive erosion along the bay shoreline 
to the east of the jetties, as shown in Figure *. This erosion was noted in a 1958 
U.S. Army Corps of Engineers review of the inlet and has been described 
numerous times since then as the erosion became more pronounced, culminating 
in the breach during the January, 19S0 storm. 

Environmental conditions along the ocean shoreline in the vicinity of Moriches 
Inlet are typical of the entire south shore of Long Island. Nearshore wave heights 
average nearly 0.7 meters (2.3 feet) with maximum heights of approximately *.l 
meters (13.5 feet) (Reference 2). The lowest wave conditions occur during the 
months of May through September. Peak wave heights typically occur in 
February and March.  Wave periods typically average between * and 7 seconds. 
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/• • FIRE ISLAND ^ MORICHES INLET     ^PIKE'S BEACH 

ATLANTIC OCEAN 
0 1 2 

SCALE IN NAUTICAL MILES 

Figure 3 - Site Plan 

Figure 4 - Erosion Along Pikes Beach (2/70) 
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Current velocities in the breach were estimated to be up to 5 feet per second 
prior to the start of closure operations. Current and bathymetric conditions were 
monitored during closure operations to assist in the development of the final 
closure procedures. The monitoring program and an analysis of inlet and tidal 
prism changes are the subject of a separate paper (Reference 3). Current 
velocities measured during closure operations ranged from zero during slack tide 
to over 1.7 meters (5.5 feet) per second at peak conditions. 

Longshore transport in the inlet area is predominantly from east to west. The 
littoral transport rate averages over 300,000 cubic yards per year. 

3.0 ALTERNATIVES CONSIDERED 

A number of alternative procedures were considered to effect closure of the 
breach within the constraints identified above. Additional constraints considered 
in evaluating alternatives included: 

• material sources were 600,000 cubic yards from bay dredging and 600,000 
cubic yards from an upland source 

• the contractor had a considerable quantity of PZ-27 steel sheet pile in 
varying lengths available for use 

Preliminary options investigated included: 

• placement of fill with no temporary retaining structures 

• use of concrete pipe temporary retaining structures 

• use of barges to retain the fill temporarily 

• use of steel sheet pile temporary retaining structures 

The initial option of placement of the sand fill with no temporary retaining 
structures included placement of the upland fill material along the ocean and bay 
sides of the breach to act as retention dikes for the dredged sand. The intent of 
this placement procedure was to provide protection for the dredged sand from 
severe erosion while it was in a slurry state. This option was discarded due to 
the expected high loss of fill even considering the special placement of materials 
proposed. 

The second option evaluated for closure involved the use of scrap concrete pipe 
as a temporary retention dike for the sand fill. The concrete pipe was available 
in lengths ranging from 2.* to 3.6 meters (8 to 12 feet) and diameters to 1.5 
meters (60 inches). Several alternatives were developed to effect closure using 
the concrete pipes including placement in horizontal and vertical configurations 
to retain the sand fill. An additional alternative called for placement of the 
concrete pipes parallel to the currents and was intended to reduce the potential 
scour of the bottom as the breach was closed by providing culverts for the flow 
and scour protection. A controlled cutoff of the flow could then be effected by 
placing pipes to close off the culverts providing a quiet area to place fill. All 
alternatives involving the use of concrete pipes were ultimately discarded due 
primarily to the cost of transporting the pipes to and from the project site. 
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A third option evaluated consisted of sinking barges in the breach area to stop 
the current flow and allow placement of the sand fill. This option was discarded 
primarily due to the shallowness of the breach area which would require dredging 
to move the barges into position. In addition, due to the scouring of the bottom 
causing settlement of the barges as well as placement of fill along one side, it 
was felt that difficulties would be experienced in raising the barges at the 
conclusion of the project. 

The fourth option investigated was the use of steel sheet piles driven to act as a 
retention wall for the fill during placement. Two basic alternative schemes 
utilizing the steel sheeting were developed and evaluated. The first, consisted 
of two single rows of sheet piles driven along the ocean and bay sides of the 
breach to effectively seal off the fill. Several potential problems were 
envisioned which caused this alternative to be discarded.  These were: 

• exposure of the sheet pile wall to ocean waves causing stability problems 
and scour at the toe 

• scour of the sand fill placed between the widely separated walls due to 
currents moving around the ends of the sheet pile walls and by direct wave 
attack from the southwest 

In response to these concerns, a second sheet pile alternative was developed. 
This alternative , shown in Figure 5, consisted of two parallel rows of sheet pile 
driven approximately 30 meters (100 feet) apart along the bay side of the breach. 
The advantages of this alternative were felt to include: 

• control of tidal currents in the fill area 

• potential for trapping a portion of the predominantly westward littoral 
drift 

• protection for most of the retaining structure from wave attack 

• protection against complete loss of the placed fill material in the event of 
a storm during construction 

This alternate was eventually selected for use in the closure operation. 

In an effort to further minimize fill loss it was decided to place the fill material 
from upland sources between the sheetpile dikes and along the ocean side of the 
breach. Dredge fill would then be placed between these two protective arms 
forming the center of the closure. 

During final selection of the construction alternative, concerns over the stability 
of the cantilever sheet pile retaining walls under construction loads and the 
effects of scour along the bayside were addressed. Stability calculations were 
made to determine minimum setback distances for equipment operating within 
the sheet pile walls as well as the maximum tolerable scour along the bayside. In 
an effort to control this scour and enhance the stability of the retaining wall, 
short sheet pile "spurs", as shown on Figure 5, were proposed to be driven at 
right angles to the main wall on the bay side. 
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1   c—   BORROW AREA   —j * 
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Figure 5 - Selected Construction Plan 

CONSTRUCTION PROCEDURES/MONITORING 

Construction operations began in early October ,1980. Initial operations con- 
sisted of cutting and stabilizing a haul road over the dunes leading to the 
construction site and moving in equipment and sheet piles. Placement of fill 
material from upland sources and driving of sheet pile walls commenced on 
October 10. Figure 6 is an aerial view of the construction site made on October 
12, showing a short section of the sheet pile wall in place and the beginning of a 
sand bar along the ocean side of the closure. This bar was in evidence 
throughout the closure operations and seemed to be due to the entrapment of the 
westward littoral transport. In any event, the bar migrated westward as closure 
operations progressed and provided addtional protection from the ocean waves to 
both the fill material and the exposed portions of the sheet pile wall. 

Placement of the sheet pile walls was accomplished using a Link Belt 138, 70 ton 
crane fitted with a vibratory hammer as shown on Figure 7. Construction 
operations were able to be continued during most weather and sea conditions 
although at several times the safety of the construction crew guiding the sheet 
piles into position required shutdown of these activities as shown on Figure 8. 
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Figure 6 - Initial Construction (10/12/80) 
(note sheet pile retaining walls) 

Figure 7 - Pile Driving Equipment 
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Figure 8 - Pile Driving Activities in Rough Conditions 

Monitoring of the closure operations was conducted based on periodic field 
surveys as well as reports from construction foremen onsite. Of primary concern 
were the stability of the bayside sheet pile wall, reaction of the open portion of 
the breach as closure operations progressed and stability of the exposed east 
jetty. As shown on Figure 9, a deep channel began to form adjacent the east 
jetty as the closure was affected. Current measurements obtained during this 
period idicated that the primary flow was being shifted back to the original inlet, 
however significant currents were still being experienced in the breach. As 
discussed below, the changes in this section were closely monitored to attempt 
to prevent any further deterioration of the east jetty. 

Additional concerns were identified during soundings made along the bayside of 
the sheet pile wall by the construction crew, indicating significant scour 
occurring along one section of the wall. A site visit by the engineers indicated 
that the sources of the problem were twofold involving both the spacing of the 
sheet pile spurs and the location of the sand bar on the bayside of the wall. As 
shown in Figure 10, the sand bar was causing flow from the Bay Channel to pass 
along the sheet pile wall. To alleviate this problem, the dredge was instructed to 
cut a channel through the sandbar to allow flow from the Bay Channel to move 
into the old inlet and spacing of the spurs was reduced in this area. 

Final closure operations were begun in the beginning of December. As shown on 
Figure II, the tidal currents were primarily moving in and out of the bay through 
the old inlet, due in part to the cut made by the dredge through the sand bar. To 
further channel the flow into the inlet a long spur was constructed to deflect the 
ebb tide away from the breach. These procedures worked as sand began to 
naturally accumulate in the remaining breach opening and closure operations 
were completed with no further difficulties on December 15. 
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Figure 9 - Cross Section Changes During Construction 

Figure 10 - Construction Progress (12/»/80) 
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Placement of sand from upland sources and by dredging continued until mid 
January, 1981. The sheet pile walls were also removed during this period and all 
construction activities were completed by the beginning of February 1981. 

5.0 

Figure 11 - Preperations For Final Closure (12/*/80) 

CONCLUSIONS 

As a result of the construction procedures developed in this study, the breach in 
the barrier island was closed utilizing primarily land based plant supported by 
dredging conducted in relatively protected areas. Despite working during a 
typically stormy portion of the year, constuction delays due to weather were 
minimal. The closure of the breach was effected nominally 2 months after 
startup of construction and the overall project was completed within 5 months of 
startup. 

Losses of material were limited to approximately 15 percent of the gross volume 
of material placed at the site. These losses included those experienced during a 
storm which occurred several weeks after closure operations began. This storm 
had a return period of slightly over two years and caused some damages to the 
exposed sheet pile walls as well as loss of fill. Most observers agreed, however, 
that without the sheet piles, the majority of the fill placed would have been lost. 

Close cooperation between the engineers and contractor allowed procedural and 
design changes to be made as site conditions changed. This cooperation 
contributed to the timely and succesful completion of the project within the 
constraints of the owner and the contractor. 



1230 COASTAL ENGINEERING—1982 

6.0 ACKNOWLEDGEMENTS 

Cooperation of the officials and field personnel of Lizza Industries during the 
conduct of these studies is gratefully acknowledged. In addition the authors 
would like to acknowledge the assistance of personnel from Ocean Surveys, Incin 
the conduct of field monitoring and the U.S. Army Corps of Engineers, New York 
District for their cooperation. 

7.0 REFERENCES 

1. Mehta, A.J. and Hou, H.S., "Hydraulic Constants of Tidal Entrances II: 
Stability of Long Island Inlets," Technical Report No. 23, University of Florida, 
November, 197*. 

2. Jensen, R.E., "Wave Climatology Study for the South Shore of Long Island, 
Phase III, Station 47," U.S.A.E. Waterways Experiment Station, 1982. 

3. Schmeltz, E.3., Sorensen, R.M., Nersesian, G. and McCarthy, M.J., 
"Breach/Inlet Interaction at Moriches Inlet," 18 International Conference on 
Coastal Engineering, 1982. 



HYDKOSEDIMENTOLOGICAL STUDIES IN BAHIA BLANCA 

Petroni R.Vi, Serman D.D.  and Escalante R.S.: 

1 . INTRODUCTION AND SUMMARY 

The increasing international grain trade make it necessary to 
have more deep facilities for large draught ships. 

Within the areas of major agriculture developments, Bahia BIan 
ca harbour complex, is one of the most important and consequen 
(;ly also its improvement. In order to achieve this improvement 
a deeper and wider navigation channel has to be designed. 

The actual channel, 100 km. long is limited to bulk 
up to 37 ft. draught. It is developed along a sandy 
coast with large bars and islands. Bahia Blanca is 
the southwest of the Buenos Aires Province, within 
trapezoidal shape, where the mean tidal range chang 
m in the inner part to 1,8 m in the outer part. Try 
prove a so long channel in a complex sedimentologic 
imply a rather difficult task, which requires a ful 
gation programme to achieve an economical and techn 
tion. To this end, extensive field and desk studies 
ed out covering all the influence area and testing 
altematives . 

. carriers 
and silty 

located at 
a Bay of 
es from 3,5 
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One of the major problems to solve is the sedimentological sta 
bility of the channel due to the action of currents and waves. 

The use of mathematical models and of large and reliable field 
surveys, together with a pilot test dredging used as a one to 
one model for the calibration of the transport formulas, looks 
as the most suitable method to attack such problems. 

The results of this study are part of the navigation channel 
project carried out by the firm NEDECO-ARCONSULT for the Argen 
tine Government. 

Professor, President of EIH Estudio de Ingenieria Hidraulica 
S. A. - Cerrito 1266 - Buenos Aires - Argentina 

Head of Hydraulics Department of EIH S. A. 

Vice-President of EIH S. A. 
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Fig. 1  Bahia Blanca, general view 
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2.      SITE DESCRIPTION 

PHISIOGRAPHIC CHARACTERISTICS 

From the phisical point of view, Bahia Blanca is characteriz- 
ed by sandy and silty coasts with large bars and islands which 
show the result of a dentrictic shape. Pig. 1. 

One of the most important physical factors of the area are the 
tides, which in the range up to A m. flood large part of   those 
bars spreading the water surface from 745 Km2. in low water to 
sproximately 1.880 Km2 in high water; showing at this stage a 
unique water surface with a few islands. 

This means that the difference between low water and high wa- 
ter is of about 1.135 Km2. of land, that is covered with wa- 
ter alternatively within 6 hours and a half. 

This behavior has an important influence in the hydrosedimen- 
tological aspects of the area. 

Other important picture of the area is that there is no fresh 
water supply, because only small creeks discharge on it. 

It is a windy area with a dry climate. The reason of that is 
due to the fact that the most frequent winds are from the West 
and North, which induce a typical continental weather. 

Eventhough, when this situation is reversed the winds from the 
South-East produce changes in the Bay behavior with wind set 
up and ocean waves conditions. 

Due to the continental weather and the low depth, the water 
temperature is affected by the air temperature, making its 
variation from a maximum of 26°C and a minimum of 9DC. 

HYDR00CEAN0GRAPHIC CHARACTERISTICS 

The Principal Channel has an extention of about 100 Km. long. 

This is a natural channel, part of which has a depth of more 
than 60 feet. But there are other areas where the navegation 
is restricted by depth of about 30 feet, which imply a yearly 
mantainance dredging and also to make use of the tide to go 
in and out of the channel. 

Those areas of shallowness are principally located on the out 
er zone, where, the sand bars movement are due to the combin- 
ed action of currents and waves. 

As a general feature of the channel, we can divide it in three 
different sections each of them with different geomorphologi- 
cal characteristics. 

The inner part, is extended from Galvan Port to Belgrano Port 
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.with aproximately 30 Km. Here we find soft rocks on the bed 
and therefore a very stable situation. On the other hand the 
flats are muddy convered, and due to the tidal action and 
wind induced turbulence we find in the water large amount of 
suspended sediment, getting from the tidal flats. 

From Belgrano Port up to an extention of about 20 Km. the 
channel bed is of fine sand and silt. Here is where largest 
depth is found. 

Out of this area, the channel beco.mes erratic and shallow. 
Rather than one defined channel we find several branches 
which also change in shape and depth due to storm conditions. 

As it was said before, the tide characterizes the flow condi- 
tions in the area, generating reversible currents in the natu 
ral channels of about 0,3 to 1,3 m/s. 

These currents induce the movement of large amount of sediment 
inward and outward the bay during flood and ebb. It can be 
said that the sediment transport induced by tidal currents 
has an almost zero net drift. 

However under storm conditions, where wind driven currents 
and waves are present, the dynami c stability is broken. 

Particulary in the outer area, the wave climate has a very im 
portant role in the sedimentation mechanisms. 

Two wave systems are presented, the ocean waves coming from 
the S and SE and the localy generated wave by anshore winds. 

The first one have waves up to 5 m. height and period of 12 
seconds, which are strongly effected by the shoals and the 
second one goes up to 4 m. height but in the period of 7 to 
8 seconds. 

3.       HYDROSEDIMENTOLOGICAL PROBLEM 

As it was stated the outer part of the channel represent the 
major problem due to its sedimentological instability. 

As we can see in Fig. 1 the existing channel turn to the south 
as it reach the end of the island area. 

This behavior is somewhat unexpected because the tide and the 
current shows a symetric pattern in the angle formed by the 
norther shore and the West island shore. 

Nevertheless, only after a good knowleged of the nature of the 
sediment of Banco del Norte, it will be possible to understand 
the problem. Previous works in the area, and spetially bottom 
sounding performed before, show us that this "Banco del Norte" 
remains identical along the time. The only possible reason for 
that, it would be that the surface of such a bank were harder 
'than the original southen part. 
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Fig. 2  Cotidal lines for high and low water 
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Moreover, if we consider in such alignment a new channel cutt 
ing Banco del Norte, it would be a good solution because the 
current will increase keeping the channel almost free of sedi 
men t at ion. 

For this reason we include the norther alignment in order to 
provide a new and shorter alternative for the access channel 
to the harbor complex. 

The present paper deal with the hydrosedimentological studies 
carried out in this outer area. 

What it was done and the resulting test carried out shows the 
difficulties with wh at we have to deal in order to estimate 
the sedimentation rate on a navegation channel dredged through 
a bank in an area with large waves and tidal currents. 

4.      FIELD SURVEY 

The field survey was rather extensive and covered all the ma- 
jor aspect of the hydrosedimentological parameters. 

The first work was a complet sounding of the area following 
the existing channel and the new alternative of alignments, 
previously selected from the existing data. The sounding ex- 
tended over more than 1000 Km. was taken as a reference sea 
bottom level for all the future works. 

Previously to the bottom sounding, 11 tidal gage station were 
installed adding to the two existing ones, which were recover 
ed after the one mouth survey. The tidal data was first analiz^ 
ed to get the chart datum level and to reduce the soundings. 

Moreover determination of sea levels, tidal amplitudes, phase 
lags and harmonic analysis were carried out to provide infor- 
mation for navigation and hydrodinamic studies. Cotidal lines 
for high and low water are shown in Fig. 2 and the averaged 
tidal amplitudes in Fig. 3. As it can be seen the tidal flood 
go tinto the bay from south to north and the tidal ebb from 
NW to SF, also a large change in amplitude is recorded from 
the inner part to the outer part as a result of the funnel 
shape of the canal principal. 

Current velocities and directions were measured at hourly in- 
tervals generally during 13 hours periods s at different points 
of the vertical at 22 stations, repeting most of them during 
both spring tide and neap tide conditions. 

The variation of the current velocities in magnitude and direc^ 
tion under different tidal and meteorological conditions, were 
measured, generally during 14 days periods, using a non wave 
afected self-registered current meter, positioned at 10 sta- 
t ions. 
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Fig.    4      Mean    current   patt pa11 e rn 

The currents patterns, Fig. 4 shows in the inner part a larger 
velocity during ebb flow than during flood flow, ranger in the 
order of 0,7 - to 1,0 m/s. In the outer region the velocities 
decrease to the order of 0,3 m/s and the direction remains al- 
most reverse within an angle of 10-15°. Further off shore the 
current directions rotate rather than reverse. 

The climatological conditions at Bahia Blanca were obtained 
from the Servicio Me teorologico Nacional. Local winds statis- 
tic was obtained from Comandante Espora Station of the Navy. 

A proper description of the wave climate in the estuary was 
required to design the navigation channel and for the hydrose- 
dimentological computations. Since no wave measured data were 
available for the project, a Datawell waverider were first 
installed at the entrance of the bay for a six month period. 

It was later moved to Banco del Norte, whe re is recording sin- 
ce more than one year. A wave staff was also installed on the 
measurement tower near buoy 8 (See Fig. 1) 

Until the processing and analysis of the wave data of at least 
one year record has been completed other information had been 
used. For that the wave climate was divided in 2 categories: 
waves generated locally from onshore winds blowing from SW to 
NE directions and incoming ocean waves (swell) originating off 
shore from E-S directions. 
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The wave characteristics for onshore wind conditions were de 
termined from the JONSWAP sepectrum (Ref. 1) — 

The ocean waves offshore Bahfa Blanca were estimated by hind 
casting on the basis of a mathematical model for the Argenti 
na Sea developed by the Argentina Navy Meteorological Servi- 
ce . 

On a 90 m. depth and for a period from May 1976 to January 
1981, daily waves heights, periods and directions were compute 
ed, adding up a record of about 1700 data. 

The ocean waves were refracted to get the shallow ocean waves 
climate for different points along the channels alternatives. 

To this end, a mathematical model was used based on linear 
wave theory (Ref. 2) 

OCCURRENCE   fREQUENCT   OF   SIGNIFICANT  WAVE   PERIOD 

4.17 11 n 1«T 0,12 0,12 100 

0,12 0,12 0,11 0.35 

i 

0,11 0,23 0,35 0.5B 0,12 0,46 0,23 0.12 2.31 

>.» 

0,69 1  7* 7,06 

0,58 0,12 0,12 13. S6 

3,59 5,09 8,56 4.75 4,51 5.09 4.40 4,75 5.09 2,78 ,,. 1,16 0,58 0,35 53.47 

7   a   9        10  a  la  is 

SIGNIFICANT  WAVE   PERIOD  -   T    "(S»e.) 

It 17 11 

Fig. 5  Waves dispersion diagram 

After the comparison with the one year measured data, a rather 
good correlation was verified, spetially in the local wind 
waves. 

In Fig. 5 the dispersion diagram is illustrated which was pre 
pared on the basic of the Draper analysis and wave spectrums. 

Suspended sediment roeasureinent were done by means of a turbi- 
dity meter and water samples at six points in each vertical, 
at the same locations of the current meter stations. Seabed 
samples were taken at several locations and at all current me 
ter stations. 

The grain diameter D50 varies from 30 y to 30 Op showing three 
types of sediment in the full area. There are zones with full 
sand with D50 = 20 Oy , other areas with a mixture of sand and 
silt with D50 - lOOy and some small areas in which the sedi- 
ment is composed basical by fine sand, silt and clay. 

Other measurement related with the subbottom characteristics • 
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were also done, like subbottom seismic profiles by uniboom 
and sparken technics, and vibrocoring in different location 
from which were obtained 6 m of samples and in some special 
points like the area of installing of the measurement tower 
a case drill hole up to 20 m. soil depth. 

Most of this information, also usefull for sedimentation s 111 
dies,was related with the dredgability of the soil in the 
channels alternatives . 

5. THE PILOT DREDGE 

After the analysis of the data collected from all the area 
along the.existing channel and the alternatives was conclud- 
ed, the pilot dredge was located. The selected area was the 
so called northern route because for the southern alignment 
other areas could be take as a control area, like channel 
sections between buoys 13-14 and 7-8. 

Therefore a test channel of 2000 m long and 70 m wide, having 
a minimum depth of 13,5 m below datum, was dredged during De- 
cember and January 1981-1982. 

Fig. 1 shows the location of the pilot test dredge. 

After the channel was completed, a bathymetric survey were 
done as well as current measurement both on the bank and on 
the channel by means of two self recording meter during 15 days. 

The wave climate was controlled by the wave gage installed at 
Banco del Norte. 

All this information together with a regular sounding each 
three raont, let us to check the sedimentation estimation rate 
providing a proper tool for the calibration of the sedimenta- 
tion formula. An spetial measurement programm for the one year 
survey was carried out in January 1983, which includes measure 
merits of currents, suspendend sediments and bed s ample s o f 1 m 
co re . 

6. SEDIMENTATION ESTIMATES 

A sedimentation estimates metodology was developed on the basis 
of the existing knowledge for areas were the combined action of 
currents and waves acts on the sea bottom sediment. With this 
metodology an estimation of the sedimentation rate were carried 
out for all the different sections of the channel, taking into 
account the different wave action and current patterns that are 
present in each of them. 
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Fig. 6  Channel, definition sketch 

Change in the current filled when the flow cross a dredged 
channel with a given angle, was estimulated on basis of the 
current refraction research conducted at HRS Wallingford 
(Ref. 3) 

That approach was used for every section and for the pilot 
channel, where the previous estimation was obtained. 

The sedimentation in a channel section can be determined by 
the difference in s-ediment transport entering and leaving 
this section. 

Looking to the sedimentation mechanism it can be distinguish 
ed into the following three groups of processes. ~ 

1. Sedimentation due to the combined effect of waves and cu 
rrents. ~~ 

2. Sedimentation due to -gravity infill at channel slope. 

3. Sedimentation or erosion due to an extra inflow which re 
suits from changing hydraulic boundary conditions along 
the channel alignment. 

From the three mechanism recalled, the first one is the most 
important, particulary in the outer area. 

Therefore in the following only we will refer to this one. 

The sediment transport by waves and currents approaching a 
channel under an angle 0 in general decrease due to the de- 
crease of turbulence in the channel. 

The mathematical formulation for the adaptation of the sus- 
pendend sediment in the channel has been given by Freds^e 
(1976) Ref. (4) and Bijker (1980) Ref. 5. 
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As a general approach, sediment transport can be classified in 
bed load and in suspended load. The susoended load could be of 
two origen: the fine sediment from the bed putted in suspen- 
sion by the current and the wash load which is very fine sedi- 
ment(fine silt and clay)already in suspension. 

Looking to the channel scheme Fig. 6 the volume of sedimenta- 
tion in the time At, can be estimated as: 

V ={S, - S2 U) £2- b,) At (1) 
b 1 

whe re 

Si= total load in the bank in equilibrium 

S 2 ( &)    = total load at a distance %_   along the streamline 
from the upstream side slope 

in which assuming that the bed load adapts instantaneously to 
the hydraulics characteristics in the trench, we can write: 

and 

jh ere 

Sr      + S 
f 1     s 1 

s2 U) = s _ + s  (£) 
f 2       S 2 

(2) 

(3) 

S_   = bed load in equilibrium in bed and trench 
£ 1 2 

S    = suspended load in equilibrium in the bank 
S] 

S (£)= suspended load at a   distance Jl along the 
s t reamiine from the upstream side slope 

Foil owing Bijker, the suspended load in a trench due to curr- 
ents and waves, can be written as: 

S  U) = (S   £l - s  ) exp (- ?~—)+ S (4> 
S Slb2 S2 V21I2 S2 

where 

S   = suspended load in equilibrium in the trench 
s 2 r M 

h .    (h.    -   h .    ) /r, 
* 1      *2        * 1  (5) 

hA2(l   -   exp   <-hAl))-   3hAl(1-exD(-hA2)) 

and n*a»    n*2=   value   of   hA   outside   and   in   the   channel   res- 

. n wh, .   wh 2 pectivily   =    L      and     
pi £2 
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where 

E  -  1/6 v.      h 
*cw 

(6) 

and 

V^    •  shear velocity under combined effect of wave and 
current according to Bijker (1967) 

v  (1 + 1 (I   £)2) Vs 
*cv    2    V (7) 

Vg. 
'/ 

VA    =  shear velocity under current alone = —&——-  (8) 

w  =  fall velocity of sediment 

hi, h2=  depth in the bank (1) and channel (2) 

%      =      distance from the channel boundary along the flow 
traj ectory. 

U'  =  maximum orbital wave velocity at the bottom 

V  =  depth averaged current velocity 
1 

5  =  (fw/2g) /2 C (9) 

fw =  wave friction coefficient = 

=  exp (- 5,977 + 5,213 (£) *" °»m) (io) 

(if A/r 1 1,47,  fw = 0,32) 

A =  orbital excursion at the bottom 

3 =  Cb_JL (ID 
Cb2 

Cb2, Cbi = bottom concentration outside and in the 
channel respectively. 

For the calculation of the suspended and bed load in equili- 
brium, on the bank and in the channel, we can use different 
formulae. The first approach used, was to estimate the total 
load by means of the Enge lund-Hansen formulae and then divid. 
ed the result in to bed and suspended transport by means of 
the so call Biiker-Einstein. so J      * 

s = 0,05 (VftCw) C (12) 

5 / 2 h2n g    A D5 0 
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where 

C - Chezy coefficient - 18 log ( 12 h ) (13) 

r = bed roughness 

A = relative density of bed material « ( - ) 

pw 

D50= particle diameter (50% by weight) 

and according to Einstein modified by Bijker since 

S «• S. + S 
f    s 

S - 1,83 S_ (li In  — + I2 ) (14) 
st r 

where I  and I are the well known Einstein integral. 

Following this approach it was estimated the sedimentation a- 
long the different alignment of the designed channel, taking 
into account the different wave and current,influence for each 
section, so waves and current where sch ematized in group, with 
their associated percentage of occurrence. Therefore, the fo- 
llowing formulae was applied 

V = E   V  p (H,T) p (V,cf)) 
s   w, c  wcrw       pc  *Y 

whe re 

V = total yearly sedimentation 
s J J 

p ^H,T)    = Wave percentage of height H and period T 

p  (V, $) =Current percentage of speed V and direction 4> 

V = s edimen tation volume due to waves and currents, 
wc 

This approach was applied to the pilot dredge taking in to ace 
ount, because their short lenght compared with the navegation 
channel, the sediment input from the both ends of the same and 
taking the field measurement current data for the bank and cha 
nnel. 

The result of this calculation, show an average value for the 
yearly sedimentation of about 0,80 m. 

After seven month from the basic sounding of the pilot dredge, 
the sedimentation was higher. Fig. 7 and Fig. 8 shows some cross 
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and longitudinal section of the channel. The averaged sedimen 
tation observed in seven month is about 1 m. 

After this dis s apoin tment , we went back to ower estimation for^ 
mulae and reanalized them. 

First we found that the Engelund-Hansen formula it is very sen 
sitive to the roughness of the bottom, parameter very difficult 
to es timate * 
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Fig. 9  Ripples height due to waves 

Few data from the nature are obtained about the ripples height 
and wave length from the wave action. 

Inman and Dingle data Fig. 9 shows that the prototipe result 
does not follow the laboratory test. Therefore the first thing 
to do was to change to another formulae, like the Bijker bed 
load for current and waves. 

bf c exp  l      yv'        ; (16) 

where 

C  / 
p  = ripple coefficient = ( -zrr)    2 

C* = Chezy coefficient for the grain size D9( 

and taking, according with Einstein the suspended load, for 
which the bed concentration can be computed as: 

Cb 
s£c 

(17) 6,34V   r/g 

with   a   suspended   vertical   concentration   distribution   as   follovs: 
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(18) 

where 

(19) 

k -  Von Karman coefficient 

The result of this calculation shows a less dependence with 
the bed roughness but now an overestimation of the sedimen- 
tation. 

Looking to the results got from the Engelund-Hansen, and the 
Bijker approach, we come to the conclution, that the problem 
were located in the fact that in both methods the suspended 
load were overestimated. 

The reason of that is because the calculation of the turbu- 
lent diffusion coefficient out of the wave boundary layer, 
is made as produced by the combined effect of the wave and 
current• 

As it was shown by Kennedy experiments and by 1SVA measure- 
ments, the sediment concentration due to waves decrease very 
fast as we go up from the bottom, confirmed that out of the 
wave boundary layer the turbulent diffusions is very small. 

On the other hand, also the bed concentration could be overes 
timated if we consider that it came from the bed load by wave 
and current. Therefore, we also modified the bed concentration 
for the suspended load, taking it as due to the current alone. 
So the wave and current action only affect the bed load. 

ROUGHNESS 
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Fig_ 10  Sedimentation estimate in the pilot dredge, using 
different aproach, after seven months 
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"In Fig. 10 we can see the result of these different approach, 
for different roughness criteria applied to 7 month for the 
pilot dredge from February to September 1982. 

7.      CONCLUTIONS 

From the result got up to now, we can conclude, that for the 
estimation of the sedimentation in a channel in the open sea, 
it is still necessary to have a test channel. 

It is also very important to have a complete picture of the 
hydrodynamic behaviour of the area, for which a simultaneous 
and complete field survey its neccesary. 

We point out, also that in order to follow up in the knowled- 
gement of the sedimentation by waves and currents an effort 
it has to be done in field tneas urements, like the ripple forma 
tions and suspended sediment concentration. 

In such a way, we have planning to make careful measurement 
of concentration in the field, near the bottom, both on the 
banks and in the channel. 

The formula currently applied has to be checked, but in the 
mean time we can conclude that the Bijker formula can be used 
but taking for the suspended load the turbulent diffusion coe 
fficient as derived from the current alone. 

REFERENCES 

1.- Hasselman, K., et. al, "Measurements of wind-wave growth and 
swell decay during the joint north sea wave proyect (JONSWAP)", 
Deudsches Hydrographisches Institute, Hamburg, 1973. 

2.- Dobson, R.S., "A programme to construct refraction diagram- and 
compute wave heights for wave into shallowater" 
Civil Engineering Department, Stanford University, march 1967. 

3.- HRS Wallingford, "Laboratory Studies of Flow across Dredged 
Channels". Report N ° ex. 618, 1973. 

4.- Freds^e J. "Sedimentation Studies on the Niger River Delta" 
Proc. of N° 15   Coastal Engineering Conference, Chapter 126, 
Honolulu 1976. 

5.- Bijker, E.W., "Sedimentation in channel and Trenches",Proc. of 
17*-n Coastal Engineering Conference, Sydney, 1980. 



SPENDING BEACH BREAKWATER AT SALDANHA BAY. 

Ir. D. Zwemmer*, Ir. J. van 't Hoff** 

1. ABSTRACT. 

This paper describes the design and construction of a sand breakwater 
at Saldanha Bay exposed to the severe swell conditions of the south 
Atlantic. 

The design of this spending beach breakwater was aimed to establish a 
seaward profile with sufficient "playroom" to incorporate profiles re- 

sulting from extreme wave conditions. 

As far as the construction is concerned the emphasis is put on the 
sandlosses during execution of the works. 
Finally the designed profile is compared with the actual established 
beach profile. 

2. INTRODUCTION. 

Saldanha Bay is situated some 110 km North West of Cape Town, South- 
Africa, on the Atlantic Coast. The bay has a wide entrance between pro- 

truding peninsulas which makes it one of the best natural harbours of 
the southern part of the African Continent. Through the centuries the 

bay has been used as a harbour of refuge by passing explorers and East 

Indiamen. Had it not been for the lack of fresh water, Saldanha Bay 
would have been developed as a major port long ago. Because of its 

proximity to deep water and the relatively few engineering works re- 
quired, Saldanha Bay was chosen to be developed as harbour terminal 

of the iron ore export scheme, undertaken by the South African Iron & 
Steel Industrial Corporation Ltd. (Iscor). 

D. Zwemmer.   Director Ingenieursbureau Ir. L.W. Lievense, Breda. The Netherlands. 

*"J. van *t Hoff. Head engineering department. Van Oord-Utrecht N.V. The Netherlands. 
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In order to enlarge the existing sheltered area of the inner bay, the 
northern peninsula Hoedjies Point was extended by a breakwater to 
Marcus Island situated in the middle of the entrance to Saldanha Bay 
(see illustration 1). 
This breakwater was designed and constructed as an artificial sand 
beach on which the waves would spill and thus gradually dissipate their 
energy, hence the name "spending beach breakwater". This article des- 
cribes the design and construction of the "spending beach". 

ill. 1. General lay out of harbour configuration at Saldanha Bay. 

3. BASIC INFORMATION. 

3^-U_Wayes. 

During a period of two years, preceeding the design period, wave 
heights were measured at five different locations in the bay (ill. 1). 
Simultaneously "deep sea" wave heights, directions and periods were 
measured. The measurements were executed by the Council of Scientific 
and Industrial Research (C.S.I.R.). 
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At measuring station 2 situated just seaward of the proposed breakwater, 
at a depth of approximately 25,00 m below CD. the results show the fol- 
lowing: 

Table nr. 1 Station 2 

Frequency exceeded H 
s 

H > H 
s   s 

T 
s 

T 
s 

m m sec. sec. 

50 
10 
5 
1 

1,75 
2,90 
3,40 
4,50 

3,70 
4,10 
5,15 

13,4 
15,3 
15,7 
16,6 

The maximum significant wave height 
recorded at station 2, was Hs = 
4,90 m, corresponding with a deep 
sea wave height (significant) of Hs 
= 8,50 m. The wave height probabi- 
lity curves given in illustration 2 
show the frequency of exceeding of 
Hs at station 2 and the centre part 
of the breakwater. 

The predominant deep sea wave di- 
rections are south-south-west and 
south-west. Measurements obtained 
by means of clinometer-readings 
show SSW 43,9 %  of the time, 
SW 37,0 %  and S 10,1 %. 

2. Wave height probability curves in 
station 2 and in the centre part 
of the breakwater. 

Due to the configuration of the entrance of the outer bay, the combi- 
ned effect of refraction and diffraction, forces the incoming deep sea 
swell to pass Marcus-Island with only a slight variation in wave direc- 
tion. 

A diffraction-refraction model built to acquire an insight into the wa- 
ve reduction in the lee of the proposed breakwater, was also used to 
obtain photographs of the wave pattern of the area between Marcus Is- 
land and Hoedjies Point peninsula. Photographs were taken for different 
deep sea wave directions and periods. Aerial photographs taken of the 
actual wave crest patterns of know deep sea conditions, showed good 
correlation with the corresponding photographs of the model tests. An 
example hereof is given in illustration 3. 

3i2._Wind. 

Wind speed and direction were measured at Elandspoint, situated due 
south of Marcus Island, during the period March 1971 to February 1974. 

The SSW-direction is the predominant wind direction with an average 
wind speed of 7 m/sec. The average windspeed during spring is 
8,5 m/sec. 
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3131_Tides. 

The tides are as follows: MHWS : 1 
MLWS : 0,26 m ; all related to CD 

,76 / MHWN : 1,26 m / MLWN : 0,76 m / 

3.4. Currents. 

As only a feu/ current measurements were made, only approximate values of 
currents could be established. Currents at a depth of 10 m in the north 
channel went up to 0,15 m/sec. during ebb-tide and to 0,24 m/sec. du- 
ring flood-tide. The direction of the tidal currents was almost perpen- 
dicular to the line Hoedjies Point - Marcus Island. Wave induced cur- 
rents could not be distinguished. 

-iti  Geology °£_the_sea-bed. 

A seismic survey related to some borings in the area of the proposed 
breakwater showed that the bottom generally consists of compacted sands 
on top and in between layers of calcareous material varying in hardness. 
At the lee side (north-east) of Marcus Island some loose sand layers 
could be distinguished. At some places (Blinkklip Rock) granite outcrops 
stick through the bottom layers. The shoreline of both Hoedjies Point 
and Marcus Island consists of huge outcrops of solid granite and boul- 
ders. 

ill. 3. Loose sediments overlaying calcareous material, sandwinning areas. 

316._Available building material. 

As millions of m* of sand were reguired to build the spending beach 
breakwater, intensive soil investigations were carried out, comprising 
several sonar surveys, drilling/probing using a self elevating platform 
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and a shallow water structure placed on the bottom, also washborings 
were made using a floating platform. 

In the Saldanha Bay area the basement is formed by the so called "Cape 
Granite". Drilling results showed that the buried granite surface is 
highly irregular. In this basement the valleys are filled in with recent 
and subrecent material, gently sloping down in the seaward direction. 
The infill material consists mainly of loose and compacted sands with 
layers of cemented, sand and calcrete, differing in hardness. 

The areas where loose sediment is overlaying calcareous layers, are in- 
dicated on illustration 3, being the outcome of an extensive sonar sur- 
vey. As main sandwinning areas could now be distinguished: 
- Salamander bay area of which approximately 19 x 10° sand could be ob- 

tained and the 
- navigation channel, with a total quantity of 7,5 x 10° ETK including 

large quantities of cemented sands and calcareous materials. 

A typical drilling of the area of the navigation channel is also given 
in illustration 3. The medium grain size diameter of the numereous sam- 
ples varied considerably. The Salamander bay area showed some small 
areas of decomposed granite (600 p) excellently suitable as building ma- 
terial for the breakwater. 

4. DESIGN. 

4.1. General. 

In an early stage of the design, after discussion with the Delft Hydrau- 
lic Laboratory, it was decided not to execute an extensive model study 
as this could not give sufficient reliable results within the available 
time, but to establish a design based on the knowledge obtained from 
literature and on the measurements of comparable existing beaches. In 
the design two main items can be distinguished: 
a_. the horizontal alignement and 
lb. the seaward profile. 

The horizontal alignement of a beach in general, must be designed in 
such a way that the predominant wave direction will always impinge per- 
pendicular to the beach in order to prevent lateral transport of mate- 
rial. 
It shall be clear from the geography of the bay that the location of 
Marcus Island in relation to Hoedjies Point offered a unique possibility 
to build an artificial cove as a natural extension of North Bay beach 
(see illustration 1). 
As other kidney-shaped beaches exist in the area, it was quite a chal- 
lenge to try to design an artificial beach which could withstand the in- 
coming ocean swell having its origin in the "roaring forties". 

The seaward profile in general depends on the size of available sediment 
and the local wave conditions. Since wave conditions vary continuously, 
a single stable equilibrium profile cannot exist. The equilibrium state 
will thus be of dynamic nature, continuously adapting itself to the mo- 
mentary wave climate. 
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The design was aimed to establish a seaward profile, with sufficient 
"playroom" to incorporate profiles resulting from extreme wave condi- 
tions. 

4.2. Horizontal alignment. 

For different deep sea 
patterns between Hoedji 
model test, are shown i 
posed breakwater was de 
the weighted average of 
Taking into account the 
the location of Marcus 
water was now fixed, r 
in the area. 
The width of the beach 
variation of the low wa 
and secondly by the var 
the wave height. 

wave directions and wave periods, the wave crest 
Point and Marcus Island, as observed in the 

illustration 4. The low-water line of the pro- 
termined parallel to a fictive wave crest being 
the different wave directions and periods, 
extended low water line of North Bay beach and 

Island, the low water line of the proposed break- 
fleeting the kidney-shape like so many beaches 

was determined by two factors. Firstly by the 
ter line being dependent on the wave direction 
iation of the seaward profile being dependent on 

WEIGHTED  AVERAGE   OF   WAVE   CRESTS   FOR 
ALL   DEEP   SEA WAVE  DIRECTIONS   AND   PERIODS 

WAVE   DIRECTION :   SSW       ( DEEPSEA ) 
PERIOD:    10         12         14         16         IB 
CODE     :  

ill. 4. Wave crest patterns according to model studies. 

When a wave approaches 
generated. This breakim 
the component of the wa1 

current generated by thi 
the proposed breakwater 
The longshore transport 
angle of wave approach, 
stop as the shoreline i 
Studies of a.o. Bascom, 
profile and large areal 
time. It was therefore 
adapt itself rather rap 

the beach at an angle a longshore transport is 
g wave and the movement of sediment is caused by 
ve in the longshore direction and the longshore 
e breaking wave. Tidal currents in the area of 
could be considered negligible. 

, being dependent on the wave energy and the 
should gradually decrease and finally come to a 

s shaped into line with the incoming wave-crests. 
Inman, Rusnak showed large variations in beach- 
movements of sand in relative short periods of 
assumed that the horizontal alignment should 
idly to a change in wave direction. 
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The width of the beach (shore) should thus be able to "accomodate" all 
the low water lines corresponding with the different deep sea wave di- 
rections. For other kidney shaped beaches in the area, although no 
beach measurements were taken over long periods, the verbal opinion of 

local fishermen indicated only minor changes in the low water line. 

4.3._Seaward_profile. 

4.2 -1 • __General_u 

The design problem was approached as being two-dimensional, i.e. the de- 

sign of a cross-section which remains in equilibrium when subjected to 
local wave conditions, consistent with size and amount of available ma- 
terial. 

This two-dimensional approach was considered acceptable due to the fact 
that tidal currents after the closure of the gap between Hoedjies Point 
and Marcus Island should be negligible, while generated longshore trans- 
port should always fade out the source of its origin, i.e. decrease the 
angle of wave approach by re-shaping the beach. 

The main profile changes are limited to be inshore zone. A seaward pro- 
file is considered stable when in the long run the offshore transport 
equals the onshore transport of material. As the waves tend to change 

periodically, the profile adapts this change and in general a "summer" 

or step profile and a "winter" or bar profile can be distinguished. Un- 

der rough weather conditions a "winter" profile is formed with a shore 

line which may move landwards over a considerable distance. Large quan- 
tities of sand are then transported in the direction of the sea, where 
they are "stockpiled" in the form of one or more sand ridges or "bars". 
In calme weather the waves will gradually shift this sand back towards 

the shore. 
There is accumulation of coarse sediment in zones of maximum wave ener- 
gy dissipation and deposition of fine sediment in areas sheltered from 
wave action. This phenomenon is called sediment sorting. 

4_.^•2.^he_offshore_  re^ioru 

Waves travelling towards the projected breakwater, eventually reach a 
depth where the water motion near the bottom begins to effect the sedi- 

ment on the bottom. 
The water motion immediately above the sediment bed then exerts enough 

shear to move sand particles. This depth is called the incipient depth 

and is determined by the sediment size and wave characteristics. Ini- 

tially only very fine material oscillates in the direction of the wave 
and as the water depth decreases coarser sand particles will be moved 
back and forth in ripples. 

In order to determine the incipient depth it is necessary to calculate 

both the orbital velocity immediately above the seabed and the thres- 
hold velocity at which erosion of the bed material takes place. The or- 
bital velocity is calculated as follows: 

u  2 IT (h - z) 
,.     cosh .  ;  

U = 0,7 *  * H A 

T . ,    2 IT h 
sinh . —r— 
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The threshold velocity at which movement 
puted as follows: 

)f sand grains occurs, is com- 

4,5 [ log 12 h 
4 d 

50 

while ^£ = log 32 - log d50 
\iz      log 8 (h-z) - log d^g 

Since no sudden major sand transport takes place in the offshore region 
(no "storm" and "summer" profiles), it is assumed that the bottom confi- 
guration is determined by median wave conditions. Table nr. II gives the 
median wave conditions for the different u/ater depths, as well as the 
Hq 5 %  wave conditions. 

Table nr. II 

h in m 

H 50 %  T, 
s 

= 13,4 sec. H 5 %,   T = 
s 

15,7 sec. 

H in m 
s 

A in m H in m s A in m 

deep 1,84 280 3,47 384,5 
30 1,73 202 3,35 246 
25 1,75 188 3,40 236 
20 1,79 171 3,56 207,5 
17,5 1,82 160 3,64 192,3 
15,0 1,87 148 3,73 180,7 
12,5 1,93 140 3,89 165,3 
10 2,01 126 4,08 146,3 

It is assumed that transport of bot- 
tom material takes place above the 
"apparent" bottom in a band of appro- 
ximately 0,75 x the height of the 
ripples. The ripple height is appro- 
ximately 0,10 x the water depth. 
The graph of illustration 5 shows 
that for median wave conditions 
200 \i    sand starts to move at a 
depth of 26,25 m and 300 p sand 
at a depth of 18,90 m. 

"'•C ~^=~- 
r—=r- -•:< 

! 

ill. 5. Critical velocity for D = 200 p 
and D = 300 u 

The equilibrium slope developing in the offshore region can be estima- 
ted using the following equation: 

2     2 
.      . .    15,23 Hn

i    d 
k  „ ,h i  .   .  k     '   0 

sin a = -^ . f. (r—;, wherein -^  =   _ . 
0 T" A 0 • d 50 
. ,2 ,2  TT h, 

cotgh (—^—) 

50 
l-Y*)   •   0, 57 and 

X 
f  (—) - 1  X'   . .2 2 TT h  2 TT h 0   smh  —:— + -—^— 
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The results of the calculation are given in table III. 

Table nr. Ill H 50 % H . 50 % H 
s 

5 !S 

waterdepth d50 = 300 p d50 -  200 u d50 = 300 u 

30 m 1 : 28 
25 m 1 . 76 1 54 1 17 
20 m 1 49 1 34 1 12 
15 m 1 29 1 20 1 7 
12,5 m 1 : 18,5 1 : 13 1 : 4 

4.2-2-_Tlie_b£ea^kiLn£ dep_th. 

To estimate the depth at breaking, it is recommended by the Shore Pro- 

tection Manual to use the empirical relationship between db/Hb and 

H(-,/gT^ as derived from various beach slopes. 

Station 2: 

H  > H  IS: 5,15 m 

= 25 m 
= 16,6 sec. 

X      = 430 m 

25 

430 
= 0,0581 

HI 
1,0 = 5,15 m 

5,15 

430 
0,012 

For H > H 50 

slope 1 : 
slope 1 : 

slope 1 : 

slope 1 

50 
30 
20 

Hb = 7,11 m 

Hb = 7,62 m 
Hh 

50 

,14 m 

dh = 3,30 m 

dh = 7,96 m 
dD = 8,08 m 

db = 7,81 m 

4.2-4. _Th e_i nsho^re_regipn. 

At the time of the initial design, "inshore" equilii 

not be calculated theoretically. A great number of 
of existing beaches in the Saldanha Bay area and at 
were compared with regard to wave attack and median 
This comparison indicated that an inshore profile s 
a sand of d$Q = 300 u should be a safe estimate. In 
designed profile is compared with the actual profil 
beach. The so called "sorting effect" of the sand g 

file should result in steeper slopes and thus incre; 
mr. D.H. Swart published a method of calculating th 

le of the so called D-profile (developping profile) 

the theoretically calculated D-profiles (part below 
are given for Hs 50 %,  Hs 10 %  and Hs 5 %  wave cond 

4^ 2 • 2 • _T h_e_f ojre s ho re_(|Deach_ _face)_. 

Numerous field studies showed that there is a good correlation between 
median sand diameters and the slope of the foreshore. The foreshore 
(beach) slopes of the existing beaches around Saldanha Bay are corre- 
sponding closely with the data of these field studies. For an exposed 
beach and a medium grain size diameter of the sand of 300 y, the slope 

of the foreshore shows 1 : 35. 

brium profiles could 
underwater profiles 
other locations 
sand grain diameter, 
lope of 1 : 35 with 
illustration 6 the 

es of North Bay 

rains along the pro- 
ased safety. In 1974 
e equilibrium profi- 

In illustration 7 
still water level) 

itions. 
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ill. 6. Comparison of designed profile with the actual profiles of North Bay beach. 

ill. 7. Theoretically calculated D-profiles, spending beach design and actual pro- 

files. 
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iL-^.'^.'-.l'he^'se^-up^. 

"Set-up" due to wave action is that phenomenon whereby the average wa- 
ter level along the beach rises above that encountered under so called 
still water conditions. According to Bowen the set-up "z" depends on 
the breaker height H^ and amounts to a maximum of z = 0,25 H^. 

Assuming again the Hs > Hs . 1 %  wave conditions: 
Rs > Hs 1 %  : 5,15 m (at station 2), Ts = 16,6 sec, A 0 = 430 m. 

Hb = 7,62 m. HB 

Z = 0,19 [ 1 - 2,82 / (-^ ) ] . HB = 1,23 m 

Since a "storm" profile could develop in a very short space of time the 
breaker depth dj-, must be measured below CD. = M.L.W.S. The maximum 
height of the set-up "z" must be added to M.H.W.S. The maximum height 
of the wave run-up thus becomes 1,50 m (tide) + 1,23 m = 2,73 m+ CD. 
The design height of the berm crest was established at 3,00 m+ CD. 

A *2. • Z • TJhe__b£^c]<-^hore^. 

Inland of the upper limit of wave set-up is called back-shore. The in- 
land crest or berm crest could be overtopped by extremely high waves in 
which case the overtopping water flows down the so called deflation 
plane. Initially this plane was given a width of 20,00 m in order to 
take care of the changes in horizontal alignment. The final safety bar- 
rier (dike) was given a height of 8,00 m+ CD. (see ill. 8 ).  As a 
result of the applied construction method, a stone wall was dumped at 
the proposed low water line up to a height of 4,00 m+ CD., the width 
at the crest being approximately 6,00 m. This relatively small stonewall 
consisted of quarry run 0-4000 kg. The stone crest was incorporated in 
the construction by filling the now 120 m wide plain between this stone 
crest and the root of the safety barrier up to a level of 3,10 m+  CD. 

It shall be clear that this small stone wall prevented the foreshore 
(beach slope) to develop initially. It was assumed that the stone wall 
would finally disperse, due to wave action, below a level of M.H.W.S. 
with a seaward slope of approximately 1:4 - 1:6, thus offering an addi- 
tional safety. The presence of this stone wall should also fix the ho- 
rizontal alignment. Only the sand profile seaward of this wall could 
adapt itself to changes of incoming waves, resulting in varying depths 
just seaward of the wall. The final design profile is given on illustra- 
tion 8. 

ill. 8. Designed cross-section of spending beach breakwater. 

5. CONSTRUCTION. 

For the construction of the spending beach breakwater about 20 million 
rrr of sandfill was required. 
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The main volume of sand was obtained from the winning area due east of 
Salamander Bay (see illustration 3) while an additional amount of ap- 
proximately 7 million rrr became available during the dredging of the 
navigation channel. 
The initial programme showed the construction time of the breakwater to 
be one year. However, during the first months of construction it ap- 
peared that the estimated production quantities in the winning areas 
were far too optimistic. This was mainly due to the fact that the sand 
grains were more cemented than anticipated which lowered the concentra- 
tion of the sand-water mixture flow towards the suction pipes of the 
trailhoppers. As a consequence additional dredgers had to be mobilized 
in order to finalize the construction in time. 

The breakwater was built in two stages. The first building stage com- 
prized the dumping of sand in the profile by means of hopper dredgers 
up to a level of 6,6 m~ M.L.W.S. for which approximately 15 million rrr 
of sand was required. The second building stage, being the closure of 
the upper part, was realized by the joint-effort of shallow draft hop- 
pers and two big cutter-suction dredgers. 

The closing started from Hoedjies Point in the lee of which the two cut- 
ter-suction dredgers operated initially. After the above water part pro- 
truded some 600 to 800 m from Hoedjies Point, one of the cutter-suction 
dredgers was moved in the lee of this above water part to recover sand 
from the underwater stockpile as well as the sand that was forced out of 
the profile due to wave action. It only took three months to close the 
"superstructure" of the spending beach breakwater, sometimes loosing 
some meters in the battle against a roaring Atlantic swell but always 
recovering quickly when the swell subsided. 

5.21_The_first building_stage_(see_bottom_up_to_6,60 m~ M.L.W.S.) 

The underwater mound was built of dredged material dumped into profile 
by hopper suction dredgers, the big hopper dredgers filling in the dee- 
per parts and the smaller hoppers the shallower areas, always taking in- 
to account loaded draft and wave conditions. The local seabottom consis- 
ted of calcareous material interchanged with cemented sand layers and 
some loose sand. The original water depth varied from 16,00 m to 20,00 
m below chart datum with steep granite slopes towards Marcus Island and 
Hoedjies Point. The dumping of sand by means of the different types of 
trailhoppers was carefully programmed and adjusted weekly in order to 
obtain a seaward under water profile closely approximating the designed 
profile. 
On the 30^n October 1975 the underwater mound was considered to be com- 
pleted, having at that time an average height of 6,60 m~ M.L.W.S. 
The quantities dumped into the underwater mound together with the spen- 
ding beach stockpile, measured by shiploads, showed the following: 

"Humber River" (big trailhopper) 10,200,000 m3 

"Willemstad" (med. trailhopper) 3,900,000 m3 

"Volvox Zelandia" (transmundum type)       3,300,000 m3 

"Geopotes 12" (transmundum type) 1,100,000 m3 

"Queen of Holland" (cutter-suction) *)     1,900,000 m3 

Total 20,400,000 m-* 
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*)  During the first vain attempt to close the spending beach, the cutter-suction dredger 
"Queen of Holland" pumped 1,900,000 m3 into the spending beach, which quantity settled 
mainly below a level of 6,60 m minum M.L.W.S. and as such had to be added to the un- 
derwater mound. 

The total quantity of 20,400,000 m3could be divided into 19,100,000 m3 

for the underwater mound and 1,300,000 m* for the spending beach under- 
water stockpile, situated at the lee side of the underwater mound along 
a  distance  of 800 m  from Hoedjies Point. 

The  volumes  of sand,   including  sandlosses,   measured  in  situ  as  the  dif- 
ference of the  initial  soundings  and the  soundings  at  the  day  of comple- 
tion  of the  underwater  mound   (30^n  October  1975)  were as  follows: 
.   underwater  mound 15,200,000 m3 

.   stockpile  spending  beach 1,100,000 m3 

.   sandlosses   (measured  outside  profile) 900,000 m3 

Total 17,200,000 nv5 

In  the cross  section  of illustration  9  the  underwater mound,   stockpile 
and  sandlosses  are  indicated.   The  locations  of the  stockpile areas 
which were  prepared  during  the  first  building stage,and  used  for  the 
closure  of the  upper  part  during. 

•^—SS—rj 

UNDERWATER MOUND 
15,200.000 m3 

ill. 9. Cross section of spending beach after completion of stage I, including sand 

stockpile and sandlosses. 

The difference between the so called shipload quantities and the actual 

in situ measured quantities, totalling up to 3,200,000 m3, can be attri- 

buted to the following: 
a_. Settlement of the subsoil as a result of the sandweight. Taking into 

account the results of the drilling in this area an average settle- 
ment of 0,15 m over an area of 1,800 x 400 m was considered as 
reasonable: 1,800 x 400 x 0,15 « 100,000 m3. 

b_. Too high estimates of shipload quantities as a result of: 
1) sand remaining in the ship holds during discharging (dumping). 
2) ratio between solid and loosely packed sand. 

3) loss of very fine material during the dumping process. 
This very fine material settled in a large area outside the beach 
profile in a thin layer on top of the existing seafloor not no- 

ticeable by echosounding. 
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The experience gathered at Saldanha Bay justified a reduction of 18 % 
for the bigger trailhopper dredgers and 12 %  for the "transmundum" type 
of trailhopper dredgers. These reduction applied to the given quanti- 
ties, give: 
0,18 (10,200,000 + 3,900,000) + 0,12 (3,300,000 + 1,100,000) = 
3,100,000 m3. 
Total: (100,000 + 3,100,000) = 3,200,000 m3. 

Sandlosses underwater mound. 

According to the in- and out surveys of the construction area the total 
volume of sand which eventually arrived outside the construction limits 
was 900,000 m3 which is 3 %  of the total measured quantity. A more com- 
plete insight in the distribution of the volume of sandlosses as found 
after stage I of the spending beach was completed, can be obtained from 
illustration 10. This illustration shows the quantities of sand leeward 
of the underwater mound including losses and stockpiled sand per section 
of 100 meter across the length of the breakwater. The outer boundary of 
the transported sediment is also indicated; as an average the sand was 
transported upto ca. 500 m behind the stockpile area. 
The biggest quantities of sandlosses were found near Hoedjies Point. 
This is explained by the fact that the construction of the underwater 
mound started from Hoedjies Point and from there was gradually extended 
towards Marcus Island. 
It is interesting to note that these sandlosses did not contribute to 
the volume of sand in the stockpile area. The total quantities dumped 
in this area as measured from the shiploads and reduced with the above 
mentioned reduction factors were as follows: 
. "Number River"  1,200,000 x 0,82 =   980,000 m3 

. "Willemstad"      100,000 x 0,82 =    80,000 m3 

. "Beachway"        35,000 x 0,88 =    30,000 m3 

. "Geopotes 12"      50,000 x 0,88 =    40,000 m3 

1,000,000 m3" 

which quantity approximately equals the measured quantity of 1,100,000 
m3 in the stockpile area. 

5.5^_The_second_building_area_stage_^6i60_m~_C^D^_up_to_3^50       . 

A * ]i • JL • Tjne temp_o rary _b re ak water. 

The first vain attempt to close the gap between Hoedjies Point and Mar- 

cus Island, resulted into a small beach around Hoedjies Point, shading 
off into part of the underwater mound. 
This beach in conjunction with the depth contours of the underwater 
mound, existing during June-September 1974, caused a most unfavourable 
refraction-diffraction pattern, focusing the waves at the area of Smit- 
winkel Bay, in which the village of Saldanha and her different fish- 
factories are located. During the winter-period of 1974, storms caused 
therefore considerable damage to moored ships, quaywalls, small jetties 
etc. As the second building stage was scheduled for the period November 
1974 - April 1976, a second winter-period had to be confronted. To se- 
cure the shelter of the existing fishing harbour area, it was therefore 
decided to build a so-called temporary breakwater. This breakwater, pro- 
truding from the lee side of Hoedjies Point, served at the same time as 
the outer limit of the sand stockpile nr. I behind Hoedjies Point (see 
illustrations 11 and 12). 



1262 COASTAL ENGINEERING—1982 

A 

'«•>'' ''>'• 

':'::J 
LC SSE: '.' \\ 

\ , a 
/ I   SP EN )IN JEA CH 

•^ > J: ST DO tpil E •:S'- 

V-s 

-0    -4    -2      0     2      4      8      B     10     12     14     18    18    20    23   34    28    28    30    32    34    38    38 

DISTRIBUTION   OF   SAND VOLUME   LEEWARD   OF UNDERWATERMOUND 
BEFORE   START  OF CONSTRUCTION  STAGE II 

OUTERBOUNDARV OF TRANSPORTED   SEDIMENT 

ill. 10. Distribution of transported sediment. 



SALDANHA BAY BREAKWATER 1263 

111. 11. Aerial photograph of Hoedjies Point at the beginning of the second building stage. 

.... „.--). 

HOEDJIES   .POINT 

ill. 12. Operation of cutter suction dredgers at the beginning of the second building 
stage. 
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5_.3_. 2_._W£rk_ij2g_s£heme_ ^nd_ _sajidjirodu£ti_qn. 

The required amount of material for this second building stage compri- 
zed approximately 5,000,000 m-5. 
To minimize the sandlosses a continuous high production was essential. 
For the "final attack", which started from Hoedjies Point two cutter- 
suction dredgers were used, having a joint production of approximately 
500,000 m^ per week, assisted by three transmundum type, shallow draft 
hoppers with a total weekly production of about 250,000 rrr. 
Both cutter-suction dredgers operated initially in the lee of Hoedjies 
Point. One of these dredgers was operating in an earlier prepared stock- 
pile (2 million rrr) while the other obtained his material from a bor- 
rowpit, continuously refilled by the bigger trailhopper dredgers. (See 
illustrations 11 and 12.) While the "above-water" part of the breakwa- 
ter was striding along towards Marcus Island, the three transmundum 
type hoppers were used to dump immediately in front of the above-water 
part, taking full advantage of their horizontal sliding bottom doors. 
A second underwater stockpile has been prepared behind the first 800 m 
to 900 m of the future breakwater, which stockpile was increased by the 
losses during the construction of the adjacent superstructure. As the 
construction of the superstructure progressed one of the cutter-suction 
dredgers, advanced from the stockpile no. 1 into the created shelter of 
the partly finalized breakwater. The complete sand transport scheme is 
given on illustration 12. The working scheme was adapted weekly in or- 
der to optimize the output of this expensive dredging fleet. 

A • 1. • 2.' __TJ2e_sjjp^rs^tr^uctjjr^. 

The construction of the temporary breakwater in the lee of Hoedjies 
Point has learned that a stone wall located at the proposed low water 
line, with its crest at approximately 4,00 m+, protruding seawards like 
a knife-edge, considerably restricted the amount of sand washed away 
from the head. 
It proved that a relatively small stone wall (average 120 ton/m-*-), com- 
bined with the pumping of sand at the seaside some 150 m distance behind 
this head, offered the best progress. The wave forces transported the 
sand along the seaward profile as well as longitudinally towards the 
"knife-edge" of the stone head. 
Directly in the lee of the protruding stone-wall the sand settled and 
here bulldozers were used to push up the sand towards the backside of 
the wall. Sand accretion also took place in the deeper areas just in 
front of the head. As soon as the level here reached 0,00 m, stone was 
backtipped, shifting the spear head (knife-edge) forward again, as can 
be seen on illustration 13. This illustration also gives an impression 
of the enormous size of the breaking waves as compared to the size of 
the truck. Every 50 m a pipe branched off running through the small 
stone wall towards the seaside. It very quickly became clear that for 
the majority of the time, the seaward outlets had to be operated, ma- 
king use of the waves to carry out the further transport of the spoil. 
Hydraulic fill directly in the centre part of the spending beach was 
restricted to a distance of 150 m, backwards from the head in order to 
minimize sandlosses. The cutter production system was gradually impro- 
ved during the course of the construction i.e. the lay out of the dis- 
charge pipelines and rubble mound dam and also the progress of the 
rubble mound. 
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The "safety barrier" with its crest up to 8,00 m+ CD. was made in the 
orthodox way by hydraulic fill in between sand walls. 

ill. 13. Protruding stone wall shifted forward and acting as knife-edge. Note the size 
of the breaking waves. 

The above described construction method made it possible to realize the 
closure in 14 weeks with a minimum loss of sand and two months ahead of 
schedule. The progress is made visible in illustration 14. 

The maximum significant wave height encountered during construction was 
Hs = 3,30 m (7-12-1975). At station no. 2, some 1,500 m seaward of the 
crest line of the spending beach, the Datawell wave rider buoy measured 
a maximum wave of Hm = 5,05 m (Ts = 14,5 sec) at that day. 

The amount of stone per m-*- increased during periods of heavy wave at- 
tack. It only happened once that an earlier reclaimed area had to be 
returned to the sea. 

On December 17^n 1975, while about 800 m of the 1,900 m gap between 
Hoedjies Point and Marcus Island was brought above water, current 
measurements were executed over the remaining part of the underwater 
mound (average depth 6,60 m~). Wave conditions were moderate Hs = 1,75 
m. Tide difference 1,30 m. Maximum current measured over a full tidal 
cyclus 0,30 m/sec. 

Grain-size diameter. 
During construction of the underwater mound a great number of bottom 
(grab) samples was taken mainly at depths between 7,00 m~ and 8,00 m" 
CD. The median grain-size diameter varied between 110 u and 220 u. 
The material of the superstructure however, proved to be much coarser. 
The average of six drillings made in the sand stockpile nr. 1 showed 
53 %  above 210 u and 35 %  above 420 p. Samples taken from the cutter-suc- 
tion dredger "Western Chief" gave an average of 370 u for the median 
grain-size diameter. Unfortunately no bottom samples on the seaward 
slope were taken after completion. 
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ill. 14. Progress of superstructure of spending beach breakwater. 

As a result of the way of execution (pipe outlet on the seaside), the 

so called sorting effect started already during execution: the finer 

sand particles being washed away more easily by the waves and the big- 
ger sand particles settling earlier. It can therefore be concluded that 

the median grain-size diameter of the seaward slope on average is in 
excess of 300 p.. 

A*Z'^'_Sa_nd_lcjsses_ ^e^ond^buiJ^dinc^ s_tage_. 

Sand losses of the superstructure were calculated up to 4-2-1976, being 
the data the connection with Marcus Island was realized. The quantities 
brought into the superstructure during the period from 30-10-1975 up to 
4-2-1976 measured as follows: 

. Transmundum type of trailhoppers 2,220,000 m3 

Reduction factor to obtain solid m3 x 0,88 ~ 2,000,000 m3 

. Cutter-suction dredgers -•• 5,100,000 m3 

Calculated solid m3 - 7,100 000 m^ 
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The volumes of sand measured in situ as the dif- 
ference between the depth soundings of 30-10-1975 
and 4-2-1976 ~ 5.600.000 m3 

The total losses comprise 21,1 %  of the total sand production during 
the second building stage. 

The losses were defined as quantities shifted outside the required pro- 
file by wave action, currents etc. The majority of the losses of the 
first 900 meters of spending beach accumulated in the stockpile area 
number II and were recovered by the cutter suction dredger "Queen of 
Holland" in building the second half of the superstructure. 
As the construction of the superstructure proceeded the dredging pro- 
cess improved. This can be illustrated by comparing the sandlosses which 
occurred during the construction of the first 900 meters with the sand- 
losses which occurred during the construction of the remaining second 
half of the superstructure. They were respectively 29,7 %  and 11,8 %  of 
the corresponding sand productions. 
This reduction in losses can be ascribed to 
- less wave action during the construction of the second half of the 

superstructure 
- improvement of the fill distribution in the reclaim area. 

6. CONCLUSION. 

After the construction was finished, echo soundings were performed at 
regular intervals during the period 1976-1979 in order to establish the 
seaside slope of the spending beach breakwater. An example of these ac- 
tual measured profiles is given in illustration 7. 

1) Comparison between the designed profile and the actual measured pro- 
files show a good correlation. 

2) This seaward profile up to a depth of approximately 6.00 m~ is very 
simular to Swarts D-profiles. Correlation with Technical Memorandum 
126 is poor, specifically in the shallower areas. 

3) None of the numerous echo soundings show an underwater bar which 
could be explained by the fact that the wave seasons have only minor 
differences. 

4) The relatively small stonewall - used during construction to minimize 
sandlosses - has shaped into a protective layer around the area of 
low water and as such fixes the low water line of the seaward pro- 
file. 



SAND MOVEMENT INTO CARMEL SUBMARINE CANYON, CALIFORNIA 

by 

J.R. Dingier and R.J. Anima 

ABSTRACT 

Carmel Submarine Canyon heads in shallow water near Monastery 
Beach at the southeast corner of Carmel Bay, California, U.S.A. 
Very coarse sand, shaped into large oscillation ripples, covers 
the narrow shelf between the beach and the canyon; when this sand 
enters the canyon head, it lies at angles as great as the angle of 
repose. In some areas, these sand slopes show evidence of active 
grain flows in the form of downslope-coarsening, inversely graded 
deposits. 

The results of a dyed-sand tracer study adjacent to the 
canyon show that sand moved canyonward during the summer of 
1979. Initially the dyed sand, which had been shaped into an 
oscillation ripple in the center of a 20-m by 60-m grid, moved 
offshore en ma sse. After a few days, though, the dyed sand 
dispersed with the center of mass moving canyonward. 

As wave-transported sand accumulates along the canyon rim, 
the upper slopes oversteepen, thereby causing some of the sand to 
avalanche downslope. Systematic changes in sand levels along 
three lines of rods over 15 months document preferential 
deposition of sand along the upper slopes; the greatest change 
occurred at the top of the lines (12-15 m depth) and the least at 
the bottom (30-40 m). Greater accretion during the spring months 
than during the summer months probably reflects the more energetic 
springtime wave climate. 

Between October 1981 and October 1982, 5.7 m3 of sand was 
deposited per meter alongslope on the middle line, which gives a 
calculated depositional rate of approximately 5 00 m /yr in the 
study area. Although we have monitored this area for over a year, 
we have not yet documented any large-scale events capable of 
flushing sand out of the canyon head. The only erosive event we 
have observed was a small grain flow we generated while digging on 
the slope. 

INTRODUCTION 

Submarine canyons funnel sediment from the continenta1 shelf 

U.S. Geological Survey/ Menlo Park, California 94025 
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to deep water. Whenever a submarine canyon extends into shallow 
water, its head intercepts longshore-moving beach sand, removing 
it from the littoral zone. Inman and Frautschy (1966) described 
how such canyon heads terminate littoral cells along the southern 
California coast. 

Instead of moving directly to deep water, most sand remains 
in the canyon head for an indefinite period of time probably 
ranging from months to years. Filling of the head continues until 
a combination of air, land, and sea conditions flushes sand into 
deeper water (Inman et_ al_. , 1976); investigators think that the 
sediment entrained by such an episodic event generates a turbidity 
current. Although no one has observed such a current, Inman et 
al. (1976) described strong, pulsating flows that finally produced 
a down-canyon flow strong enough to carry off their recording 
sensors. Divers who inspected the sensor mounts reported large 
sand losses from the canyon head. 

Sand slowly accumulates in the canyon head, moving downslope 
from the canyon rim. Dill (1964) showed that slow gravity creep 
takes place in fine sand and decaying kelp in the head of Scripps 
Canyon. Dill (1966) attributed grain flows, seen in San Lucas 
Canyon, to steepening of sandy slopes beyond the angle of repose 
( 33°). Dingier and Anima (1981) showed that grain flows down 
angle-of-repose slopes could produce the inversely graded, sandy 
deposits found in the head of Carmel Canyon. 

After waves transport littoral sand to the canyon rim, 
gravity becomes the driving force. Gravity creep or sand 
avalanching redistribute sand within the canyon head, and sediment 
gravity flows remove sand to deeper water. This paper describes 
how sand moves into the head of Carmel Canyon from the 1 ittora 1 
zone, and how small grain flows redistribute the sand onto slopes 
that dip at angles as great as the angle of repose. 

SETTING 

Carmel Submarine Canyon heads in shallow water in the 
southeast corner of Carmel Bay, California (Fig. 1). The canyon 
is one of several that cut into the continental shelf along 
central California; it enters the larger Monterey Canyon west of 
Monterey in a water depth of 2012 m (Shepard and Emery, 1941). 
Carmel Canyon is an extension of the adjacent land canyon that 
contains San Jose Creek (Shepard and Dill, 1966, p. 88). Shepard 
and Dill presumed that the sandy- shelf between the beach and 
canyon rim is a filled part of the ancestral canyon. 

Tributaries enter Carmel Canyon along its entire length; the 
shallow, nearshore ones lie close to a series of coarse-grained 
pocket beaches, collectively named the Carmel River State Beach. 
At its closest point, the canyon head lies less than 2 00m from 
Monastery Beach, the southern most of the pocket beaches within 
the State Beach.  Wave-generated ripples cover the narrow shelf 
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between the beach and canyon (Hirschaut and Dingier, 1982). Water 
depth at the canyon rim, or shelf break, varies with location; it 
is less than 15 m at its shallowest point. 

Although the wave climate at the canyon head is restricted by 
its location within Carmel Bay, storm waves from the northwest 
reach the area. Dingier (1981a) estimated from berm height that 
breaking waves higher than 3 m reached Monastery Beach too 
infrequently to produce a storm profile there commonly. 

On land, Santa Lucia Granodiorite (Bowen 1965) is the 
principal rock type throughout the area. The conglomeratic 
Carmelo Formation (Bowen, 1965) crops out on both sides of 
Monastery Beach, and both the Carmel River and San Jose Creek 
drainage basins include other sedimentary rocks. Underwater, sand 
covers most of the bedrock, but granodiorite crops out in several 
localities around the canyon, and one sedimentary outcrop occurs 
along the east wall of the canyon head- Figure 2 shows the 
onshore distribution of rock types and the location of major 
underwater outcrops known to us. 

Most of the sand on Monastery Beach, the adjacent shelf, and 
upper canyon slopes is very coarse to granular, but fine sand 
exists in some of the more quiescent areas. Along most shore- 
normal transects, grain size decreases from the beach to the rim 
and increases downslope to about 35 m (Fig. 3); below that depth 
grain size quickly drops below sand size. 

A transect along the 15-m bathymetric contour from the rocks 
on the north passes through five zones with differing biota, 
texture, and surface expression before reaching the southern 
extent of the east wall (Fig. 4). Diopatra ornata tubes densely 
populate a substrate of fine sand in zone 1. The second zone has 
fine to coarse sand with clumps of red algae and partially exposed 
tubes of Platysereis bicanaliculata. This zone gradually merges 
into zone 3, which is different from the other zones in that it 
has no exposed biogenic sedimentary structures, though Platysereis 
exist within the sand. The shore-normal transect shown in 
Figure 3 passes through zone 3. When viewed from a distance, much 
of the sand appears to have slope-parallel stripes spaced 1 to 2 m 
apart. These, we believe, are the deposits of small avalanches. 
Zone 4 is similar to zone 2. Zone 5, which is offshore of a small 
kelp bed, contains both Diopatra and algae with a fine-sand 
substrate. Along the south wall, zone 5 terminates at granitic 
outcrops. 

EXPERIMENTAL METHOD 

Scuba divers conducted the experiments and made all the 
measurements and observations described herein. These included 
injecting dyed sand and sampling for it over time, emplacing 
aluminum rods and measuring them, and measuring dips on the sandy 
slopes.  Figure 5 shows the location of the dyed sand sample area 
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L_J SANTA LUCIA GRANDIORITE OF BOWEN (1965) 

J\ CARMELO FORMATION OF BOWEN (1965) 

HH3 SEDIMENTARY ROCK OUTCROP 

Z] MEDIUM TO COARSE SAND AND GRANULES 

E23 FINE SAND 

I.     ...I MUD 

Figure 2:  Distribution of rock types in the vicinity of Carmel 
Submarine Canyon. 
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BEACH     NEARSHORE CANYON 

I 
10 20 

DEPTH, in meters 
30 40 

Figure 3:  Grain-size distribution of sediment along a shore-normal 
transect that starts at Monastery Beach and ends within the 
canyon head.  See Figure 5 for transect location. 
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and the rod arrays.   All measurements were made during fair 
weather. 

To determine the transport direction of sand near the head of 
the canyon, we injected 161 kg of dyed sand on the shelf adjacent 
to the south rim prior to starting any experiments on the canyon 
slopes. We collected the sand from the center of a 70-m by 60-m 
grid, dried it, dyed it a fluorescent color, and returned it to 
the collection point. Injection consisted of replacing two meters 
of a ripple crest with the dyed sand. At irregular times, divers 
collected a surficial sample from each of 35 grid points; these 
samples were split and the dyed grains counted under an 
ultraviolet light. 

Based on the biological and sedimentological patterns, we 
assumed that the most active part of the upper slope was in 
zone 3. To measure the rate of deposition there, divers drove 
aluminum rods into the sand on the slope, leaving part of each rod 
exposed. The rods formed lines that started on or near the shelf 
breaK and went downslope. In April 1981, we emplaced one line of 
26 rods spaced 1 m apart at the site of one of our man-made 
avalanches (Dingier and Anlma, 1981). Three months later we added 
a longer parallel, line about 5 m north of the first one. These 
two lines ended at a depth of 3 0.5 m. In May 1982 we added a 
third line about 15 m north of the second one. This last line had 
rods spaced 2 m apart, extending from the shelf to a depth of 
36.6 m. 

Two divers can measure the rods on two lines in one dive. 
Between the installation date and 15 October 1982, we measured the 
south line of rods 13 times, the middle line 12 times, and the 
north line 4 times. Once, the divers also measured slope angle 
using a dipmeter developed by Dingier (1981b)• Accuracy of the 
rod measurements is roughly 1 centimeter and that of the dip 
measurements is 1 to 2 degrees. Because a dip error of 1° equals 
an error in elevation of 1.7 cm, we relied on the rod measurements 
in this study. Besides, the rod data can be used with one set of 
dip measurements to calculate dips at any time. 

RESULTS 

After injecting dyed sand on 3 0 April 1979, we inspected or 
sampled the grid on 3, 7, and 15 May, 7 June, 3 and 7 July, 3 and 
16 August, and 26 September 1979. On the first two days most of 
the dyed sand remained in one ripple crest that had migrated about 
one wavelength (about 1 m) offshore. Some dyed sand also showed 
on the next offshore ripple and a few grains had dispersed toward 
the canyon. We saw no grains onshore of the injection point. The 
dyed-sand ripple crest had disappeared by 15 May, and dyed grains 
were scattered over the inner part of the grid with the greatest 
visible concentration being offshore and canyonward of the 
injection point. By 7 June, dyed grains had reached the 
boundaries of the study area with the highest concentration again 
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being offshore and canyonward (Pig, 6).  This pattern continued 
through the study period. 

The curves in Figure 7, which are based on dip measurements 
from 11 May 1982, are the slope profiles above 30.5 m of the three 
lines. The slopes parallel one another; the slight deviations 
near the top could reflect variations in location of large ripples 
that extend onto the upper part of the shelf break. Figure 8 
contains selected data from the middle line; the rod-height data, 
which are representative of data from the other lines, have been 
converted into net deposition by subtracting the measured heights 
from the initial rod heights. 

DISCUSSION 

Determining depositional rates in the canyon head was the 
goal of this study. Although our coverage of the canyon head was 
limited, our three lines of data show how the sand that moves into 
the canyon head is distributed. Assuming that the depositional 
rates along the lines are representative of the east rim, an 
average volume is calculated and seasonal fluctuation noted. 

Other investigators assumed that waves drove the sand from 
the beach to the canyon. Our dyed-sand experiment supports this 
assumption to the extent that sand near the canyon rim 
preferentially moves canyonward through a zone of wave-formed 
ripples. Wallin (1968) thought that the Carmel River was a major 
supplier of littoral sand to Monastery Beach, but Howell (1972) 
concluded, using wave refraction diagrams, that sand moved south 
from the Carmel River and north along Monastery Beach. As shown 
in Figure 9, these littoral sand streams turn seaward before 
reaching the large rock exposure just north of the canyon. 

After not finding any through paths when diving amongst the 
rocks and analyzing sand samples from the midforeshore along 
Carmel River State Beach, we also conclude that little sand 
crosses the rocky area north of Monastery Beach. Along the 
northern part of Carmel River State Beach, south of the Carmel 
River, grain size increases to the south (Fig. 9). This trend is 
opposite to the downdrift distribution produced by littoral 
transport. However, the observed distribution would be produced by 
a southward increase in the granodiorite contribution relative to 
the littoral contribution. 

At Monastery Beach, the mouth of San Jose Creek is usually 
deflected to the north, indicating a northward movement of 
littoral sand before it moves offshore. The sources of this sand 
are San Jose Creek and the local granodiorite, but we do not as 
yet know the proportions of each. 

Once the sand reaches the canyon rim, it piles up until the 
upper slope oversteepens. Then a grain flow redistributes the 
sand downslope; the distance down slope varies from a few to tens 
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Figure 9: Littoral zone sand transport paths (arrows) into the head 
of Camel Submarine Canyon (from Howell, 1972). Dots 
locate our textural samples, and the adjacent numbers give 
the mean grain size in millimeters. 
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of meters. We base this interpretation on systematic changes in 
deposition down the three lines of rods (Pig- 8). The greatest 
deposition takes place just over the rim (away from the ripples), 
and the least at the bottom. This process recurs at least on a 
monthly basis, and thus, the canyon rim slowly accretes. 

Deposition Q. , in units of volume per length alongslope, was 
calculated from the equation: 

n-1 
C-  = Ax(0.5z„+ . E  z. + 0.5z ) 
1 1  i=2  I       n 

where Ax is the spacing between rods, n is the number of rods, and 
z • is the amount of deposition at the ith rod. Figure 10 shows 
both the incremental and net deposition on the middle line, and 
Figure 11 recasts the incremental data in terms of average 
rates. These figures illustrate the seasonality of the 
canyon-head deposition: deposition was rapid in the late spring 
and early fall of 1982 and slow before and after the spring 
high. This trend appears on the south line, which also had 
relatively rapid deposition in the spring of 1981. This pattern 
probably mirrors the intensity of the wave climate, so 
fluctuations, such as between fall 1981 and fall 1982, would be 
expected because wave climate is variable. 

Lateral variations also occur, even over the few meters 
between rod lines, as shown by the net deposition on the three 
lines between 11 May 1982 and 15 October 1982 (Fig. 12). During 
this time the most deposition took place on the south line, and 
the least on the north one. Using the data from the middle line, 
the depositional rate in the study area was 364 m /yr if all the 
sand moved through zone 3 (64 m wide), and 791 m /yr if it moved 
through zones 2-4 (139 m wide). 

We have not found any evidence of large-scale slope erosion 
during our studies in Carmel Canyon. However, Shepard and Emery 
(1941, p. 101) speculated that erosive events must occur in the 
head of Carmel Canyon. They measured over 5 m of fill from 1934 
to 1939, a rate that would fill the head within a few years unless 
there was an erosive event. 

During one of our dives on 24 March 1982, we accidentally 
generated a grain flow along the southern line that redistributed 
much of the sand that had been deposited during our study. While 
trying to dig out some buried rods near the middle of the line, we 
created a scarp-recession grain flow (Hunter, 1977). Sand fell 
into the upslope side of the hole and continued to flow downslope 
past us. Above the initiation point, previously buried rods 
appeared at a rate of more than one per minute; near the top of 
the rod array the height of the scarp had increased from a few 
centimeters to more than 30 cm. Figure 13 shows the approximate 
magnitude of erosion, assuming that a wedge of sand 25 cm thick at 
the top rod covered the rods before the grain flow. Although this 
grain flow only disturbed a small part of the slope, on a larger 
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Figure 12:  Net deposition on the three lines between 15 May 1982 and 
15 October 1982. 
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Figure 13:  Changes in slope profile due to an accidentally generated 
scarp-recession grain flow on 24 March 1982.  Maximum 
erosion was on the order of 50 cm.  Profile 1 shows the 
slope before we disrupted it.  Profile 2 shows sand 
falling into the hole we made and flowing downslope. 
Profile 3 shows the location of the scarp partway through 
the grain flow.  Profile 4 shows the final profile.  The 
dashed line in 2, 3, and 4 represents the original 
profile.  Open arrows show the direction of sand flow; 
solid arrows show the direction of scarp recession.  Scale 
is approximate. 
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scale this mechanism could easily initiate turbidity currents on 
angle-of-repose slopes. 

CONCLUSIONS 

1. Sand sporadically reaches the Carmel Submarine Canyon rim from 
the adjacent shelf. Sand entering the littoral zone comes 
from San Jose Creek and weathering of local granodiorite 
outcrops. 

2. After reaching the Carmel Submarine Canyon rim, the sand 
collects until the slope becomes too steep. Then the sand 
avalanches, coming to rest farther downslope. Subsequent 
deposits may cause the slope below the rim to oversteepen, 
producing another avalanche. In this manner the slope slowly 
accretes seaward. 

3. The depositional rate along the east rim of Carmel Submarine 
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Suspended Sediment Discharge on a Non-Tidal Coast 

by 3. P. Coakley1 and M. G. Skafel 2 

Abstract 

A field study was conducted on a non-tidal sand beach to measure 
the relationship between wave energy and the longshore transport of suspended 
sediment. The range of suspended sediment concentrations was similar to that 
reported elsewhere. The relation between longshore transport and longshore 
energy flux derived from this data set is about half that amount predicted by 
such widely quoted sources as Komar and Inman (1970). 

Introduction 

In recent times an increasing effort has been directed toward finding 
a universal mathematical expression for the rate of sand transport on beaches. 
Although the basic concepts of this phenomenon are well known, the problem still 
remains largely unsolved. For instance, it is well known that large volumes of 
sediment are displaced and transported along coasts through the action of 
currents which are induced when waves break in shallow water. It is also well 
known that the sand particles making up this longshore transport are moved 
either as bed load (i.e. material sliding or rolling while supported by, or in 
contact with, other grains on the bottom) or suspended load (i.e. material totally 
supported by the flow medium). Given these concepts as starting points, various 
relationships have been proposed to provide quantitative values for sand 
transport alongshore, based on variables related to the forces released when 
waves break on a beach (see, for example, Galvin and Vitale (1976)). However, 
for a variety of reasons, not the least of which is the complexity of the physical 
situation where turbulence and the variable nature of the bottom materials and 
geometry usually defy generalization, the goal of a generally-accepted universal 
relationship for longshore sediment transport has still not been achieved. 

It is recognized, however, that, to be credible, such a relationship 
must be founded upon an adequate data base involving field measurements of 
those aspects of the physical situation that are most relevant, namely incident 
wave energy and the resulting longshore sediment transport. Because accurate 
measurement of the total transport (suspended and bed-load) still remains 
practically impossible on non-tidal beaches, it was decided that the longshore 
flux of suspended particles in the surf zone could serve as a reasonable estimate 
for the total transport in such cases. Furthermore, this is a parameter that is 
more amenable to direct measurement. 

''2Shore Processes Section, Hydraulics Division, National Water Research Inst., 
Canada Centre for Inland Waters, Burlington, Ontario, Canada. 
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The goal of this report is to describe the relationships obtained for a 
site in Lake Ontario between the suspended sediment flux under moderate to 
intense wave conditions and breaker zone wave energy calculated from 
concurrent wave measurements. It is also meant to provide a realistic indication 
of the scale of littoral processes on non-tidal coasts such as the Laurentian Great 
Lakes compared with that of marine and tidal areas. 

Study Site Description 

The site at which the measurements described here were taken is 
located at the extreme western end of Lake Ontario on a large bay-mouth bar 
separating Burlington Bay from the main body of the lake (Fig. 1). The shoreline 
is regular and trends approximately NNW, or perpendicular to the direction of 
maximum fetch (ENE, fetch - *00 km) for Lake Ontario. Waves reaching the site 
therefore can attain heights of more than 3 m and tend to approach the shore at 
close to right angles. 

The local bottom topography in the inner nearshore zone ( < 3 m depth 
and <70 m from shore) is characterized by rhythmic sets of crescentic longshore 
bars (about 120 m long and 1 m high). Systematic monitoring of bathymetric 
profiles at the site since 1976 indicates that these structures are very sensitive 
to wave conditions, while, on the other hand, the bottom topography further 
offshore shows relatively minor changes during this period. 

The nearshore bottom is composed of well-sorted sand, with grain 
sizes within the 5 m contour averaging 2.0 <(> (0.25 mm diameter). Coarser 
material (up to gravel size) often occurs in the vicinity of the beach step (<1 m 
depth) and on the subaerial beach face. Bottom slopes in the area range from 
0.05 to 0.02 in the inner nearshore zone. The overall slope out to 300 m averages 
0.017. 

Methodology 

The field measurement program was initiated in the fall of 1977. The 
methodology has been described in previous publications (Coakley and others, 
1978, Coakley 1980). Briefly, the method entailed the collection at three 
vertical elevations (10, 30 and 100 cm above the bed) of *5 second averages of 
suspended sediment concentration, based on 2% pumped samples of 
water/sediment suspensions; water depth values; and current velocity records 
(two orthogonal horizontal components) along a fixed nearshore transect, during 
periods of moderate to high wave activity. The transect extended approximately 
100 m over water, terminating at a water depth of about 3.5 m. The instrument 
platform was a robust, open-work sled, equipped with a vertically-articulated 
boom protruding 1.5 m into the oncoming wave field, to which the suspended 
sediment sample intake, as well as the current sensors, were attached. The sled 
was manipulated from shore along the transect, stopping at up to ten regularly- 
spaced stations. A complete run took exactly 1 hour to complete, thus allowing 
replicate runs of the same storm to be carried out. A schematic illustration of 
the field layout is presented in Fig. 1. 

Continuous records of wave parameters at the study site were also 
collected using a fixed, linear array of three surface-piercing wave gauges 
installed approximately 225 m from the shoreline in about 5 m of water (outside 
the breaker zone for all waves encountered). Wave measurements were made 
either immediately prior to, or during a sled experiment. 
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LITTORAL TRANSPORT EXPERIMENTAL SITE 

1. Surf Sled System. 
2. Wave Sensor array outside 

breaker zone. 
3 Bottom mounted 2- axis 

flow sensors. 
4. Instrument trailer. 
5. WAVES tower retaliation lor 

measurement of deep water 
waves and meteorology. 

Figure 1 Perspective view of the experimental site, showing sled cableway, 
sled, wave sensor array and other instruments. 
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Description of the Data Set 

1. Wave Data 

The time series of instantaneous water elevations at the wave gauges 
were analyzed to obtain variance spectral densities, using the fast Fourier 
transform technique. Characteristic (significant) wave heights and peak periods 
were calculated for each experiment. Covariance spectral calculations allowed 
the determination of phase angle of the waves between wave gauge pairs as a 
function of frequency, and from this the direction of the peak of the spectrum 
was found. For each experiment, this latter value was used to characterize the 
wave direction at the location of the gauges. 

The wave data at the gauges are summarized in Table 1. The 
characteristic or significant wave height is H , the period of the peak of the 
spectrum is T and the angle the waves make with the shore normal is a- (The 
wave parameters for experiment 7-1 were manually estimated from the time 
series.) 

The bathymetric charts prepared from monitor surveys done after 
major storms at the experiment site were examined to determine the best way of 
transferring the wave information from the location of the gauges to the breaker 
zone. The nearshore bathymetry, as described previously, was irregular, with 
both small-and large-scale structures. Furthermore, the waves were "sea" as 
opposed to "swell" and, for this reason, a distinct breaker line was not always 
readily apparent. 

Detailed wave ray calculations were done, but due to the irregular 
nearshore bathymetry, the resulting ray patterns did not give a consistent 
description of the waves inshore the wave gauge site. Several of the more 
common breaking criteria (such as the depth of breaking being equal to 1.28 
times the breaking wave height) were tried in conjunction with the ray 
computations. These criteria were found to be ineffective in defining the surf 
zone as observed in the field. In the end, the method that gave the most 
consistent results and that was used here is as follows: 

The bathymetry between the wave gauges and the shore was assumed 
to have straight contours parallel to the water's edge. The location and water 
depth of the breaker line was determined based on visual observations in 
combination with the position of normal breaker-line indicators, namely 
longshore bars. Snell's law was used to calculate the wave direction at the 
breaker line, and the shoaling and refraction coefficients were evaluated to get 
the breaking wave height. 

The breaker line wave conditions, derived from the gauge data, are 
shown in Table 3. The depth at breaking is d., and the characteristic wave 
height at breaking is Hb; the other parameters Tiave the same definitions as in 
Table 1, or as defined later. 

2. Suspended Sediment Discharge 

The data retrieved by the sled consisted of the following: 
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TABLE 1.    Wave Conditions at the Wave Gauge Array 
(approximately 225 m offshore) 

Exp/Run TP 
s 

Hc 

m 

a 
degrees 

Water 
Depth 

m 

2-2 4.9 0.9 1.1 5.1 

3-1 6.1 1.0 -3.5 5.2 

3-2 6.1 0.9 -2.7 5.2 

4-1 3.6 0.6 -19.4 5.1 

4-2 4.1 0.6 -6.5 5.1 

6-1 6.1 1.9 1.1 4.6 

9-1 4.9 0.8 -1.8 4.3 

9-2 4.9 0.7 0.0 4.3 

10-1 6.1 1.0 -5.8 4.3 

11-1 6.1 0.9 0.1 4.3 

13-1 4.9 0.8 4.2 4.8 

15-1 4.9 0.8 2.3 4.9 

16-1 3.6 0.6 -2.0 4.8 

2-11 4.9 0.8 3.8 5.1 

7-1 + 5.6 2.1 - 4.3 

16-2 + 4.9 0.9 2.2 4.8 

16-3 + 4.9 0.8 1.0 4.8 

* Negative angle implies northward currents (wave ray on south side of shore normal) 

+ Partial data set,  not used for discharge calculations. 
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TABLE 3.    Summary of Breaking Wave and Suspended Sediment 
Transport Conditions at Van Wagners Beach, Lake Ontario 

(waves refracted into break-point) 

Exp/ 
Run 

Hb 

m 

T 
P 

s 

a 

degrees 

Breaker 
Type 

Breaker 
Depth 

db 
m 

Surf- 
Zone 
Width 

\ 
m 

r** 
^b 

N/s N/s 

2/2* 0.93 4.9 0.8 S 2.2 51 0.27 -17 +29 

3/1 1.15 6.1 -2.4 S, P 2.2 51 0.31 -22 -139 

3/2 0.99 6.1 -1.8 P 2.2 51 0.33 -49 -79 

4/1 + 0.60 3.6 -16.7+ S 1.9 43 0.26 -7 -194 

4/2 0.63 4.1 -4.6 S 1.9 43 0.29 -9 -66 

6/1* 1.98 6.1 0.9 P, S 3.7 200 0.10 -150 +181 

9/1 0.96 4.9 -1.1 P,  S 1.4 50 0.17 -7 -37 

9/2* 0.85 4.9 0.0 P, s 1.4 50 0.19 +4 0 

10/1 1.27 6.1 -3.5 S 1.4 50 0.19 -9.3 -206 

11/1* 1.10 6.1 0.1 P, s 1.4 50 0.20 -21 +2 

13/1* 0.85 4.9 3.1 S 1.9 65 0.19 -3 +93 

15/1 0.90 4.9 1.6 (n.r.) 2.3 70 0.21 +8 +51 

16/1 0.61 3.6 -1.5 S,  P 2.1 60 0.20 -3 -18 

Sign of wave angle, a , indicates longshore current opposite in direction to 

measured by the surf-sled, or a=0.    Confused breaker pattern noted in field. 

Wave angle anomalously high. 

Spilling.    P:    Plunging,    n.r.:    not recorded. 

5    = 
Vxb 

<w 
-n~ the surf similarity parameter, where L    is the deep water 

wavelength. 
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(i)      Up to 30-2S, samples of suspension collected at 10 stations along the surf- 
zone transect; at three fixed elevations for each station. 

(ii)     Depth   profiles   along   the   transect  measured  by  a  recording  pressure 
transducer mounted on the sled. 

(iii)    W-second time-records of flow velocities collected   for each of the three 
vertical sampling elevations measured at each station. 

Mass/volume concentrations were later obtained gravimetrically from 
the samples. These concentration values were combined with the calculated 
time-averaged longshore component of flow to provide point discharge values at 
each of the three elevations comprising each station. 

In Coakley (1980), an integration was done using 10 cm spaced point 
values which were interpolated through a computerized procedure in which the 
three measured points were fitted to a theoretical (exponential) distribution. 
Further appraisal of this technique in the light of the small number of points on 
the curve (3), as well as the frequent apparent deviation of the points from the 
expected theoretical curve, led us to abandon this technique. To obtain the 
results presented here, the water column was simply divided into four 
compartments with the time-averaged concentration/longshore current data 
points assumed to be representative of the space halfway to adjacent data points. 
Values for concentration above the top compartment (165 cm above the bed) 
were arbitrarily set to zero. This appeared reasonable as concentration values 
even at the top position sampled (100 cm) were almost always very low ( < 100 
mg/H). The product of concentration and flow for each block was then summed 
to obtain total discharge for that station. 

The values predictably are slightly different from those previously 
reported (Coakley, 1980) based on the curve-lifting procedure, but the differen- 
ces are less than 20 percent in most cases. However, several cases (exp. 3-1, 9- 
1, 9-2, 13-1) where redigitizing and recalculation were necessary, show larger 
discrepancies, and differ from previously published figures by up to a factor of 3. 

The vertically summed discharge values for each station were then 
summed horizontally over the transect length, using a simple half-interval 
product summation. The discharge values for each station and for the entire 
transect (expressed in kg/hr) are presented in Table 2, for each experiment run. 

Data Screening 

From the above, it is seen that a complete data set for each station 
should ideally contain a depth record, three *5-second averages of onshore- 
offshore and alongshore currents and three values for concentration at the three 
different sample elevations. In addition, such complete stations should occur, if 
not at all stations occupied, at least at enough stations to provide adequate 
coverage of the transect length. 

This was, as could be expected, not achieved in a considerable number 
of experiment traverses. The data set was prone to missing values in any of the 
four measured variables. Such lapses were due mainly to mechanical failure in 
the hostile environment of the surf zone, where suspended sand and algal debris 
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tended to clog the moving parts of sensors, and occasional freezing of sample 
tubing made pumping impossible. 

Data evaluation and screening was therefore a necessary step. 
Several entire runs or stations had to be left out of the present analysis due to 
large-scale absence of essential data components. Lesser gaps could be filled 
mainly by interpolation and extrapolation. Other experiment runs were virtually 
gap-free. Table 2, therefore, shows only the 13 experiment runs which survived 
the screening process. Only these will be considered in the calculation of 
suspended sediment discharge. Not shown on Table 2 are four other partial data 
sets which will be used in a later section only in examining the sediment 
suspension/wave energy relationship (Fig. 3). These data sets had no flow 
records, but wave and concentration data were recorded. The wave data for 
these four experiments are shown at the bottom of Table 1. 

The Combined Data Set 

In Table 3, the measured and derived parameters associated with the 
incident wave field and suspended sediment discharge are presented. The 
parameter, 1^ is defined as the total immersed weight of suspended sediment 
discharge over the transect length, and is expressed in Newtons per second 
(Komar and Inman, 1970). It was obtained by converting the discharge figures 
shown in Table 2 to immersed weight quantities. Pj, is the value calculated for 
the lateral thrust times the phase speed (Longuet-Higgins, 1972), also called the 
longshore component of wave energy density flux, expressed in Newtons per 
second. The relationship used to calculate R, is: 

2 
gH , c   . sin a cos a 

p   - rms- K 
l ' 8.0 

where H =H./1.016, c = wave group celerity, and =the angle between the 
wave ortWSgonai and the%each normal (all values at breaking). Also shown on 
the table are subjective breaker descriptions and a calculation of surf-zone width 
based on the position of the calculated break-point with respect to the strand- 
line on the day of the experiment. 

Several of the experiments showed discrepancies between the 
transport direction of suspended sediment measured by the sled (as denoted by 
the sign of the discharge quantities in Table 2) and the expected direction as 
indicated by the sign of the wave angle, a (Table 3). The cases where this occurs 
are Exp. 2-2, 6-1, 9-2. 11-1, and 13-1. In addition, one experiment (*-l) showed a 
wave angle of 19.* which is anomalously higher than the range of values 
measured. While most of these discrepancies could be explained in view of the 
spatially varying conditions in a surf-zone characterized by an irregular 
bathymetry and low wave angles, they nonetheless present problems for further 
analysis and interpretation of the data set. These problems will be addressed to 
some degree in the Discussion section. 

Correlation Between Suspended Sediment Transport and Longshore Wave Energy 

The values shown in Table 3 were plotted on log/log paper (Fig. 2), 
after the method of Komar and Inman (1970). Only the seven data points 
remaining after exclusion of those showing discrepancies have been plotted. Also 
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shown for comparison are the data points for total transport listed in Komar and 
Inman (1970) for Silver Strand Beach, a beach of comparable slope to Van 
Wagners Beach, and those of Knoth and Nummedal (1977) for North Bull Island, 
South Carolina, and those of Lee (1975) for Lake Michigan. 

The linear regression of I   against P   was calculated for the seven 
solid points, and was found to be: 

I   =  0.36 P„ 

and is plotted on Fig. 2. 

This value of the coefficient of Pj, is therefore slightly less than one- 
half that calculated by Komar and Inman (1970) for the total transport of sand on 
marine  beaches  on  the  Pacific  coast  of  North  America (^=0.77 P^). Our 
coefficient is, however, over twice the value of 0.15 that we obtained from the 
tabulated data of Lee (1975). The data of Knoth and Nummedal (1977) does not 
fit this type of model. 

The correlation coefficient for the regression using the seven data 
points shown in the figure was calculated to be: r=0.8<», compared to 0.99 
(calculated by us) for the data tabulated by Komar and Inman (1970), p. 5921. 
The value of r=0.8f for the correlation coefficient is very significant, i.e. it 
exceeds the 99 percent confidence level (Fisher, 1970, p. 211). 

Suspended Sediment Concentration vs. Wave Energy 

The suspended-sediment discharge figure calculated was based on the 
summed products of concentration and longshore velocity averaged over the 
sampling interval and integrated over the water depth and transect length. In 
view of the obvious difficulty in reconciling, with consistency, the calculated 
longshore flow direction with the measured flow especially in beaches with low 
wave angles and irregular bottom topography, it might be useful to examine the 
relationship between wave energy (total) and a non-directional parameter, such 
as mean concentration. 

Figure 3 shows a plot on semi-log paper of total incident wave energy 
density (E) versus the vertically and horizontally averaged suspended sediment 
concentration termed the global concentration, or C*. This plot was based on a 
total of 17 data points, which included the four experimental runs referred to 
earlier where the flow components were not recorded, due to sensor malfunction. 

The plot shows an obvious correlation between the two parameters, 
and the linear regression of C* on In E was calculated to be:_ 

C* =  -903 + 206 In E 

where C*is in mg/S, and E in N/m. The correlation coefficient is 0.85. The value 
of the correlation coefficient is very significant at the 99 percent confidence 
level, and thus indicates concentration of suspended sediment can be well 
predicted using wave data alone. It should be kept in mind, however, that such a 
relationship is also dependent on the grain size of the beach in question, and care 
should be taken in extrapolating it to other beaches. 
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Discussion 

The results presented above were obtained using only screened data. 
Also, they were based on time-averaged point measurements of 45 s duration 
measured sequentially at three elevations (over a period of 3 min.), and were 
repeated at a series of stations across the surf-zone in succession; a process 
which took approximately one hour. There are several areas on which such an 
arrangement could be criticized, for instance: 

The discharge figures assume that the measurements are synoptic and that 
the transport has reached a steady-state condition, i.e. taking place at the 
same time across the entire zone and basically unchanging with time. The 
measurements covered a time-period of one hour while the vertical profile 
at each station took three minutes. From our knowledge of surf-zone 
dynamics, it is more likely that the process varies both in time and space 
even in a fully-developed storm and thus it should be sampled simultaneous- 
ly over the zone for most accurate results. 

The time-duration of the sampling of sediment concentration and flow was 
only 45 s for operational reasons. The work of several researchers 
(Downing and others, 1981; Meadows, 1976, and Leonard and Brenninkmeyer 
1978) indicated the presence of long-period events in surf-zone dynamics at 
time-scales ranging from fractions of the wave period to more than 120 s. 
This would imply that time series of 45 s, such as ours, might be subject to 
some inaccuracies. 

These problems in experiment design, coupled with other complica- 
tions introduced by irregular bottom topography, difficulty in defining accurately 
the wave angle at breaking, and in determining the width of the surf-zone with 
any accuracy, are probably all factors in the considerable variability which 
characterizes the data set. For this reason, the results presented above must be 
considered only as first-order approximations of a complicated and highly 
variable process, but which indicate, at least, the scale and overall trends in 
suspended sediment transport on beaches. Furthermore, the results must be 
considered as site-specific (to this particular Great Lakes beach) until more 
general insights into the influence of sediment grain-size, beach geometry and 
bottom topography can be included. 

There appears to be no justification, therefore, for a more sophisti- 
cated treatment of the data than the conservative screening and empirical 
analysis featured in the previous section. Still, some pertinent and useful 
comments can be made on the results. 

The data confirm that a statistically significant relationship exists 
between suspended sediment transport and the longshore component of wave 
energy density flux. We have also shown that a considerable quantity of 
sediment can be moved as suspended sediment (up to 88,600 kg/h (Table 2)) 
during intense Lake Ontario storms. We are, however, no closer to determining 
how large a proportion of the total littoral transport at the site this figure 
represents, since no reliable estimate of the bedload transport or the total drift 
at the site was possible. There is a danger in trying to obtain such a total drift 
estimate by applying empirical relationships, such as that of Komar and Inman 
(1970), since their base data were collected on marine coasts having no proven 
process-related affinity to beaches in the Great Lakes.  Assuming that the total 
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transport is adequately represented by suspended transport (Kana, 1977), then the 
longshore sediment transport at Van Wagner's Beach is approximately half of the 
total transport on ocean beaches studied by Komar and Inman (1970). Further- 
more, if the latter value is only regarded as an order of magnitude estimate, as 
suggested by Greer and Madsen (1978), then the results of this paper are in 
excellent agreement to that degree of accuracy. 

Examination of the magnitude of the suspended sediment concentra- 
tion and transport measurements reported by others (Kana, 1977 and 1978; 
Fairchild, 1977; Downing and others, 1981) provides an interesting comparison. 
Table * lists comparable statistics from these sources, along with values obtained 
in this study. In spite of the fact that procedures differed greatly, the statistics 
all include either average concentrations and/or suspended sediment discharge. 
The average concentrations are all of similar magnitude. Fairchild (1977) is 
larger because it is a measure of concentration very near the bed. The ranges of 
discharge measurements are all overlapping. The wave conditions reported by 
the various authors are quite different from the ones in this study. The wave 
heights in this study as a group form the high end of the range of all wave heights 
reported elsewhere. The waves are also relatively steep, because they were 
locally generated storm waves. The longshore energy flux values, on the other 
hand, are of the same order as those reported by Komar and Inman (1970). The 
difference is accounted for by the relatively small wave angles reported here. 

Kana (1977) reported a marked difference in suspended sediment 
concentration depending on breaker type: "plunging waves entrain almost one 
order more sediment than spilling type breakers". Examination of Table 3 
reveals that in our study there was only one case of clearly plunging breakers: 
the majority are a combination and a few are spilling only. Spilling waves 
entraining less sediment and the fact that waves reported here tended to be at 
least partly spilling would suggest that less transport is to be expected and thus 
is supportive of the lower value of the coefficient (0.36) found in this study. In a 
recent paper, Hallermeier (1982) points out that more effective transport 
apparently occurs for high values of £, the surf similarity parameter (Battjies, 
1975). High 5 corresponds to swell conditions, and since the values of f; were 
small for our experiments as shown in Table 3, correspondingly smaller measured 
transport rates are to be expected. It would appear, as more evidence is 
gathered, that the characterization of the beach and breaking conditions using 
the surf similarity parameter might lead to better prediction of transport rates. 
This approach is discussed in a paper in these Proceedings by Sayao and Kamphuis 
(1982). 

Concluding Remarks 

Suspended sediment, longshore current, and wave data have been 
collected during moderate to severe early winter storms at Van Wagner's Beach, 
Lake Ontario. This data set is distinguished from others in that the site is a non- 
tidal beach characterized by offshore bars; the wave heights were some of the 
largest encountered during experiments of this type; the angles of wave approach 
were relatively small. 

The range of suspended sediment concentrations and the range of 
transport rates encountered are similar to those reported elsewhere. However, 
the relation between longshore transport and longshore energy flux derived from 
this data set suggests that about half the amount of sediment is moved in 
suspension for a comparable energy flux as was reported for total transport by 
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Komar and Inman (1970). This difference is not unreasonable given the 
complexity of shore processes and the difficulty of obtaining true measures of 
transport. 

The controversy over the question of bed load versus suspended load 
has not been addressed. It is clear, however, that at our site substantial volumes 
of material are moved by suspended load. 
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MODEL TESTS ON LITTORAL SAND TRANSPORT RATE 

by 

J.W. KAMPHUIS1  and  O.F.S.J. SAYAO2 

ABSTRACT: 

This paper is an analysis of two sets of experimental results 
on littoral sand transport. A littoral sand transport expression is 
proposed, relating littoral transport rate to surf similarity 
parameter and hence to wave energy dissipation rate. The expression 
indicates that the "constant' in the CERC formula is dependent on the 
mobile bed beach slope and on the breaker index. The expression is 
also compared with some of the few published field measurements. 

INTRODUCTION 

One of the most important problems facing the engineer involved 
in coastal protection and harbour design is that of estimating the 
littoral sand transport along a shoreline. Usually, field measurement 
data are not available or not of sufficient accuracy and most 
empirical formulas do not take into account all the wave and sediment 
parameters in a satisfactory fashion. 

Littoral sand transport tests were performed at Queen's 
University in a three-dimensional mobile bed coastal model with two 
different types of sand. Earlier tests by Readshaw (1979), and 
reported by Karaphuis and Readshaw (1978) used sand with a median 
diameter of 0.56 mm. The longshore sediment transport rate was found 
to be dependent on the beach profile characteristics and the rate of 
wave energy dissipation, as well as on the usual wave and sediment 
parameters. 

1 Professor  of  Civil  Engineering,  Queen's  University,  Kingston, 
Ontario, Canada. 

2 Associate  Professor of Ocean Engineering,  Universidade Federal do 
Rio de Janeiro, Brazil. 
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The present series of tests was performed in the same wave 
basin under similar test conditions. A finer sand of median diameter 
0.18 mm was used. The results of these tests in combination with the 
earlier tests are the topic of this paper. 

More details regarding both sets of experimental results may be 
found in Sayao (1982) and Sayao and Kamphuis (1983). 

EXPERIMENTAL EQUIPMENT AND PROCEDURE 

The three dimensional wave basin at the Coastal Engineering 
Research Laboratory, of Queen's University at Kingston is shown in 
Figure 1. 

Monochromatic waves were produced with a piston type wave 
generator. Wave filters and splitters, were placed immediately in 
front of the wave generator to prevent formation of transverse 
standing waves and to filter out high frequency components. Wave 
guide walls were constructed and aligned along wave orthogonals 
calculated from refraction theory. Openings were cut in these 
training walls at several locations to facilitate filling and draining 
of the central test basin and the reservoir surrounding the central 
testing area. Three capacitance-type wave probes were used to measure 
the wave heights in the constant depth portion of the test basin, 
between the toe of the beach and the wave filters. Wave heights in 
the breaking zone and at any other location along the beach profile 
were measured with a fourth capacitance-type wave probe mounted on a 
transversely travelling trolley placed on the beach side of the 
travelling carriage. Beach profiles were measured with a blunt-ended 
point gauge mounted on a separate trolley also placed on the beach 
side of the travelling carriage. An initial model beach was shaped 
twice during the present test series by screeding and compacting sand 
to a thickness of 0.13 m. over a sloped concrete floor. The grain 
size distribution curves for the materials used for both sets of tests 
are shown in Figure 2. 

The present experiments consisted of a total of 14 series of 
tests, each of several seasons of a predetermined duration varying 
from 15 to 110 minutes. The wave parameters were changed after every 
series and could be paired together to form a regular seasonal cycle 
as described in Kamphuis and Readshaw (1978). Although the beach 
initially had a uniform slope of 1:10, a beach profile was allowed to 
"develop" with time and each subsequent test was started on the beach 
profile remaining from the previous test. Slow, continuous recession 
of the shoreline was observed and at the end of series 5, after 
approximately 83 model hours of profile development, the initial slope 
of 1:10 was reshaped. Testing then resumed for another 87 model hours 
up to the end of test series 14. 

During the experimental investigation the alongshore sediment 

transport rate was recorded continuously. Other data measured 

included breaker characteristics such as the breaker height H,  ,  the 
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depth below still water level at the breaking point d,  ,  the breaker 

distance X,  measured from the still water level shoreline,  the b 
velocity of wave propagation at the breaking point C, and the incident 

angle of breaking a,. Analysis of the measured breaker 

characteristics have been reported in detail in Sayao and Kamphuis 

(1982), It is to be noted that all these parameters have been 

evaluated for beach profiles rather than for plane beaches. 

EXPERIMENTAL RESULTS 

The experimental results are summarized in Table 1. A more 
detailed description of the present tests as well as Readshaw's (1979) 
data may be found  in Sayao (1982) and Sayao and Kamphuis (1983). 

Dimensional Analysis 

Dimensional analysis for littoral transport rate yields: 
H       H   P 

%  = *Q <IT'tt'FL'r) (1) 
S S     0 

where 

I   = —S 2-—— (2) 
pHfe (Hb/T) -2  sln2«b 

Q  is the dry mass littoral sediment transport rate, in kilograms per 
unit of time,  p  the water density, p   the sediment density, H, the 

wave height,  L  the deep water wave length, T the wave period, 5 the 
particle size and m the beach slope. The definition of beach slope m 

for mobile  bed models has  been  the subject of  considerable debate. 
From the present experiments - Sayao and Kamphuis (1983) - it was 

found that the most convenient form of beach slope definition, 

m = ^ (3) 

was also the definition which described surf gone phenomena, including 
littoral drift rate most accurately. This definition is called 
"mobile bed beach slope" throughout this paper. 

Relationship between Beach Slope and Relative Grain Size 

Figure 3 shows the mobile bed beach slope as a function of 
relative grain size parameter for the combined data set of the present 
tests and Readshaw's (1979) tests. Even though the data are 
scattered, a definite relationship between these two parameters is 
evident.   From regression analysis the curve fitted through the data 
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D50 
1.5 ( ^ )"1/2 (4) 

with r2 - 0.42. The scatter of the data, is further reduced if the 
wave steepness is included as a parameter, see Sayao (1982). It may 
be concluded that: 

61 H-  > (5) Hb 

for medium and fine sands. This result agrees with earlier findings 
by other authors, reviewed in Sayao and Kamphuis (1982a) and with the 
well known fact that steeper beach slopes are formed by coarser 
sediments. 

From the above analysis it may be concluded that the mobile bed 
beach slope m as a dimensionless variable for littoral transport 
includes much of the influence of relative grain size and hence the 
two are not completely independent as required by dimensional 
analysis. Thus, relative grain size and beach slope should not both 
be included in Equation 1. It was decided to retain beach slope in 
the relationship. Grain size can be re-introduced at a later stage to 
account for additional effect of grain size. 

Since the model experiments were conducted using sand as the 
model material in order to avoid serious scale effects resulting from 
incorrect modelling of the density ratio (see Kamphuis 1975), Equation 
1 may be rewritten in simplified form as: 

n  - •  ( £ , m) (6) 
s      s    o 

Figures 4 and 5 show the dimensionless average mass rate of littoral 

transport (n- ) as a function of each of the dimensionless variables 
s 

of Equation 6, the wave steepness and the mobile bed beach slope. 

"Average" refers to sediment transport rate averaged over a test with 

constant incident wave conditions. Both the present set of results as 

well as Readshaw's (1979) results are plotted. 

For Readshaw's tests,  the depth  at the breaking point d,  and 
b 

the breaker  distance A,  had not  been measured  directly and  these 

quantities were determined by measurement from his published beach 

profiles.  Figure 4 shows a decrease in n- with breaker steepness. 
^s 

Also for the same value  of the breaker steepness,  Readshaw's coarser 
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material produced higher dimensionless  littoral transport rates,  and 

two distinct curves for n-  versus H, /L  could be drawn.  Figure 5 
s 

shows an increase of n- with mobile bed beach slope. 

Figures  4 and 5  indicate that some of the variation in II- 
s 

resulting from the breaker steepness may be compensated by the change 

in llr resulting from the beach profile slope. The influence of the 
4s 

breaker steepness and beach slope on the dimensionless average mass 

rate of littoral transport might therefore well be expressed by: 

if; :—    = ?h (7> %      *yv 
where  £,  is the surf similarity parameter. 

Kamphuis and Readshaw (1978) first proposed that dimensionless 
littoral transport rate is related to the rate of energy dissipation 
in the breaking zone  and hence to the surf similarity parameter. 

Littoral Transport Rate and the Surf Similarity Parameter 

Figure 6 shows the dimensionless average mass rate of littoral 
transport as a function of surf similarity parameter, for the present 
results with fine sand and for Readshaw's (1979) results with the 
coarser material. The surf similarity parameter was defined from 
Equations 3 and 7 as: 

m        dhAb 
5K =  ,      = -~~ (8) 

b o 

A strong straight line relationship between the dimensionless 
average mass rate of littoral transport and the surf similarity 
parameter may be seen and hence a good approximation of Equation 6 is: 

n-  - « . ? (9) 
^S 

where K is a dimensionless constant. Numerical values for K were 
found from regression analysis and are given in Table 2. Some 
variation in K  was noted possibly depending on grain size. 
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TABLE 2 

VALUE OF K 

Experimental 

Data 

Number of 

Points 

Regression Analysis 

Readshaw (1979) 

Present results 

Combined data set 

24 

50 

74 

0.83 1.09 

0.83 0.84 

0.81      0.94 

Substitution of Equations 5 and 8 into Equation 9 yields: 

/(D50/Hb) 

/(HK/L )' 
b  o 

(10) 

This implies that the dimensionless littoral transport rate is 
proportional to the square root of the grain size, for medium and fine 
sands which agrees with Eajorunas (1970) and Castanho (1970). 
Laboratory tests conducted by Larras and Bonnefille (1965), reviewed 
in Sayao and Kamphuis (1982a) revealed that littoral transport rate 
goes through a maximum when related to the grain size, Lepetit (1972) 
and Bonnefille (1976). Thus for very coarse sands, Equation 10 will 
not be valid, and in the limit, for large rocks, the fluid is no 
longer capable of moving any material. 

Equation 10 also shows that dimensionless average mass rate of 
littoral transport is inversely proportional to the square root of the 
breaker steepness. This inverse proportionality has been proposed 
earlier by Saint-Marc and Vincent (1954), Larras (1957) and Le Mehaute 
and Brebner (1961). 

RELATIONSHIP BETWEEN LABORATORY AND FIELD DATA 

Immersed Weight, Dry Mass and Alongshore Energy Flux Factor 

An attempt to compare the present method and. Equation 9 with 
field data is now presented. Unfortunately, at the present time, only 
few field data have been published and the quality of these few field 
data sets was questioned by Greer and Madsen (1978) and Bruno et al 
(1981). The relationship for dimensionless average mass rate of 
littoral transport (Equation 9) may be rewritten as: 
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pg Hb
2 (Hb/T) |  sin2ab 

Q„ 
   = K . f (11) 

The average  dry mass  transport rate Q  may be converted to 

pR - p   - 

For  quartz  sand with  p /p    2.65 and  using the small  amplitude 

expression for wave energy 

h    ~    U6   T"Eb2 sin2ab (13) 

Substitution of Equation 8 into Equation 13 yields 

Longshore wave energy flux factor P   ,  is normally defined as 
follows: 

P* • T* pS Hb2 nb Cb sin2ab (15) 

Using n,  *  1 for shallow water and C,  as given by  small amplitude 
theory, shown to be correct in Sayao and Kamphuis (1982), P  becomes: 

P* " -^"b Eb T Sln2ab C16) 

Now I„ and P. may be related using Equations 14 and 16: 

h - •&? m/\ p* <17> 

Equations 9, 14 and 17 are simply different expressions of the 
same relationship for littoral transport rate proposed in the light of 
the present findings. Equation 17 may be written in dimensionless 
form as: 

Kp=^ = 75Fm/^ = 2* -m^b" . <18) 

which shows that the value  of K  is not constant as expressed in the 
P 
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CERC formula - US Army Corps of Engineers (1977) - but varies as a 

function of the mobile bed beach slope and the breaker index. Figure 

7 shows a plot of Kp versus m /yb f°r tne combined results of Readshaw 

(1979) and the present tests. Figure 7 is equivalent to Figure 6, but 

contains a little more scatter. Using a value for K * 1 (see Table 
2), the curve fitted in terms of K becomes: 

Kp  =  2 m /Yb" (19) 

which was found valid for the model data, with  r2 = 0.78. 

Preliminary Comparison of Experiments with Field Data 

Existing field data on littoral drift have been compiled by Das 
(1971). The measurements were expressed in terms of immersed weight 
transport rate and longshore wave energy flux factor. Komar and Inman 
(1970) found 

la 
K  = ~    = 0.77 (20) 
P     Ar 

where P„   is P„  evaluated using H   .  The present CERC  formula in 
IT I rms       r 

which Komar's data as well as other available field data sets are used 
finds K  equal to 0.78 (Bruno et al,  1981).  If the significant wave 

P 
height is used to calculate P  ,  then the comparable value for the 
CERC formula 'constant' becomes: 

K  = -A- = 0.39 (21) 
P    P* r     Us 

assuming the wave  heights  near breaking to be Rayleigh  distributed. 
Equation 21 is also shown in Figure 7. 

A comparison will be made between the present model results and 

the field data of Komar (1969),  see also Komar and Inman (1970). For 

this comparison of  field and model data it  is assumed that the 

monochromatic model wave height H may be compared with the significant 

wave height H  in the field.  This has become a common assumption in 
s 

the past for mobile bed model studies performed at Queen's University, 

as well as at other hydraulics laboratories. 

Unfortunately, for Komar's field data, only typical beach 

profiles for each location were given (see Komar, 1969). For Silver 

Strand beach  the wave  data were collected at  the same time as  the 
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beach was surveyed. For El Moreno, the wave climate was considered 

for this study to vary on a seasonal basis, i.e. it was assumed that 

the profile surveyed in May 1968 was also valid for Komar's 

measurements of May 1966 and May 1967. Out of the 14 orginal data 

points only seven can be used in the present comparison. Table 3 

shows the parameters used for calculating H- based on Komar's 

(1969) own field measurements using s 

Ss%,   I 

X •? Wh. 

TABLE 3 

FIELD MEASUREMENTS FROM KOMAR  (1969) 

No Site   Date    m         (H )    a, I  (5.) (II- )  < 
b rms  b %        b s Q s 

s 
(s)   (m)    (") (H/s) 

(1)          (2)    (3)   (4)   (3) (5)  (6) (6) 

1 SSB 4 Sep 68  1/55  11.10 0.528  5.8 47.1 0.29 2.04  7.03 

2 SSB 5 Sep 68  1/55   9.50 0.565  4.3 37.9 0.24 1.54 6.42 

3 EMB 4 May 66  1/7    2.72 0.316  10.0 45.1 0.73 1.31  1.79 

4 EMB 5 May 66  1/7    3.28 0.398  14.0 84.4 0.78 1.08 1.38 

5 EMB 22 May 67  1/7    4.72 0.317  9.8 28.7  1.25 1.46  1.17 

6 EMB 23 May 67  1/7    5.88 0.287  5.3 7.5  1.65 1.17   .71 

7 EMB 11 May 68  1/7    3.75 0.285  4.1 20.8  1.06 2.72 2.56 

(1) SSB:  Silver Strand beach,  D5Q - 0.18 mm 

EMB:  El Moreno beach, D  = 0.6 mm 

(2) From typical beach profiles given in Figure 9 of Komar (1969) 

(3) Averaged daily values from data given in Appendix IV of Komar (1969) 

(4) Averaged daily root mean square values from data given in Appendix IV 

of Komar (1969) 
(5) Averaged daily values given in Table 1 of Komar (1969) 

(6) Calculated using significant breaker height 
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The results were plotted  in Figure 8  for which n-  was calculated 
s 

using (H,)  for the field data points (i.e.  (Hh)rms 
was multiplied by 

/2 ). It may be seen from Figure 8 that Equation 9 is also valid for 

the field results, but that the value of K based on the model results 

would underestimate the littoral transport rate by a factor of about 7 

when compared with the Silver Strand field results and by a factor 

of about 1.5 when compared with the widely scattered El Moreno field 

results. 

The fact that Equation 9 is valid for the field results is not 
surprising since there is no reason why field sediment transport rates 
should not be related to rate of energy dissipation. The fact that K 

for the field results is higher than for the model is also reasonable. 
In the model (and on prototype beaches of large grain size), the sand 
is moved almost solely by bed load transport; For finer sands in the 
field, additional transport results from material suspension. In the 
model and the coarse material prototype, the driving force is related 
to shear stress. In the finer material prototype, additional 
consideration must be given to stirring of material into suspension by 
the turbulent breaker, to the settling mechanisms and fall velocity 
and to the effect of excess pore water pressures in the beach at the 
breaking zone, locally causing liquefaction of the sand mass and much 
higher rates of sediment transport. 

The model results indicate that as D increases, m increases, £ 

increases and hence Q increases. But the suspension and liquefaction 

mechanisms would indicate that as D increases, concentration of 

particles in suspension decreases and hence Q decreases. The first 

mechanism is taken into account with £ , the second with K . Further 

field comparisons are obviously necessary to prove the above 

preliminary hypothesis to be correct. No better comparisons can be 

made until more field measurements of littoral sand transport rate 

become readily available in which wave characteristics and beach 

profiles are simultaneously recorded. 

For the sake of  completeness a simple dimensional plot  of  I 

versus P.   ,  as suggested by  the CERC  formula  (U S Army  Corps of 
Engineers,   1977),   is  also  produced  in Figure  9.   No  strong 

relationship is evident. 
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CONCLUSIONS 

a. Littoral transport rate for medium and fine sand models may 
be expressed as 

or 
*Q  "  K h (9) 

6 m 
 '_ Js  

P Hb
2 (lyi) | sin2c,b      /^TT 

(26) 

where  K was  found  to be approximately  equal  to one for the model 
studies. 

b.   The beach slope to be used for calculations of littoral transport 
rate in mobile bed models is 

db 

which was found to be related to grain size 

/ 
__50 

\ 

(3) 

(5) 

Another form of  Equation 26  is: 

\     -     2K    m/\     \ (27) 
s 

which indicates that the "constant" in the CERC formula is not 
constant but varies with beach slope and breaker index. 

d. Preliminary analysis of some field results indicates that Equation 
9 is also valid for prototype beaches but that the value of sediment 
transport (and K ) for the field results is higher than for the model. 
This is hypothesised to be a result of additional transport in the 
field by material suspension. 
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NOTATION 

General 

b (as a subscript) at the breaker 

C velocity of wave propagation 

C, velocity of wave propagation in the breaking zone 

C group velocity 

D sediment grain size 

D,.,, sediment grain size corresponding to sieve size 

retaining 50% of a sediment sample 

d local water depth, related to still water level 

d, water depth at breaking, related to still water level 

E energy density in a wave  ( = 1/8 pg H2 ) 

E. energy density at time of breaking 

g acceleration due to gravity 

H wave height 

H, breaker height 

H deep water wave height 

H root mean square wave height 
rms ° 

H significant wave height 

I immersed weight littoral sand transport rate 

K empirical dimensionless littoral transport coefficient 
P 

L local wave length 

L, wave length at point of breaking 
b 

L deep water wave length 
o 

m mobile bed beach slope ( = d, /X, ) 

m (as a subscript) model 
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N model distortion 

n energy propagation factor ( = C/C  ) 

n model scale 

p (as a subscript) prototype 

P. longshore wave energy flux factor 

Pn P„  evaluated using H I % 6  rms 
r 

P„ P.  evaluated using H 
I % &  s 
s 

Q mass rate of littoral sediment transport s 

Q average mass rate littoral transport during one test 

r correlation coefficient 

T wave period 

x horizontal 

y vertical 

a angle of incidence between waves and shoreline 

a, angle  a measured at the breaking point 

Y, breaker index ( - ^u/^u ^ 

£, surf similarity parameter evaluated at the breaking point 

( = m/Zdyi^)) 

n. dimensionless version of a property A 

4> dimensionless function 

K empirical dimensionless constant 

X, breaker distance, measured between the breaking point 

and the shoreline, at still water level 

p density of water 

p sediment density 



THE RATE OF LONGSHORE SEDIMENT TRANSPORT AND BEACH EROSION CONTROL 

Yoshito Tsuchiya, M. ASCE* 

ABSTRACT 

The main purpose of this paper is to propose an ideal methodology 
for beach erosion control from the viewpoint of controlling the total 
rate of longshore sediment transport.  For this, a new formulation of the 
rate of longshore sediment transport is made.  The total rate is directly 
proportional to the longshore component of wave power in field coasts, 
but not in laboratory ones. 

How to control the total rate of longshore sediment transport is 
considered.  There are two ways applicable for practical purposes.  The 
first is to decrease the breaker depth by changing the bottom topography, 
and the second to decrease the incident angle of breaking waves by 
changing either the bottom topography or the inclination of shoreline to 
the incidence of predominant waves.  Two typical, but ideal examples are 
explained for beach erosion control by this methodology. 

INTRODUCTION 

Beach erosion has advanced actively in many countries of the world, 
especially in Japan(Tsuchiya, 1980) due to decrease in sediment input 
from rivers and by construction of coastal structures.  Various works 
have been employed widely to prevent beaches from erosion, but few 
general concept of beach erosion control has been proposed. 

The methodology of beach erosion control must be established by 
the knowledges of sand drift, as well as of beach processes.  By wave 
power approach, formulations of the total rate of longshore sediment 
transport have been made by many authorities.  Komer and Inman(1970) 
investigated the applicability of the Bagnold model(1963) for sand 
transport on beaches to find out some correlation between the model and 
empirical relation of the total rate of longshore sediment transport. 
Recently Kamphuis and Readshaw(1978) studied the total rate of longshore 
sediment transport in terms of the total thrust which is the longshore 
gradient of the alongshore component of radiation stress.  More recently 
Seymour, Domurat and Pirie(1980) did the same approach which was compar- 
ed with their observed results of longshore sediment transport and 
radiation stress. 

A very simple model for the formulation of the rate of longshore 
sediment transport is first explained.  Then, an ideal methodology for 

* Professor, Disaster Prevention Research Institute, Kyoto University, 
Kyoto/ JAPAN 

1326 



LONGSHORE SEDIMENT TRANSPORT 1327 

beach erosion control is proposed from the viewpoints of controlling the 
total rate of longshore sediment transport and providing stable sandy 
beaches which have the lowest wave reflection coefficient to reduce the 
offshore sediment transport effectively. 

THE RATE OF LONGSHORE SEDIMENT TRANSPORT 

On the whole, movements of sediments are thought to be composed of 
alternating motion and these sediments are transported downstream by 
longshore currents even as they are undergoing sliding or saltation due 
to wave action.  Thus, the mechanism of longshore sediment transport can 
be expressed as 

qx= c0   • d • u(y) (1) 
t      f 

Wave motion 

Longshore currents 

in which q is the rate of longshore sediment transport, u the velocity 
of longshore current in the jf-direction, and 5 the averaged concentra- 
tion of sediment. Einstein(1972) indicated that the motion of sediment 
transported by fluid can be expressed universally by a formula for 
sediment load. When the formula used to determine the rate of sediment 
transport by winds and currents(Tsuchiya and Kawata, 1971) is applied, 
the averaged concentration can be expressed as 

s(A)d-4) (2) 

in which c    is approximately equal to 0.2 although it varies slightly 
with the Shields parameter T*.  T*  in Eq.(2) is the value at the 
critical stage of sediment movement, and T* is given as 

r/fi 
r* = - 

l,a/p-l)sD 

where 

(3) 

T/P= (1/2) ft2 (4) 

in which f  is the coefficient of bottom friction, D  the size of the sedi- 
ment, a/p the specific gravity of the sediment, g  the acceleration of 
gravity, and v  the maximum water particle velocity of waves on the sea 
bottom.  The value for v  can be expressed approximately by 

avV;    a=£(—p=)   (%   for    0<7<1 

I(Z)(_L)(A^.) for   i<r<~ 
2 V///    /,/       Td 

in which the subscript o refers to wave quantities at the deep-water 
limit and B  to the breaker point, L is the wave-length, H  the wave-height, 
T  the wave-period, d  the water depth, Y = y/y    the dimensionless variable, 
and y    the width of surf-zone.  Use of the equation for longshore currents 
of Longuet-Higgins(1970), allows us to rearrange the distribution of 
longshore sediment transport in the y-direction as 
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-JgdBi (6) 

~ c0 O (-X-^-) (tan/J   sin 2 ^ )(1 -R*F?Y2) YV W 16 /     <i     u " 

for   o<y<i 

for 1<7<~ 
in which U(Y)   = u/u    where u  is the velocity of longshore currents at the 
breaker line, tan8 is the average slope of the sea bottom, and R  and F 

(7) 

The theoretical distribution of longshore sediment transport across 
the surf-zone in the dimensionless form given by Eq. (6) is shown as a 

OA 

0-3 

02 

> 

yV(y) 

s' 

~J£^ 
q 

Co(fl/cr)vgh9 

/         <yA 
i^^—iKiO^~\ 

/          (*r      a 

Fig. 1 Offshore distributions of the rate of longshore 
sediment transport and longshore current velocity 

function of Y  in Fig. 1 for a comparison with the experimental data 
obtained by the authors(1978), as well as with the velocity distribution 
of longshore currents.  In the figure, the constant value of P  is assumed 
to be 0.2 for the theory of longshore currents.  Favorable agreement for 
the offshore distribution of longshore sediment transport is seen between 
the theoretical curves and experimental values.  After integrating Eq. 
(6) with respect to Y  over the domain of sand drift between the critical 
water depth for null sediment mevement and the shoreline(neglecting the 
so-called swash transport) the total rate of longshore sediment transport 
Q    is given by 

in which 

C 

QX=C (—)   / ( R, Pr ) dl *fljIB sin   2 $B 

/ (K. Fr) = -hoF?~d0 (RFT)°+ e0(RFrf 

0.298,  b    =0.124,   d = 0.373,   e    =0.207 and a 

(8) 

(9) 

1.11 when P 
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0.2. 

The function of I(R,  F J   is shown in Fig. 2.  In field coasts, the 
value of Fr  is normally very small, because the parameter Fr includes 
the ratio of sediment size to wave length.  Therefore, the value of 
I(R, Fr)  becomes nearly constant, say 0.3. Then the total rate of long- 

0.5 

0.4 

0.3 

0-2 

01 

0 

-5l0£5 

0.4 „ 0.6 08 0 02 

Fig. 2 Change in I(R, Fr)  with the parameter R  and Fr 

shore sediment transport is directly proportional to the longshore 
component of wave power.  This is consistent with the usual empirical 
relationship for the total rate of longshore sediment transport which 

io3 

HELD 

• Warn (1953) 

= Coldwell (1956) 

Komor and1 Inmon (1970) 

o      El Moreno Beoch 

o     Silver Sirond Beoch 

Ai 

LABORATORY 

* Krumbsin (1944) 

• Sovilie (1350) 

° Shay ond Johnson (I95D   . 

Souvoge ond Vinccni {1954) 

»        C/P   =  2.6 

Sovaae ond Fairchild (1959-1970) 

Piice and Tomlmson (1968)  O/P - 1.3s 

10" IO6 

Longshore Component of Wave Power erg/sec cm 

Fig. 3 Data on the immersed-weight sand transport rate as 
a function of the longshore component of wave power 
(Komer and Inman, 1970) 
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was derived by wave power approach. But, in laboratory experiment, the 
value of I(R, F )   is more smaller than that in field coasts.  The value 
depends on characteristics of waves and sediment.  It has been pointed 
out that the usual empirical relationship is not applicable for labora- 
tory data of the total rate of longshore sediment transport, so that the 
data are plotted below the relationship.  For example, Fig. 3 which was 
prepared by Komer and Inman(1970), shows a relationship between the 
immersed-weight sand transport rate and longshore component of wave power 
in which the laboratory data are shown below the relationship for the 
field data. 

METHODOLOGY FOR BEACH EROSION CONTROL 

Now, consider how to control beach erosion from the viewpoint of 
controlling the total rate of longshore sediment transport. As explained 
in Eq. (8), the total rate of longshore sediment transport is expressed 

by 2/  
Qx  = C,dBfgiB  sin 26fi (10) 

in which C   is a constant.  The total rate of longshore sediment trans- 
port is expressed in terms of the breaker depth or breaker height, 
incident angle of the breaker and some other parameters included in the 
constant C   in Eq. (10).  This formulation indicates that as already 
explained the total rate of longshore sediment transport is directly 
proportional to the longshore component of wave power. 

An idea of controlling the total rate of longshore sediment trans- 
port can therefore be proposed for the conditions of changes in coastal 
sediment sources.  For the conditions of decrease in coastal sediment 
sources the total rate of longshore sediment transport must be reduced 
in the given conditions.  To reduce the total rate of longshore sediment 
transport the longshore component of wave power must be decreased 
effectively along the coast.  To reduce the total rate of longshore 
sediment transport, in other words, two ways would be applicable from 
Eq. (10) for more practical purposes. The first is to reduce the breaker 
depth by changing the bottom topography to decrease the total rate of 
longshore sediment transport.  And the second is to reduce the incident 
angle of breakers by changing either the bottom topography or the incli- 
nation of the shoreline to the incidence of predominant waves. 

Table 1 A classification of beach erosion control 

Method Practical Works 

To reduce the breaker height To change the bottom topography 
Offshore beach -nourishment 
Sand groin etc. 

To construct structures 
Submerged breakwater 
Floating breakwater 
Offshore breakwater etc. 

To 
Of 

reduce the incident angle 
breakers 

Headland control 
Offshore breakwater etc. 
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A classification of beach erosion control is shown in Table 1. For 
controlling the breaker height or breaker depth, there are two ways such 
as to change the bottom topography and to construct structures. The 
former is offshore beach nourishment and sand groin, and the latter sub- 
merged, floating and offshore breakwaters. For controlling the incident 
angle of breakers, on the other hand, there are two ways such as headland 
control and offshore breakwater. 

An example of wave reflection coefficients of wave absorbers and 
natural beaches is shown in Fig. 4, in which Kr  is the reflection coef- 

0.2 0.3 0.4 
B/L, Ho/LotlO 

Fig. 4 Wave reflection coefficients of wave 
natural beaches 

0.5 

sorbers and 

ficient, B/L  the ratio of the width of absorber to wave length, HQ/L    the 
wave steepness at deep water limit, the thick solid curve indicates 
experimental values of reflection coefficient of wave absorbers with 
concrete blocks(Tanimoto, Kitatani and Osato, 1979), and the other two 
thin solid curves are those of sloping beaches of 1/10 and 1/20 
respectively.  It is well-known that the efficiency of natural sandy 
beaches in wave energy dissipation is very higher than other wave 
absorbers, and is nearly independent of wave periods.  To reduce offshore 
sediment transport, emphasis is placed on the reduction of occurrence of 
reflected waves in considering how to control beach erosion. 

From the viewpoint of controlling the total rate of longshore sedi- 
ment transport, a possible method can be expected for application to 
practical beach erosion control.  In this case, attention should be made 
in selecting suitable methods of beach erosion control by which be formed 
stable sandy beaches having the lowest coefficient of wave reflection to 
reduce the offshore sediment transport by reflected waves most effective- 
ly.  From the viewpoint of applicability, the second one of the proposed 
methods would be more applicable for beach erosion control, because the 
inclination of shoreline can be changed easily by construction of arti- 
ficial headlands or offshore breakwaters.  Especially natural-like sandy 
beaches will be formed between headlands if necessary conditions for 
their formation are satisfied. 
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IDEAL EXAMPLES OF BEACH EROSION CONTROL 

Two typical, but ideal examples can be explained for beach erosion 
by this methodology.  The first is for beach erosion due to the decrease 
in sediment sources such as recent beach erosion near river mouths which 
has recently been remarkable in many countries of the world, especially 
in Japan(Tsuchiya, 1980).  Surppose that a river is running into the 
sea as shown in Fig. 5, and the predominant waves are coming from the 

Fig. 5 Beach erosion control for the decrease in sediment 
input from a river 

direction of which the incident angle is 8B, producing the total rate of 
longshore sediment transport Qx.     The sediment input from the river was 

advanced on the coast downstream of longshore sediment transport, the 
left-side coast of the river as shown in the figure. 
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The total rate of longshore sediment transport by the predominant 
waves can be assumed to be nearly constant so that the decrease in 
sediment input from the river takes place beach erosion.  Consider how to 
control the beach erosion from the viewpoint of controlling the total 
rate of longshore sediment transport.  For this the total sediment trans- 
port rate must be reduced along the left side coast, according to the 
decreased sediment input from the river. 

There may be many ideas for this, but a possible solution of them is 
expected as shown in Pig. 5(b), in which a series of headlands is con- 
structed at suitable angles and distances to make the total sediment 
transport rate decrease at the given total rates.  This is to reduce the 
incident angle of the breakers from 8^ to 9' as shown in the figure.  It 
may then be expected that a series of dynamically stable beaches(Silve- 
ster, Tsuchiya and Shibano, 1980) be finally formed, and they have the 
lowest coefficients of wave reflection to reduce the offshore sediment 
transport most effectively. 

&B = IT/2   (normal incidence) 

TIJ   _,,    ,      ?•*••*--   /Original shoreline 
^Headland     > •-. -^ 

Tombolo Erosion 

_£ /Original shoreline 

(a)  Headlands (b)  Offshore breakwaters 

Fig. 6 Beach erosion control for the lack of sediment sources 

The second example is for beach erosion due to the lack of sediment 
sources by reclamation of river mouth areas or by construction of large 
coastal structures.  A solution for such beach erosion can be proposed 
by this methodology as shown in Fig. 6, in which a series of headlands 
(Silvester, 1976) or offshore breakwaters(Detached breakwaters, Toyoshi- 
ma, 1974) is employed to make the total rate of longshore sediment 
transport vanish.  By construction of such a series of headlands or off- 
shore breakwaters, statically stable beaches(Silvester, Tsuchiya and 
Shibano, 1980) be finally formed between them. 

CONCLUSION 

Based on the formulation of the total rate of longshore sediment 
transport, an ideal methodology of beach erosion control has be proposed, 
and two typical, but ieal examples have been shown for controlling beach 
erosion due to the decrease or lack of sediment sources. 

I must hereby remember the following two concepts; 
"Water shall not be compelled by any fortse(force), or it will 

return that fortse onto you" which was introduced by Professor Per Brunn 
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(1972) in his theme lecture at the 13th Coastal Engineering Conference, 
and 

"How to copy nature" which was emphasized by Professor Richard 
Silvester(1979) in his special lecture at the 1978-Annual Meeting of the 
Disaster Prevention Research Institute, Kyoto University. 

The study reported in this paper was supported by Grant-in-Aids for 
Scientific Research, from the Ministry of Education, Science and Culture 
of Japan, under Grant Nos. 542044 and 57850167. 
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SEDIMENT TKANSPORT UNDER SHEET FLOW CONDITION 

by 

Kiyoshi Horikawa1,  Akira Watanabe2 and Sadakazu Katori^ 

ABSTRACT 

A series of laboratory experiments in an oscillatory tank was 
carried out to investigate the sheet flow of sediment. Objectives of 
the study were to determine the criterion for inception of sheet flow, 
and to evaluate the sediment transport rate under the sheet flow condi- 
tion. In order to proceed with the investigation, it was necessary to 
develop devices appropriate for tracing the sediment particle movement, 
and for measuring the extremely dense sediment concentration in the 
moving layer of sheet flow. The chief results are: 1) the criteria for 
the inception of sheet flow given by Manohar C1955) and by Komar and 
Miller (1974) are both applicable to materials composed of spheroidal 
particles, and 2) the average rate of sediment transport for sheet flow 
is well described by an empirical relationship given by Madsen and Grant 
(1976) for the bed load transport rate on a plane bed in oscillatory 
flow. 

INTRODUCTION 

The prediction of beach profile change is, at present, one of the 
most important subjects in the field of coastal engineering. In order 
to proceed with the prediction of beach evolution, appropriate formulae 
must be developed for evaluating the sediment transport rate in the surf 
zone as well as in the offshore zone. The characteristics of waves, 
currents, and movement of sediment particles in these regions are evi- 
dently completely different depending upon the location. For example, 
Dingier and Inman (1976) presented diagrams of various types of bed 
configurations appearing in the shallow water region. These are the 
relict, rippled, transition, and sheet flow regimes. The rippled bed 
gives way to the sheet flow regime in the surf zone, in particular under 
storm conditions. Although studies on sediment transport in the sheet 
flow condition are necessary to understand beach profile change in the 
surf zone, very few investigations have been reported on this particular 
phenomenon. 
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The authors therefore initiated a series of laboratory investiga- 
tions using an oscillatory flow tank to isolate the fundamental aspects 
of sheet flow. In this paper, the main results on the items listed 
below will be discussed.     These are: 

1) Criterion for inception of sheet flow, 

2) Sediment concentration in the layer moving as sheet flow, 

3) Advection speed of sand particles in the moving layer,  and 

4) Sediment transport rate under the sheet flow  condition evaluated on 
the basis of items 2) and 3). 

EXPERIMENT   LAYOUT 

The experiments were performed in an oscillatory flow tank. There 
are two reasons for using such an apparatus. First, sheet flow occurs 
in the surf zone where the environmental conditions are difficult to 
control, and where the fluid flow is complicated. Secondly, in order to 
produce sheet flow on a horizontal bed while at the same time avoiding 
the complication of wave breaking, a very large flume would be neces- 
sary. Therefore, it is convenient to use a tank such as ours in which 
the amplitude (max. 75 cm) and period (1 to 10 s) of the oscillatory 
flow can be varied over a wide range covering the scale of the proto- 
type. 

Figure 1 shows a schematic diagram of the oscillatory flow tank and 
the various measuring apparatus used. The oscillatory flow is produced 
by a piston. The flow section is 25 cm wide, 25 cm high and 200 cm 
long. Sediment materials were placed along the bottom plane of the test 
section as described in the next paragraph. The period, amplitude, and 
mean velocity of the oscillatory flow in the test section were evaluated 
from readings of a wave gage at the vertical riser of the oscillatory 
tank, as shown in Fig. 1. A motor-driven 35 mm camera was used to 
record the particle concentration in the upper layer of the flow, and to 
determine the particle advection speed throughout the flow. An electro- 
resistance sediment concentration detector was used to measure the con- 
centration in the lower layer of the sheet flow. The instruments and 
techniques are discussed in detail as they appear below. 

Figure 2 shows two types of setups in the test section. A vinyl 
chloride plate was introduced to reduce end effects. For the heavier 
materials, the test section was narrowed to obtain a higher flow velo- 
city. Six kinds of bed material were used to study the inception cri- 
terion; three consisted of natural sands, and three of plastic par- 
ticles. The characteristics of the test materials are given in Table 1. 
For studying the transport rate, only sand (1) in Table 1 was used 
(Toyo-ura  standard  sand,   median grain  size 0.2  mm). 
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-sand d) sandi2). plastic!3) 

~Hi^ 
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artificial roughness attached 
to retard material slippage 
on   the   plate   surface 

Fig. 2   Setting conditions of material. 

TABLE 1  Characteristics of material used. 

Material d 
(cm) PJP (deg) 

0*2 
(deg) 

w 
(cm/s) 

Sand (1) 0.02 2.66 37.0 24.4 2.6 

Sand (2) 0.05 2.66 35.9 26.2 6.5 

Sand (3) 0.07 2.66 34.4 27.8 9.8 

Plastic (1) 0.2 1.42 36.9 24.4 11.8 

Plastic (2)* 0.4 1.18 36.2 20.8 9.4 

Plastic (3) 0.03 1.56 22.4 13.9 1.8 

d  : grain diameter,      Ps I P   : specific gravity 
ai  : angle of repose underwater (bed tilted from horizontal) 
a2  '• angle of repose underwater (setting naturally) 
w : fall velocity 

* cylindrically shaped 
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CRITERION FOR INCEPTION OF SHEET FLOW 

A series of runs was carried out under various flow conditions to 
determine the inception of sheet flow. The inception criterion was 
visually defined as the initiation of the plane-bed mode by two proce- 
dures. The first was to increase stepwise the amplitude of the flow 
velocity by reducing the period of oscillation while holding the hori- 
zontal amplitude of the piston constant. In this process, the genera- 
tion, development, and disappearance of bed ripples were visually ob- 
served. The second procedure was to decrease the amplitude of the flow 
velocity from the already existing condition of sheet flow. During the 
latter process, the regeneration of bed ripples was observed. Figure 3 
shows sample results. The horizontal and vertical axes in this diagram 
are the near-bottom orbital amplitude, and the period of oscillatory 
flow, respectively. It is seen that the two procedures give essentially 
the same inception criteria, and that, therefore, sheet flow can be de- 
tected fairly precisely. 

.(S) 

6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

W / 
x disappearance of ripples 

o reappearance of ripples 
V  criterion   lies  below   these symbols 

25 50 70 
Qm(cm) 

Fig. 3   Experimental results for criterion 

of sheet flow (sand (1)). 
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As far as the authors can determine, three criteria for the incep- 
tion of sheet flow have been reported (Manohar, 1955! Komar and Miller 
1974; Dingier and Inman, 1976). These are summarized in Table 2, for 
which the expression given for Manohar's criterion was derived by the 
authors on the basis of the original form. In Table 2, U is the maximum 
orbital velocity, s = ( PS - p )/p , p and p are the densities of the 
sand and fluid respectively, d is the grain diameter, is the kine- 
matic viscosity of the fluid,    g    is the gravitational acceleration,  and 

TABLE 2      Criteria for inception of sheet flow. 

Manohar   (1955) 

e B   u     =    2 xicr 

Komar . Miller   ( 1974) 

y-, fw U     _       4 .4 

2sda       (Ud/P)'/3 

Dingier • Inman  (1976) 

0 • 240 

Figure 4 gives a comparison of the criteria of Manohar (1955) and 
of Dingier and Inman (1976) with the present data and with Manohar's 
data obtained using an oscillatory plate. The vertical and horizontal 
axes are the non-dimensional parameters, % , and the Reynolds number 
based on the grain size, Re, respectively. From this figure it is 
seen that Dingier and Inman's criterion is likely to give a rough esti- 
mate of the criterion for inception of sheet flow. Manohar's criterion 
is seen to describe the data well except for those data pertaining to 
the cylindrically-shaped plastic particles (open triangles at upper 
right of Fig.   4; plastic (1) and (2), Table 1). 

Figure 5 gives a comparison of Komar and Millers' (1974) criterion 
with the laboratory data, where the vertical and horizontal axes are, 
respectively, the Shields parameter * and the Reynolds number based 
on the grain size, Re. In this diagram, Manohar's (1955) data were 
plotted together with the present data for reference. In general, Komar 
and Miller's criterion is seen to fairly well describe the trend of the 
experimental results. The data for sand (1) indicates a tendency for 
the inception criteria to level off at the lower Reynolds numbers, which 
is not reproduced by the expression of Komar and Miller. Although it 
appears from the present experimental results that the criterion of 
Manohar (1955) is somewhat superior to that of Komar and Miller, we must 
reserve judgement until  more data are available. 
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o Sand(l) 0.02             1. 

• Sand (2) 0.05              1. 

c Sand (3) 0.07              1. 

A Plastic)!) 0.2                 0. 

^7 Plastic(2) 0.1                 0. 

A PlasticU) 0.03              0. 

o M. Manohar (1955) 

Fig. 4   Criterion for inception of sheet flow (0- Re). 
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Fig. 5   Criterion for inception of sheet flow (*- Re). 
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The main reason for the apparently anomalous results with the 
cylindrical plastic particles is that these particles did not move as 
easily as the other (spheroidal) particles. It can be concluded that the 
criterion for the inception of sheet flow is closely related to the 
shape of the sediment particles. More data are needed to determine an 
appropriate criterion for inception of sheet flow for odd-shaped 
particles. 

SEDIMENT   CONCENTRATION   IN   SHEET   FLOW 

Sediment  Concentration Measuring Techniques 

In order to measure the concentration of suspended sediment pro- 
duced by wave action, photoelectric concentration meters are usually 
employed. However, this type of meter can not be applied to measure the 
sediment concentration in the sheet flow moving layer, because 1) the 
sediment concentration is too high to be measured by conventional 
apparatus, and 2) the meter itself disturbs the flow. Therefore, 
measurements were made employing a photographic technique and a newly 
developed electro-resistance type sediment concentration meter, 

A photographic technique was used to measure the suspended sediment 
concentration in the upper layer. As shown in Fig. 6, a copper plate 
(0.1 mm thick, 1 cm wide and 20 cm long; painted black) was placed 
vertically and parallel to the flow direction, at a distance of 1 cm 
from the inside of the glass wall of the oscillatory tank. Successive 
pictures of sand particle movement during oscillatory flow were taken at 
certain intervals for 15 to 20 frames over the flow period using a 
motor-driven camera and a stroboscopic lamp. The sand particles passing 
through the 1 cm-wide section between the copper plate and glass wall 
were counted on the  pictures. 

Fig.  6        Experimental arrangement for measuring grain movement 
in upper layer. 
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In the vicinity of, or inside the moving layer of sheet flow, the 
sediment concentration is extremely high and therefore a special mea- 
suring device was developed for the present investigations. The mea- 
surement principle is based on the fact that the electrical resistance 
of a water/sand mixture is a function of the concentration of sediment 
particles. A schematic of the measurement device is given in Fig. 7. 
In order to calibrate the instrument, a cylindrical tank (diagram- 
matically shown in Fig. 8) was used. This calibration tank is suitable 
for generating a uniform and constant suspended sediment concentration. 
The concentration can be varied over a wide range. 

A typical calibration curve of the instrument is given in Fig. 9, 
where the horizontal axis Cf is the relative volumetric concentration 
defined as C = 0 for water only, and C = 1.0 for sediment settled in 
still water. The vertical axis is the ratio between the output voltage 
V for a certain value of C, and the voltage VQ for C = 1. The 
linearity of the calibration curve is adequate to measure the sediment 
concentration over a wide range of concentration. Another advantage of 
the device is the small size of the sensor, which minimizes disturbance 
of  the  flow  field. 

A copper   wire 
I covered   by 

p-—^ polytetrafluor- 
A\^y eihylene 

exposed B     0.1  mm 

Fig. 7   Electro-resistance type sediment concentration meter. 
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Fig. 8        Calibration   apparatus   for 
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Fig.  9        Calibration curve for electro-resistance 
type sediment concentration meter. 
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Measured Concentration 

Table 3 indicates the eight oscillatory flow conditions tested 
which produced the sheet flow regime in the bed material. The data 
obtained using the photographic technique will first be presented. This 
concerns the sediment concentration in the upper layer. Figures 10(a) 
and 10(b) exhibit some vertical distributions of sediment concentration 
under constant orbital amplitude and constant velocity amplitude, 
respectively. The vertical axis, y, is the elevation above the surface 
of the initial bed. The horizontal axis, CN, is the number of sand 
particles contained in a rectangular body of water with a horizontal 
cross section of 1cm by 1cm and a vertical length of 1 mm, averaged over 
one oscillatory cycle. Here the value CN = 1.0 corresponds to a mass 
concentration of 167 mg/liter. 

From Fig. 10(a), it is seen that the suspended sediment concentra- 
tion increases with increase in the velocity amplitude (that is, an 
increase of bottom shear stress) under the condition of constant orbital 
amplitude. Figure 10(b) indicates that the elevation which the sediment 
particle reaches above the bed decreases with a decrease in the oscil- 
lation period under the condition of constant velocity amplitude. This 
result is believed due to the fact that for shorter periods, the flow 
reverses direction before turbulence is fully generated along the bot- 
tom. The vertical distribution of the concentration of the sediment 
located higher than 1 mm above the bed is expressed well by an exponen- 
tial function of distance from the bed. 

TABLE 3  Experimental conditions. 

Case 

Half-excursion 

length, am 

(cm) 

Period, T 

(s) 

Maximum orbital 

velocity, u 

(cm/s) 

1-1 

72 

3.6 127 

1-2 4.2 108 

1-3 4.8 95 

1-4 5.4 87 

1-5 6.0 76 

2-2 58 3.4 

108 3-2 44 2.6 

4-2 34 2.0 
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Time variations of sediment concentration at selected elevations 
for two particular cases are shown in Figs. 11(a) and (b). Here the 
vertical axis, CJJ, is the number of sediment particles in a certain 
volume of water, and the horizontal axis, 6, is the phase of oscillatory 
flow. The phase 6=0° corresponds to the time when the velocity 
changes direction, and 6 = 90° corresponds to the time when the velocity 
reaches a maximum. Figure 11(a) is a typical result, while Fig. 1Kb) 
is atypical. The trends of the phases of maximum and minimum concentra- 
tion are indicated by solid lines. On the basis of the data of all 
eight cases shown in Table 3, it can be concluded that the phase of the 
sediment concentration in the vicinity of the bed is almost equal to 
that of the oscillatory flow velocity, although the phase of concentra- 
tion tends to move ahead as the flow period increases. The phase dif- 
ference between the sediment concentration and the oscillatory flow 
velocity  increases with increase in elevation. 

Now, the sediment concentration in the moving layer of sheet flow 
will be considered. Figure 12(a) shows the vertical distributions of 
sediment concentration at various phases for Case 1-1, measured by the 
electro-resistance concentration meter. According to these plots, the 
sediment concentration changes considerably in the layer spanning 3 to 5 
mm above and below the location of the initial bed surface. The minimum 
sediment concentration above the initial bed surface occurs a little 
after the phase of e = 0° (minimum flow velocity); the maximum concen- 
tration occurs at approximately 6 = 90° (maximum velocity). 

The curves of sediment concentration at the phases of 90° and 120° 
have an inflection point in the layer just below the initial bed level. 
This phenomenon is presumably caused by strong vortices appearing near 
the bed. It can be observed from Fig. 12(a) that sand particles lifted 
up at the phase of high velocity fell to the bottom during the stages of 
velocity deceleration. 

ADVECTI0N   SPEED   OF   SAND   PARTICLES 

The adveotion speed of the sand particles was measured under the 
same conditions as those of the sediment concentration measurements. A 
number of pictures were taken at certain constant intervals with various 
shutter speeds by using a motor-driven 35mm camera. The adveetion speed 
of the moving particles was determined by tracing individual particles 
on successive frames. 

In the upper layer, the camera was focused on interior particles to 
eliminate the influence of the glass wall. In the lower layer, because 
of the extremely high concentration, the adveotion velocity could not be 
obtained by direct observation of individual  particles. 



1348 COASTAL ENGINEERING—1982 

phase 

e=o° 

e=3o° 

9=60° 

9 = 90 

Q = 120° 

9 = 150° 

(a) 

It 

10 

10 

y 
'(mm) 

B 

, 
C 

) s 
/"     " 

~h 

(1.) 

Concentration Advection 
Speed 

0.1 0.2 0.3 

OS- 
u 

-5 u 
10 J 

V,•, 

s 
\ 

0        o 

-6 

L>V 0.2 0.3 

u 

p O.t 0.2 

(c) 

Sand 
Flux 

Fig. 12  Vertical distribution of concentration, 

advection speed, and sand flux. 



SHEET FLOW TRANSPORT 1349 

Therefore, an extrapolation procedure was used as follows: 1) 
Amplitudes of motion down to an elevation of 2 mm from the initial bed 
were obtained by means of the normal camera technique. The depth at 
which the amplitude became zero was determined by measuring the position 
of the electro-resistance probe at maximum concentration (no sand 
dilation) for given flow conditions. The vertical distribution of 
amplitude in the lower layer not amenable to direct measurement was then 
estimated by curve fitting. 2) The phase of the motion during the time 
which the sand was assumed to move was determined by using the same 
photographic technique as described above, but using more readily 
visible plastic particles. 3) The advection velocity in the lower layer 
was then calculated using the amplitudes and phases derived by the above 
separate procedures. 

Figure 12(b) shows curves of the vertical distribution of advection 
speed u normalized by the amplitude of the main flow velocity U, at 
various phases in a half cycle of the oscillatory flow. It is seen that 
the vertical distributions of advection speed of sediment particles are 
quite similar to those of water particle velocity inside the oscillatory 
boundary layer flow: the sand advection speed in the upper layer (y :> 
20 mm) is almost always equal to the main flow velocity, whereas it 
decreases in amplitude and advances in phase with decrease in elevation. 
The gain in phase approaches about 45° at the lowest elevation of the 
moving layer, corresponding to that of the laminar boundary layer flow 
velocity. However, the advection speed in the lower layer does not vary 
sinusoidally in time, but changes intermittently, having significant 
magnitude only over a limited time duration at certain phases of the 
oscillatory cycle. This is due to the intense frictional forces between 
sediment  particles. 

SEDIMENT   TRANSPORT   RATE 

The flux of sediment concentration is defined as the product of the 
concentration C and the advection speed u at each elevation and each 
phase. Figure 12(c) gives the vertical distributions of the concentra- 
tion flux (divided by the amplitude of main flow velocity, U) thus 
obtained at the various phases for the present ease. It is realized 
from this figure that the moving layer in the vicinity of the initial 
bed surface with a thickness of the order of 10 mm contributes signif- 
icantly   to  the sediment transport rate. 

The instantaneous sediment transport rate through a vertical cross- 
section was evaluated from the verical integration of concentration flux 
at each phase. Taking the average of the instantaneous transport rate 
over a half cycle of oscillatory flow yields the mean transport rate for 
each experimental case. In this way, a total of six data points for the 
mean sediment transport rate under the sheet flow condition were 
obtained. 
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Madsen and Grant (1976) treated bed load movement induced by oscil- 
latory flow and proposed a formulae to relate the nondimensional trans- 
port rate * to the Shields parameter ^ , based on a Brown-type formulae 
of bed load transport rate in a uni-direotional flow. The relation is 
given by 

* = 
wd 

12.5 *• (1) 

where qs is the sediment transport rate averaged over a half wave cycle, 
w is the fall velocity of the sediment particles, and d is the grain 
size. The definition of the Shields parameter * is given in Table 2. 
This relation was found to agree well the experimental data of Kalkanis 
(1961) and Abou-Seida (1965), obtained using an oscillatory plate moving 
horizontally in a sinusoidal manner in a still water basin. 

10 

0 = 

is.  ' 
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^ * = 12.5'!' 
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Fig.  13      Relation between non-dimensional  transport rate 
and Shields parameter. 
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In Fig. 13, the present results, obtained under the sheet flow 
conditions, are plotted on a figure given by Madsen and Grant (1976). 
It is seen that the formula proposed by Madsen and Grant fits the 
present data quite well. However, since the amount of data obtained 
under the condition of high Shields parameter is scarce, further effort 
is needed to accumulate more data on the sediment transport rate of 
sheet flow. 

It should be emphasized that the beach configuration is transformed 
due to the net rate of sediment transport, i.e., the difference between 
onshore and offshore transport rates. It is clear from Fig. 12 that the 
magnitudes of the instantaneous sediment flux are significantly dif- 
ferent even for the same main flow velocity, depending on whether the 
flow is at the stage of acceleration or deceleration (compare 8 = 30° 
and 150°, or » = 60° and 120°). This implies that a more detailed 
examination of the sediment movement is required in order to establish a 
transport formula which can estimate the instantaneous or net rate of 
sediment transport under the asymmetrical variation of flow velocity 
such as occurs in the surf zone. 

CONCLUSIONS 

In order to elucidate the fundamental aspects of the sediment 
transport phenomena under the sheet flow condition, a series of labora- 
tory experiments was performed in an oscillatory flow tank utilizing 
specially developed measuring devices and techniques. In particular, 
the electro-resistance type concentration detector was found capable of 
measuring exceptionally high concentrations which can not be measured by 
conventional photoelectric concentration meters. 

From the experimental results, the following conclusions were 
obtained: 

1) The criteria for the inception of sheet flow given by Manohar 
(1955), and by Komar and Miller (1971) agree favorably with the labora- 
tory data (for spheroidal particles) in general. However, the shape of 
the sediment particles seems to exert significant influence on the 
criterion, as expected. 

2) In the range of experimental conditions reported, the thickness of 
the moving layer of the sheet flow is of the order of 10 mm. 

3) The data for the mean rates of sediment transport under the sheet 
flow condition agree with a bed load relation given by Madsen and Grant 
(1976). The upper limit of validity of this expression was thus 
extended. 

4) Since the instantaneous transport rate differs between accelerating 
and decelerating phases of motion, further study is necessary to estab- 
lish a formula for the net transport rate. 
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ABSTRACT 

A comparison is made between the measured infilling of two test 
pits off the coastline of San Francisco and predictions using a 
coastal bedload transport model. The model, based on the work of 
Madsen and Grant (1967), relates the bedload transport to the bottom 
shear stress through an empirical relationship based on laboratory 
experiments. The bottom shear stress is estimated from the bottom 
currents created by waves and low frequency currents. The model 
applies beyond the breaker zone in contrast to littoral transport. 

The test pits, dredged as part of the Southwest Ocean Outfall 
Project for San Francisco, were located 1.6 km (1 mi) and 3.2 km 
(2 mi) offshore in 13' m (42 ft) and 16 m (53 ft) of water. The depth 
of the pits relative to the natural seabed was about 8.4 m (25 ft). 
The comparison was conducted for a period up to 2 months in the fall 
of 1978. 

The paper discussed the quality and scope of available data 
required as input to the model and shows how regional wave data 
were trans formed to augment local measurements. Uncertainties 
in model results stemming from limitations in the input data are 
presented. With suitable adjustment of the scale of the gravitational 
term in the expression for the Shields parameter, overall agreement 
between computed and measured bedload was accomplished within the 
limits of accuracy of the bathymetric surveys. A sensitivity analysis 
of selected input conditions and coefficients was also conducted. 
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INTRODUCTION 

Over the past two decades there has been a marked increase in 
construction of facilities in the coastal zone and continental shelf. 
In engineering such facilities, the effects of marine bedload sediment 
transport on the facility or, conversely, the effects the facility 
will have on bedload transport are often important. For example, 
where trenching of the sea floor is needed for installation of large 
outfalls, cooling water intakes, or other structures, it is often 
necessary to estimate the amount of overdredging and the time frame 
for construction as determined by the local rate of bedload transport 
and siltation. In other cases, it is important to estimate the 
probable effects on local shoaling or scour caused by large offshore 
structures such as artificial islands and breakwaters. Where new 
navigation channels are planned, it is advantageous to examine various 
geometries of the channel and associated turning basins to minimize 
future maintenance dredging requirements. In light of these needs, 
various methods have evolved to evaluate marine bedload transport and 
siltation during the engineering phases of projects. 

The purpose of this study to evaluate computed siltation rates, 
due to marine bedload transport, through comparison with measured 
data, The data available was typical of the quality available for 
engineering studies, and, as such, was not of optimum quality. Thus, 
this is a practical test of the present state-of-the-art for computing 
siltation rates. 

The field data for this study was collected as part of the 
Southwest Ocean Outfall Project (hereafter SWOOP). The SWOOP project 
is part of a series of projects comprising the Clean Water Program of 
the City and County of San Francisco, California. The objective of 
the Program is to provide an efficient means for collecting and 
disposing both sanitary and storm wastewater flows resulting from the 
present and future needs of San Francisco. The Southwest Ocean 
Outfall will disperse these wastewaters at di ffuser sections located 
well offshore in the Pacific Ocean. The outfall, a single conduit 
with an inside diameter of 3.7 m (12 ft), will be embedded throughout 
its length in a trench excavated as much as 8.4 m (25 ft) below the 
existing sea floor. 

In order to evaluate some of the marine soil behavior, monitor 
marine siltation, and judge the effectiveness of floating marine 
equipment in the wave and current environment of the site, a Test 
Pit Program was conducted. Two test pits were excavated by a derrick 
barge to depths of approximately 8.4 m (25 ft) below the existing sea 
floor at locations 150 m (500 ft) south of the proposed outfall 
centerline. Test pit numbers 1 and 2 were located approximately 
1.6 km (1 mi) and 3.2 km (2 mi) offshore in water depths of about 
13 m (42 ft) and 16 m (53 ft) below mean lower low water ,(MLLW), 
respectively. Detailed bathymetrie surveys were conducted on an 
approximately bi-weekly interval. Waves and near bottom currents were 
continuously measured in-situ. Figure 1 shows the location map 
of the project, and Figure 2 is a more detailed project map showing 
the test pits and oceanographic monitoring stations. 
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The original intent of the test pit program was to relate the 
measured siltation rates to the wave and current conditions in an 
empirical manner. However, the availability of this rather unique 
data set was an incentive to test a deterministic methodology to 
calculated siltation rates. The method developed by Madsen and Grant 
(1976) was selected as the basis for a computer program to calculate 
marine bedload transport and siltation within the test pits from the 
wave, current, and sediment data available from the SWOOP test pit 
program. 

MEASUREMENTS 

The measurements conducted during the SWOOP test pit program 
included waves, bottom currents, and sea floor sediment samples in 
addition to detailed bathymetric surveying. The methods, equipment, 
and techniques employed to make these measurements are discussed 
below. 

Bathymetric surveying was conducted from the 20 m (60 ft) survey 
vessel POLARIS, using Raytheon Model DE719 survey fathometer with a 
hull-mounted, narrow-beam transducer. Horizontal positioning was 
accomplished with a Motorola Mini-Ranger III navigation system coupled 
to a data processor, terminal printer, and ship track plotter. 
Detailed surveys of the test pits were run using a grid with line 
spacing of about 24 m providing both primary and tie-lines. Tide 
height corrections were initially based on data collected visually 
from a shore station. Later, predicted tide levels for San Francisco 
was used as the two were well correlated. Considering all factors, 
such as position fixing, sea and swell, tides and variations in 
seawater sound velocity, the absolute accuracy in resolving depth was 
approximately ±0.3 m (±1.0 ft). Greater accuracy was obtained 
for differential depths between successive surveys, e.g., accuracy in 
resolving cut and fill at each test pit was approximately ±0.15 m 
(±0.5 ft) (Murphy, et al., 1979). 

Bathymetric surveys were conducted at approximately two-week 
intervals from 4 September to 16 November 1978. The results of 
surveys conducted on 15 September, 4, 19 and 31 October and 16 
November were used in the present study. 

Seventy-seven sediment samples were obtained from the dredge 
clamshell, and 15 directly from within the test pits by SCUBA divers. 
SCUBA dives were made on September 5, September 20, and November 15, 
1978. Thirty-nine of the 77 samples collected aboard the derrick 
barge and all of the diver-collected samples were seived to determine 
grain size distribution. 

Two in~situ oceanographic instrument moorings were placed approx- 
imately 305 m (1,000 ft) north of the test pits at water depths of 
13 m (41 ft) and 16 m (52 ft) below MLLW. An ENDECO Model 105 record- 
ing current meter was located 3m (10 ft) above the sea floor on each 
mooring, and set to monitor at 30-minute intervals. Interocean Model 
WG/100 analog recording pressure transducers were incorporated in each 
mooring to measure waves. These operated only intermittently, and 
their data were of limited use to this study. 



OCEAN BEDLOAD TRANSPORT 1357 

The current meters and wave gauges were initially installed on 15 
August 19 78, serviced on 20 September and 28 October and recovered on 
15 November 1978, yielding a continuous record of currents for a 
period of 93 days. Due to numerous electrical and mechanical 
failures, only 21 days of data from one of the wave gauges was useful. 

The lack of measured onsite wave data was partially offset by 
obtaining NOAA visual wave observations from Southeast Farallon 
Island, approximately 40 km (25 mi) offshore of the site (Figure 1). 
These observations consisted of swell height, period and direction, 
sea height and direction, and wind speed and direction, thrice daily. 
The steep offshore slopes around this island and its position well 
seaward of the project location made these visual observations reason- 
able estimates of the general sea and wind conditions. 

DATA ANALYSIS 

The data collected were analyzed both for engineering results and 
for the specific research aims of the present study, as discussed 
below. 

The bathymetrie records were reduced and corrected for tidal 
height by hand, and plotted according to the navigation data. In 
preparing successive ba thyme trie charts of each test pit, it was 
observed that the sea floor depths and morphologies beyond the edge of 
the test pits did not change significantly. Therefore, only changes 
in the shape and depth within the test pits were noted on subsequent 
charts.  Examples of these charts are shown in Figures 3 and 4. 

CONTOUR DEPTH IK FEET SEAFtOOR BATHYMETRY 
TEST PIT NO.t 
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SEAFLOOR BATHYMETRY 

TEST PIT NO. 2 SCALE IN FEET 

FIGURE   4 

Sediment samples were analyzed using standard seiving procedures. 
The range of results are shown on Figure 5. Two shadings are used on 
this figure. One defines a band of gradation curves for the dredged 
sediments, and the other, gradation curves for sediments recovered by 
divers during the monitoring program, representing material recently 
deposited within the test pit.  In general, both were very similar. 

The film records from the current meters were processed to 
produce digital time series of speed and direction. Figure 6 shows a 
progressive vector diagram of currents at Test Pit No. 2 from the 
period 28 October through 15 November 1978. The figure shows net 
northeasterly drift with tidal oscillations. 

As the field experiments were not planned to support a detailed 
sediment transport study, data on the vertical structure of the 
benthic boundary layer were not collected. For the purposes of the 
calculations, it was assumed that the current meters measured flow 
near the top of the benthic boundary layer. Data from other more 
detailed studies (Niedoroda, 1980; Niedoroda and Swift, 1981) suggest 
that 3 m is a reasonable estimate of the average boundary layer 
thickness at these distances from the shore. The method for computing 
marine bedload transport, described later, requires the depth averaged 
flow velocity over the thickness of the benthic boundary layer. In 
the absence of more detailed data, this was taken to be 80 percent of 
the measured values. 
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The primary wave data used in this study came from the NOAA 
visual observations recorded at Southeast Farallon Island, 31 km 
(19.5 mi) south of Pt. Reyes and 42 km (26 mi) west of San Francisco; 
near the edge of the continental shelf. Refraction drawings show 
essentially no modi fication of wave heights of open ocean waves 
arriving there. The other Farallon Islands to the NNW are too small 
and distant to affect the waves from that direction. With care, it 
should be possible to make valid incident wave observations from 
Southeast Farallon. 

The data from South Farallon Island were transferred to the test 
pit sites by the following procedure. As part of the previous coastal 
engineering investigation, a series of refraction drawings using 
10 and 12 second wave periods had been generated, and used to evaluate 
the propagation of directional components of waves from 10 severe 
storms to the outfall site. Because of the dominance of the partial 
sheltering influence of Pt. Reyes, the storm waves were divided into 
directional components. For each storm, the incident height and 
direction, and the refracted height and direction at the site were 
found, and the "response curves" of Figure 7 generated. For varying 
incident wave direction, these curves give both the reduction in wave 
height and the change in wave direction due to refraction. 

250 

200 250 300 

INCIDENT WAVE DIRECTION, ° FROM TRUE 

FIGURE   7 

The actual location of the site referred to above is about 2.4 km 
(1.5 mi) west of the offshore test pit (No. 2); corresponding to the 
location of the outfall diffuser. Results of the wave spreading and 
refraction analysis at this site were considered representative 
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because wave heights and directions measured at pits 1 and 2 showed 
smaller differences than the uncertainty in both the raw data and the 
refraction analysis. 

The response or transfer curves of Figure 7 were applied to both 
sea and swell. Strictly speaking, this is not correct for the swell, 
because the curves were generated using a directionally spread wave 
typical of sea, not the more narrowly spread swell. In this case it 
was believed important to include the effect of directional spreading, 
even if slightly overestimated for swell, due to the importance of Pt. 
Reyes in providing partial sheltering from the predominant NW and NNW 
sea and swell. 

The sediment transport analysis considers the combined effect of 
currents and one wave train. As both sea and swell were generally 
present and recorded separately, it was necessary to combine the two. 
Adding wave energy densities gives the following relationship for 
the equivalent wave height (He). 

He = (HW2 + Hs2)
1/2 

where B^  and Hs are the height of the sea and swell, respectively. 

This relationship ignores the effect of wave and swell directional 
differences on the near-bottom kinematics, but most of the time, the 
waves and swell were nearly from the same direction (i.e. , NNW and 
NW). 

In summary, the quality of the raw wave data, although poor by 
some standards, was better than that often available for engineering 
projects. A comparison of the significant wave heights computed by 
this method from the Southeast Farallon data with data measured at 
Test Pit No. 1 is given in Figure 8.  When the significant wave height 

W v///, 
/// VM-i 

W'/i 

-IL '//}   

•>\ 

3 if IJT 
jfe —•jr- /Tr^'A A'-*'- - M 

--—-- =;^ag 
1! 1 "If II fo/h 

• *//) WtA 
SEPTEMBER 1978 OCTOBER 197( 



1362 COASTAL ENGINEERING—1982 

as measured (thin, irregular line) was compared to that from the 
corrected visual observations (heavy, dashed line), it was found that 
a 30 percent difference existed. This comparison excluded the period 
from the evening of 26 September to the evening of the 27 September, 
where the visual wave heights reported are suspect. The visual wave 
height estimates were thus corrected by a factor of 30 percent and are 
shown on this figure as a solid, heavy line. 

MARINE BEDLOAD TRANSPORT CALCULATIONS 

Several methods are available for computing marine bedload 
transport due to the combined effect of waves and current. The method 
selected for this study is given by Madsen and Grant (1976). This 
method was selected because: it incorporated the experimental work 
done by Jonsson (1966), Kalkanis (1964), Abou-Seida (1965), and 
several other researchers; the method is relatively straightforward 
to apply; and the input parameters were available from the field 
measurements. 

The Madsen and Grant (1976) method uses the Einstein-Brown 
relationship to compute instantaneous bedload transport when the 
critical Shields parameter for sand entrainment is exceeded. The 
bottom shear stress formulation is the quadratic stress law where 
the instantaneous current is the vector sum of the near bottom wave 
orbital and the depth-mean benthic boundary layer velocities. The 
drag coefficient is in the form of Jonsson's combined wave-current 
friction factor. 

A computer model was written to apply the method. The computer 
model used a two-dimensional 20 x 20 grid with 4.6 m (15 ft) spacing 
between grid points (the square defined by the grid points are 
referred to as elements) upon which the depths and local wave orbital 
velocities and near bottom depth-mean currents were specified. The 
orbital velocities were computed using Airy (linear) wave theory. The 
magnitude of the bottom boundary layer currents varied with depth to 
satisfy continuity. It was assumed that the structure of the near 
bottom flow is large in comparison to the size of the test pits and 
that no significant flow perturbations (e.g., large scale eddies) 
developed within the pits. A uniform mean sediment diameter of 
0.22 mm was used throughout. A constant bedload flux boundary condi- 
tion was imposed to eliminate erosion or deposition near the grid 
boundaries. 

The bedload transport calculation was accomplished according to 
the following scheme. Wave and current data were entered at two-hour 
intervals. The instantaneous near bottom wave orbital and benthic 
boundary layer velocities were computed at each grid point for 17 
sub-time intervals over a wave period (the near bottom current magni- 
tude was also adjusted for the local depth). During each of the 17 
sub-time intervals, the bottom stress (and in its nondimensional form, 
the Shields parameter) was computed from the resultant current. 
If the computed Shields parameter exceeded the critical Shields 
parameter, the instantaneous bedload transport was computed through 
the Einstein-Brown relationship. Otherwise the transport was set to 
zero for that sub-time interval. 
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Once the sediment transport flux at each grid point, for each of 
the individual sub-time intervals, was computed they were summed 
over the wave period, then divided by the wave period to determine the 
time-averaged rate of bedload transport. The calculation was done for 
all 400 grid points. The sediment continuity equation was then 
applied to each element to compute the net change in depth over the 
2-hour time step. The program then read the wave and current data for 
the next two-hour interval and the above sequence was repeated. 

It is important to note that gravitational effects were included 
in the Shields parameter in a bottom slope term (see Madsen and Grant, 
1976, Appendix I). Madsen and Grant suggest a value of 0.07 for the 
coefficient in the term, while Fredsoe (1979) suggests a value of 
approximately 0.1 but points out that its actual value is poorly 
known. Evaluation of this coefficient was an important outcome of the 
present study. 

In applying the results of the above-described program to the 
project data a problem arose with respect to defining an undisturbed 
seabed to serve as the datum for measuring siltation. The computer 
program showed small but significant erosion around, the test pit lips; 
however, the data from the ba thyme trie surveys did not indicate any 
change in sea floor elevation outside of the pit. Therefore, computed 
erosion of the sea floor outside of the test pits was neglected when 
comparing the computed and measured values of siltation. 

RESULTS 

Prior to discussing results, it is important to review sources of 
error and uncertainty. The successive bathymetrie surveys claimed 
accuracy in differential depth measurements of approximately 
±0.3 m, corresponding to a vo lume difference over the area of 
siltation in the test pits of approximately 125 m** or a total error 
of approximately 250 m^ (±) in estimating siltation from successive 
bathmetric surveys. The time history of infilling rates and asso- 
ciated error bars are shown in Figure 9. Inaccuracies in the wave 
data have been noted previously. The only complete time series of 
wave data is the transformed NOAA visual data. When these transformed 
data were used in raw form, they are identified as Wave Data 1. Where 
the wave heights have been increased by 30 percent (Figure 7) as 
previously discussed, they are referred to as Wave Data 2. Further- 
more , in some numerical experiments the measured currents were used; 
whereas in others, depth mean bottom boundary layer current velocity 
was estimated as 0.8 times the measured current. 

Measured and computed siltation rates for Test Pit No. 1 are 
shown on Figure 9 (the measured values with corresponding error bars). 
The dashed curve shows computed siltation rates using Wave Data Set 1 
and the full value of the measured currents. The dash-and-single-dot 
curve shows the siltation rate commuted using Wave Data Set 2 and the 
the measured currents. The dash-and-3-dot-curve shows the siltation 
rates using Wave Data Set 2 and the estimated depth mean value of the 
near bottom currents. In computing each of these curves, the value of 
the gravitational constant in the Shields parameter equation was 0.1. 
From the data shown on this figure it was concluded that Wave Data 
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Set 2 and the depth mean value of the near bottom currents was most 
appropriate. Each of these curves could be adjusted by changing the 
value of the gravitational constant in the Shields parameter equation. 

A series of numerical experiments were conducted to evaluate 
the gravitational constant (cs) in the equation for the Shields 
parameter. Perfect overall agreement could be accomplished for 
measured and computed siltation at Test Pit No. 1 using the value of 
cs of 0.123, as shown in Figure 10.  It should be noted that computed 
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values of siltation are higher than those measured at the intermediate 

surveying dates. However, at two of these three points, the computed 
values lie within the range of error in the surveyed values. When 
this value of the gravitational constant in the Shields parameter 

equation is applied to data from Test Pit No. 2, the amount of silta- 

tion was underestimated (Figure 11). In order to accomplish perfect 

agreement in the overall measured and computed siltation for Test Pit 

No. 2 a value of cs of 0.193 was required. In this case, the 

projected siltation for the intermediate survey data is less than the 
measured value. Nevertheless, the computed value is within the 

measurement error. 
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Figure 12 shows corresponding data for both Test Pit No. 1 and 

Test No. Pit 2. A value of cs of 0.14 yields the best qualitative 
agreement for the data from both test pits. The difference between 

measured and computed siltation values is about 14 percent for Test 

Pit No. 1 and 28 percent for Test Pit No. 2. The value of the coeffi- 
cient was selected to fit the data at Test Pit No. 1 better than that 

at Test Pit No. 2 because of the larger number of surveys and longer 

duration of measurements at Test No. Pit 1. Considering the rather 
large uncertainties in all of the measurements in this study, as well 
as those typical of marine engineering studies, the agreement between 

measured and computed siltation rates is reasonably good. 

The computed siltation rates have been shown to depend on wave 
heights, wave periods, near bottom currents, and the gravitational 

constant in the equation for the Shields parameter (cs). A series 
of numerical experiments were conducted to reveal the sensitivity of 

the computed siltation rates to variations in these parameters. 
Figures 13, 14, 15, and 16 show the sensitivity of siltation to 

variations in wave height, wave period, depth mean near bottom 
currents, and cs, respectively. Figure 13 shows that siltation 
calculations are extremely sensitive to wave height and therefore 
errors in measurement of wave height significantly affect the relia- 
bility of projections. Figure 14 shows a more complex relationship to 

variations of wave period.  If wave periods are higher than their true 
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value the computed siltation rate decreases because the increase in 
wave period results in lower wave orbital valocities. If the wave 
period is decreased from its true value, the computed rate of 
siltation first increases and then dramatically decreases. This trend 
illustrates that given the depths of the test pits there is a narrow 
band of shorter wave periods for which near bottom orbital velocities 
are increased. Waves with even shorter periods produce lower 
near-bottom wave orbital velocities due to the depth-decay in orbital 
velocities. Figure 15 shows that computed siltation rates are less 
sensitive to variations in the magnitude of depth averaged near bottom 
currents than they are to waves. Figure 16 shows a linear relation- 
ship between the siltation rate and the constant in the gravitational 
term of the Shields parameter equation. 
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CONCLUSIONS 

The Madsen and Grant analysis, based in part on laboratory 
experiments, appears to provide a sound basis for estimating bedload 
transport caused by the interaction of waves and currents beyond the 
breaker zone. Input data required of the analysis are commonly 
collected for coastal engineering projects or developed from other 
data sources as illustrated herein for the wave data. 

The effect of bottom slope was important in this study and was 
varied (by varying the multiplicative coefficient in the term) to 
achieve better agreement between the predicted and measured siltation. 
The value of the coefficient for best fit for net sedimentation in 
each test pit was 0.12 for Test Pit No. 1 and 0.19 for Test Pit No. 2. 
The value of the coefficient for best fit for net sedimentation in 
both pits was 0.14. This value resulted in a maximum difficiency 
between measured and predicted sedimentation of about 25 percent. 

The accuracy of predictions of marine bedload transport and 
corresponding erosion or siltation is controlled by the accuracy of 
input parameters in the following order: wave height, current speed 
and direction, bathymetry, sediment diameter, and wave period. 
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FIELD INVESTIGATION OF BEACH PROFILE CHANGES AND 
THE ANALYSIS USING EMPIRICAL EIGENFUNCTIONS 

Hiroshi HASHIMOTO  and Takaaki UDA 

ABSTRACT 

In order to investigate the response of beach profiles to incident 
waves, computations by the empirical eigenfunction analysis proposed 
by Winant et al. are performed.  The analysis of the data obtained 
at Ajigaura Beach over three years from 1976 to 1979 indicates that 
beach profile changes due to longshore and onshore-offshore sediment 
transport are separable by the empirical eigenfunction method. The 
beach profile changes due to longshore sediment transport has a time 
lag of 12 weeks with respect to the change of wave direction at Ajiga- 
ura Beach.  It was found theoretically that this time lag was due to 
the sand waves propagating in the longshore direction.  Regarding as 
onshore-offshore sand transport, the second eigenfunction is associated 
with the beach changes due to onshore-offshore sand transport caused 
by the change of wave height. 

I. INTRODUCTION 

The movement of beach sand can be decomposed into two directional 
modes, namely, onshore-offshore movement and longshore movement.  These 
modes respond to temporal changes of wave height, wave direction and 
longshore current.  Accordingly, beach profiles should be analyzed 
as a time series in,order to obtain a detailed understanding. 

Winant et al.   studied beach changes at Torry Pines Beach by 
introducing.,an, empirical eigenfunction method.  The present 
authors  '  '   are conducting an on-going study of beach processes at 
Ajigaura Beach. Field observations have been carried out over seven 
years at Ajigaura Beach, yielding data of the onshore-offshore profile, 
wave height and wave direction.  In this paper the response of beach 
profiles to the wave characteristics is investigated using the empiri- 
cal eigenfunction analysis. 

II. METHOD OF FIELD INVESTIGATIONS 

Field investigations were conducted at Ajigaura Beach, which lies 
on the southern part of 10 km long Tokaimura Coast, facing the Pacific 
Ocean in the central region of Japan, as shown in Fig.l.  The sandy 
beach has a gentle slope of 1:40 and is blocked by a locky headland at 
the south end.  The median grain size of the beach sand is about 0.24 

*  Chief, Coastal Engineering Division, Public Works Research Institute, 
Ministry of Construction, Tsukuba, Japan 

** Chief Research Engineer, Coastal Engineering Division, Public Works 
Research Institute, Ministry of Construction, Tsukuba, Japan 
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mm.  The prevailing winds in summer are from the south at Ajigaura 
Beach, causing southerly wave incidence, whereas the other seasons are 
characterized by northeasterly winds and the arrival of high waves. 

A 100 m long pier was constructed on the beach in July, 1972 to 
furnish a fixed platform for measurements of waves, nearshore currents 
and bottom profiles in the surf zone.  In February, 1976, the pier 
was extended to a length of 200 m to allow coverage of the full breaker 
zone as shown in Fig.2.  Field measurements have been conducted at 
weekly intervals from June 25, 1975 to the present.  Measurements were 
taken of the onshore-offshore profile, longshore profile, longshore 
current, wave height and wave direction. The onshore-offshore beach 
profile was measured at three meter intervals over a distance of 240 m 
as shown in Fig.2.  Depth measurements along the pier were taken by 
sounding lead, while standard surveying method were used shoreward of 
the pier.  Ground elevations along the shore over a distance of 100 m 
to both sides of the pier were also measured at 10 m intervals.  Wave 
heights were measured at the head of the pier and at Kashima Port locat- 
ed 50 km to the south.  The wave direction near the breaking point was 
observed at weekly intervals using an alidade positioned on top of a 30 
m high dune located about 300 m from the shoreline.  The longshore 
current in the surf zone was measured by tracking drifting floats re- 
leased at three points along the pier. 

III. METHOD OF ANALYSIS 

The beach profile data are statistically analyzed using empirical 
eigenfunctions, which give a representation of the bed elevation h(y,t) 
as a linear combination of products of functions of the distance normal 
to the beach, y, and functions of time, t. 

The data are represented as hyt, where the subscript y is a dist- 
ance index ranging from 1 to ny , the total number of measuring points, 
and the subscript t is a time index from 1 to n^ , the total number 
of recording times.  By the method, the set hyt is expanded as 

hyt = hy +Cckteky (1) 

where hy is the temporal mean of the beach profiles.  Profile changes 
at the offshore end are considerably large because the spacial range of 
profile measurement is insufficient.  Therefore, the variation of 

beach profile subtracted the mean beach profile from the original data 
is used in order to reduce the influence of end effects.  In Eq.(l) 
the empirical eigenfunctions eky form an orthogonal set, 

El^yeny - { Q 
1 m=n (2) 

m^n 

In order to generate these functions, a symmetric correlation 
matrix, A, is formed with the elements, 

a^ • -^r£ihithJt (3> 

The matrix A possesses a set of eigenvalues Xv and a corresponding 
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set of eigenfunctions e^y which are defined by the matrix equation, 

Aek = A^eic (4) 

The time functions, C^, are then evaluated as 

Ckt =^hyteky (5) 

IV. ANALYSIS OF ONSHORE-OFFSHORE BEACH PROFILES 

The eigenfunction analysis was conducted by using the onshore- 
offshore data sets collected at Ajigaura Beach from February 5, 1976 
to March 23, 1979.  The total number of recording times is nt = 164 
and that of measuring points n = 80.  The eigenvalues \n are given 
in Table 1.  Here, the interpretation of the physical meaning will 
be given about the first and second eigenfunctions. 

The first and second eigenfunctions are shown in Fig.3.  The mean 
profile hy is also shown in the figure.  The mean beach profile has 
a gentle slope of 1:40 and shows scouring around the pier piles.  The 
first eigenfunction e^ has a positive value over almost the full region 
of the shore and takes a maximum at about y=160 m.  The time function 
Ci corresponding to the first eigenfunction and its average over five 
weeks are shown in Fig.4.  Because the eigenfunction e^ takes a posi- 
tive value over a broad region of the shore, the increase of the time 
function C^ indicates accretion on the beach and its decrease indicates 
erosion.  The time function Ci increased almost continuously for a year 
from February, 1976 to February, 1977. This means that the overall 
accretion occured on the beach during the period.  Then, function Gr 
decreased from February, 1977 to February, 1978 with the erosion of the 
beach. 

Two causes of such beach changes are 1) longshore sand transport, 
and 2) onshore-offshore transport.  In order to know the dominant 
cause, the relationship between the time function Ci and the wave direc- 
tion was investigated first.  Figure 5 shows the temporal changes of 
wave direction measured counterclockwise from the east.  A broken line 
shows the averaged value over 5 weeks.  It should be mentioned that the 
mean shoreline is oriented at a direction of 8°54'.  Therefore, the 
wave direction with respect to the beach normal {$) is given by 

3 = 8 - 8° 54' (6) 

The wave direction has a predominant annual change.  In summer waves 
are from southern direction and northern waves are predominant in the 
other seasons.  The time function *C-i increased almost continuously for 
a year from February, 1976 to February, 1977.  This increase corre- 
sponds to the northern wave incidence from November, 1975 to Novem- 
ber, 1976 with the time lag of about 3 months.  Similarly the decrease 
of the function Cl from February, 1977 to February, 1978 corresponds to 
the southern wave incidence with the time lag of some 3 months. 

Oblique wave incidence generates longshore current.  Measurements 
of longshore current were done at weekly intervals from June, 1975 
to April, 1976 and from October, 1976 to March, 1979.  Mean longshore 
current velocities averaged over the breaker zone are shown in Fig.6. 
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A positive velocity indicates a southward current.  Northward current 
prevailed in summer and southward current in the other seasons. The 
changes of longshore current direction correspond fairy well to the 
changes of wave direction.  It is thus concluded that the variation 

of the first eigenfunction is due to the longshore sand drift. 
Since it is seen that the time function C]_ correlates the wave 

direction according to Fig.4 and Fig.5, a crosscovariance analysis 
is carried out between the average over five weeks of the time rate 
of the time function C-, , that is dC^/dt, and wave direction 8 in order 
to know the response of the beach profile to the change of wave direc- 
tion.  The cross-covariance function R(T) is defined by 

R(T) = CYX(x)/( ax-Oy > (7> 

CYXCT) = iiSs?^YCs+T) " *Y]{X<*> - »x) (8) 

where 0~v and Hy are the variation of X and Y.  mj- and nw are the aver- 
age.  The result of the cross-covariance analysis is shown in Fig.7. 
Here, 0 and dC^/dt are substituted into X and Y in Eq.(8), respect- 
ively.  The number of the total data is N = 163 weeks and the maximum 
lag %ax = 20 weeks.  The cross-correlation coefficient has a positive 
value when T ^0, and the maximum correlation is obtained at T=12 weeks, 
though the coefficient is small because of large fluctuation of vari- 
ables.  Since wave direction has an one-year periodicity and does not 
have a definite periodic change of 12 weeks, the maximum correlation 
between 0 and d£]_/dt at 12 weeks is significant.  This means that 
there is a time lag of 12 weeks between the change of wave direction 
and the beach profile change.  Figure 8 shows the relationship between 
wave direction 0 and dC]_/dt with the time lag of 12 weeks.  The follow- 
ing relation was obtained by the regression analysis, 

dC^CO/dt = -0.42 + 0.067 9 (t-12) (9) 

Waves from the north generate the southward sand drift.  This 
littoral drift accumulates over Ajigaura Beach because it is blocked 
by rocky cliffs at the end of the coast.  It can be concluded that 
the increase of the time function Ci corresponds to the accumulation 
caused by the longshore sand drift from the north, and that the eigen- 
function ej_ represents the profile changes produced by the longshore 
sand transport. 

The second time function C2 corresponding to the second eigen- 
function e2 and its average over five weeks are shown in Fig.9.  The 
second time function C2 has a distinct periodicity. Since such periodic 
changes seem to correspond to onshore-offshore sand transport, the 
relationship between significant wave height and the time function C2 
was investigated.  Figure 10 shows the weekly maximum value of the 
daily maximum significant wave height Hmax max at Kashima Port locat- 
ed about 50 km south of the beach.  Broken line indicates averaged wave 
height over 5 weeks.  It may be seen that the change of the function C2 
is correlated with significant wave height.  In order to know the rela- 
tion, a cross-correlation analysis was carried out between dC^/dt and 
significant wave height H,  For the averaged significant wave height H, 
wave heights defined by two different manner were used.  One of them is 
the weekly mean value of the daily maximum significant wave height 
denoted by Hmean.max and the other is the weekly maximum of it denoted 
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by Hmax max.  The averaged significant wave height H and dC~2/dt are 
substituted into X and Y in Eq.(8), respectively.  The obtained cross- 
covariance coeffecient is shown in Fig.7.  Here, wave height data from 
May, 1977 to March, 1979 are used because of the lack of the measured 
wave height during March and April in 1977, and then N is equal to 
100 weeks. In Fig.7 the maximum of the absolute value of the cross-co- 
variance coefficient is obtained at i  =-1 week when_used the weekly 
mean of the daily maximum significant wave height, I^g^ max, and R(-l) 
=-0.47.  It is reasonable to consider that the time lag only becomes 
positive.  Here, the time lag may be approximated to be zero, since the 
difference of the cross-covariance coefficient at x = 1 and t = 0 is 
small.  The existence of the time lag may be attributed to the averag- 
ing of the time function C2 two times.  Figure 11 shows the relation- 
ship between dC~2/dt and H with no time lag.  The following relation 
was obtained by the regression analysis, 

dC2/dt = 1.13 - 0.55Hmean;max (10) 

where Hmean max has an unit of meter.  It is found that the critical 
wave height on onshore-offshore sand movement due to the component 
of the second eigenfunction is given by Hmean max = 2.05 m.  Since 
the second eigenfunction e2 takes on a positive value near the shore- 
line as shown in Fig,3, the increase and decrease of Cn   indicate ac- 
cretion and erosion, respectively, near the shoreline.  Consequently, 
it is concluded that the second eigenfunction is associated with beach 
changes due to onshore-offshore sand transport caused by the change 
of wave height. 

Equation (10) expresses the relationship between significant wave 
height and the time rate of the time function C^.  It is possible to 
examine the same kind of relation by using wave steepness instead of 
wave height.  Figure 12 shows the cross-covariance coefficient between 
wave steepness and the time rate of the time function C2-  The maximum 
of the absolute value of the cross-covariance coefficient is obtained 
at T = 7 weeks.  This means that the change of beach profile occures 
seven weeks later compared with the change of wave steepness.  However 
the physical meaning of the relation is not known at the present study. 

V. THEORETICAL SOLUTION OF BEACH CHANGES DUE TO 
LONGSHORE SEDIMENT TRANSPORT 

In the previous section it was found that the first time function 
0j_ had a time lag of 12 weeks compared with the change of wave direc- 
tion.  This time lag is considered to be due to the effect of longshore 
sediment transport because of the correlation between the first eigen- 
function and wave direction.  The rate of longshore sediment trans- 
port is mainly decided by wave height and wave direction.  If the beach 
exists in an open coast without any obstructions, the beach does not 
change with the variation of wave direction.  However at Ajigaura Beach 
it is blocked by a rocky headland in the south end.  Therefore, it is 
suggested that large accretion or erosion, and time lag occured due to 
the movement of sand in the north-south direction. 

It may be permissible to use the one-line model to analyze the 
lem, considering that the first eigenfur 

value over almost full region of the shore. 
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The beach change due to the first eigenfunction, h'(y,t), is ex- 
pressed as 

h'(y,t) - C1(t)e1(y) (11) 

Integrating Eq.(ll) with respect to y, then the following relation 
is obtained, 

A(t) = Jh'(y,t)dy = C1(t)-je1(y)dy        (12) 

where A is the change of cross sectional area due to the beach change 
expressed by the first eigenfunction.  In Eq.(12) the upper limit of 
integration is infinite, but it is impossible to integrate e-i (y) from 
0 to infinite, since the onshore-offshore profile of ej_(y) is not known 
when y ^ 240 m.  However, it may be possible to change the upper limit 
of the integration approximately from infinite to 240 m, because the 
function e-i decreases zero uniformly near y = 240 m.  Then, the integra- 
tion of Eq.(12) gives 22.0 m. 

On the other hand, the change of cross sectional area, A, has 
a linear relationship with the shoreline position as shown in Fig.13. 
The solid line in the figure is the relation : 

A = 4.55ys - 346 (13) 

where A has an unit of m , y  is the shoreline position and has an 
unit of m.  According to the above linear relationships given by 
Eq.(l2) and Eq.(13) concerning C^, ys and A, the shoreline position 
can be used for an independent variable instead of time function C]_. 
The equations of one-line model of change of shoreline position is 
expressed by 

ays q = F(-1X+ tan e > (15) 
where x is the longshore distance and the origin is at the south end 
of the coast, where the sediment transport rate is equal to zero, ys 
the shoreline position, q the sediment transport rate, h the character- 
istic height of beach profile change, 6 the wave direction. 

F is the coefficient and is given by 

F = — (H2Cg)0K2a (16) 

where w is the unit volume weight of sea water, (H^CU)0 the energy 
flux in the deep water, Kj. the refraction coefficient, ot the Savage 
coefficient (a = 0.217 m3/t). 

Since wave characteristics change temporally, the change of coef- 
ficient F should be analyzed first.  Here, the data set taken at 
Kashima Port will be used, because wave measurement at Ajigaura Beach 
is not continuously taken.  Figure 14 shows the temporal change of the 
coefficient F calculated from the daily mean value of significant wave 
height at Kashima Port.  F is the order of 104 m3/d.  Though the change 
of F is considerably large, F may be assumed to be a constant in later 
analysis.  Because wave angle changes its sign from positive to nega- 
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tive year by year and therefore it has an important effect on the ero- 
sion and accretion. On the contrary, F only affects the rate of beach 
profile changes. 

Boundary conditions are given by 

-^f- = 6   at x = 0 (17) 

ys * 0   at x ^ co (18) 

In Eq.(17) tan6 is approximated by 9 since the wave angle Q  is small. 
In addition, we have such relation that 

6(0,t) = 6(0) + 90coswt <19) 

because wave angle has a periodic feature of one year as shown in 
Fig.5.  Substituting Eq.(15) into Eq.(14) assuming that F is a con- 
stant, then we have the diffusion equation, 

h^^lllSL (20) 

The solution of Eq.(20) subject to the boundary conditions given by 
Eq.(17) to  Eq.(19) reduces Eq.(21), by the Laplace transform. 

ys(x,t) = -0o/Xexp(-/§-x)cos(aJt-/Sc--4L) (21) 

Equation (21) is similar to Bakker's solution, who derived a solution 
of change of shoreline position near a groin during one storm period. 
It should be noted that the present problem has a much longer time 
scale than Bakker's one.  The time lag between the change of shoreline 
position and the change of wave direction is given by 

(22) 

The phase velocity of the shoreline change has in the form 

V = /2Fw/h (23) 

The solution given by Eq.(2l) shows that the amplitude of change of 
shoreline position decreases exponentially in the longshore direction 
and the change propagates with the phase velocity V. 

Here, the time lag and the phase velocity will be estimated.  The 
frequency a) is equal to 0.0171 (rad/d) since a periodic change of 1 
year prevails in change of wave direction.  The amplitude of wave direc- 
tion may be assumed 0.13 rad from Fig.5.  The characteristic height 
of beach profile is equal to h = 4.55 m from the relationship of 
Eq.(13), and F is 3,97 x 10** m3/d, that is the averaged value estimated 
at Kashima Port.  The estimated time lag at the location of the pier, 
which locates about 1 km north from the boundary, is 6   =  14.7 weeks, 
and this corresponds to the measured one of 12 weeks fairly well. 

The amplitude of change of shoreline position becomes 92.5 m at x 
= 0 m and 34.3 m at the location of the pier.  The shoreline changes at 
x = 0 m have not been measured so many times that it is impossible to 
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compare the predicted amplitude with measured one.  However, it seems 
to be too large according to the survey data, which have been carried 
out once a year since 1975 at Ajigaura Beach.  The cause may be due to 
the fact that wave diffraction around the headland located at south end 
of Ajigaura Beach was ignored in the theoretical analysis.  On the 
other hand, at the location of the pier the measured amplitude of shore- 
line change is some 30 m and it corresponds with the predicted ampli- 
tude fairly well. 

The phase velocity can be calculated from Eq.(23), and it becomes 
V = 17.3 m/d.  The phase velocity can also be estimated from the re- 
sults of longshore beach survey.  Figure 15 is the x -t diagram, which 
shows the temporal change of longshore beach profile from December 8, 
1977 to August 3, 1978.  The abscissa is the measured date and the 
ordinate is the longshore distance from the pier, of which position is 
denoted by 0.  The number in the figure shows the ground elevation. 
The dotted lines show the longshore propagations of sand waves and the 
propagation velocity is defined by the gradient of this line.  There 
are four sand waves in the figure.  It is found that the sand waves 
propagating from north to south correspond to the northern wave inci- 
dence with time lag of some 3 months, and vice versa for those propagat- 
ing from south to north due to the comparison between Fig.5 and Fig.15. 
However, the solution given by Eq.(21) only predicts the sand waves 
propagating from south to north.  Therefore the phase velocity is only 
derived from the second and fourth sand waves and they are given by 9.6 
m/d and 11.4 m/d, respectively.  The averaged velocity becomes 10.5 
m/d. The phase velocity has a same order of predicted one.  However, 
the cause of the existence of the sand waves propagating southward is 
not known in the present study and further study will be needed on the 
problem. 

VI. CONCLUSIONS 

Field measurement data of beach profiles taken over three years 
at Ajigaura Beach were analyzed by applying the empirical eigenfunction 
methods in order to understand the relation of beach profile with wave 
height, wave direction and longshore current.  The results indicate 
that beach profile changes due to longshore and onshore-offshore sedi- 
ment transport are separable by the empirical eigenfunction method. 
The beach profile changes due to longshore sediment transport has a 
time lag of 12 weeks with respect to the change of wave direction at 
Ajigaura Beach.  It was found that this time lag was due to the sand 
waves propagating in the longshore direction.  Regarding as onshore- 
offshore sand transport, the second eigenfunction is associated with 
the beach changes due to onshore-offshore sand transport caused by the 
change of wave height, and that the critical wave height is H = 2.05 m. 

REFERENCES 

1) Winant, CD., D.L. Inman and C.E. Nordstorm : Description of 
seasonal beach changes using empirical eigenfunctions, Jour. 
Geophys. Res., Vol.80, No.15, pp.1979-1986, 1975. 

2) Hashimoto, H. and T. Uda : Analysis of beach profile changes at 
Ajigaura by empirical eigenfunctions, Coastal Eng. in Japan, 
Vol.22, pp.47-57, 1979. 



BEACH PROFILE CHANGES 1377 

3) Hashimoto, H. and T. Uda : An analysis of beach profile changes 
by empirical eigenfunction, Proc. JSCE, Vol.305, pp.59-71, 1981 
{in Japanese). 

4) Hashimoto, H. and T. Uda : On the dynamic response of shore 
profile to wave characteristics, Proc. JSCE, Vol.310, pp.77-88, 
1981 (in Japanese) . 

5) Bakker, W.T., Klein Breteler, E.H.J., and Roos, A. : The dynamics 
of a coast with a groin system, Proc. 12th Conf. on Coastal 
Eng., pp.1001-1020, 1970. 

Figure 1  Location of Ajigaura Beach 

Eigenvalues(\^) 

k   Ak Ak/Tr (A) 

1 0.0777 0.367 

2 0.0464 0.219 

3 0.0356 0.168 
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AJIGAURA PIER 

Figure 2 Alignment of the pier and measurement positions 

Figure 3 Mean beach profile hy and onshore-offshore profiles 
of the first and second eigenfunctions, e^ and &2 
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Figure 4  Time function C2 corresponding^to the first eigen- 
function e^ and time function C^ averaged over five 
weeks 

AODFAJAODFAJAODFAJAODF 
1975 1976 1977 1978 1979 

Figure 5  Temporal changes of wave direction 
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Figure 6  Longshore current velocity in the surf zone 

Figure 7  Cross-covariance coefficient 
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Figure 8 Relationship between the wave direction 6 and dCi/dt 
with time lag of 12 weeks 

FAJ   AODFAJAODFAJ   AODF 
1976 1977 1978 1979 

Figure 9 Time function C2 corresponding to the second eigen- 
function e2 and time function C2 averaged over five 
weeks 
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FAJ   AODFAJAODFAJ   AODF 
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Figure 10 Weekly maximum value of the daily maximum significant 
wave height (%ax,max) at Kashima Port 

Figure 11 Relationship between dC2/dt and Hmean,max 
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7:     20weeks 

Figure 12  Cross-covariance coefficient between wave steepness 
and time rate of the time function Cj 

Figure 13 Relationship between cross sectional area,A, and 
shoreline position,ys 
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Figure 14 Temporal change of coefficient F 
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Figure 15 x-t diagram of change of longshore beach profile 



EXPERIMENTS   ON   BEACH   PROFILE    CHANGE 
WITH   A   LARGE   WAVE    FLUME 
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ABSTRACT 

Two-dimensional beach profile changes were investigated with a 
newly constructed prototype-scale wave flume. The flume is 205 m long, 
3.4 m wide and 6 m deep. Sand of two grain sizes was used in the 
experiments. Analysis of the results was made through use of the 
parameter C, introduced by Sunamura and Horikawa (1974) to classify 
beaches as either erosional and accretionary. Beach profile changes 
obtained in the flume were similar to those in the prototype (field). 
Net sand transport rate distributions were classified into five types, 
two of which do not seem to have been observed in laboratory (small- 
scale) experiments. A simple model describing the five types was 
developed for evaluating two-dimensional beach profile changes. 

INTRODUCTION 

Construction of harbor and cooling water facilities of power 
stations can produce significant changes along the coast. Consequently, 
the development of coastal change prediction methods is very important 
to maintain the functions of these coastal structures and to preserve 
the coastal environment. In particular, studies on two-dimensional 
beach profile changes resulting from cross-shore sand transport occupy a 
very important position. However, most of the numerous investigations 
and results concerning two-dimensional beach changes have been based 
mainly on rather small-scale experiments. The consequences of 
unavoidable scale effects associated with these experiments are not easy 
to  determine. 

Manager of Coastal Hydraulics Section,   Civil Engineering 
Laboratory,   Central  Research Institute of Electric Power 
Industry  (CRIEPI),   1646 Abiko,   Abiko City,   Chiba,   270-11  Japan. 
Research Engineer,   CRIEPI. 
Senior Research Engineer,   CRIEPI. 
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This study is aimed at providing prototype-scale data for two- 
dimensional beach changes by means of a newly constructed large wave 
flume. The general similarities and differences between previous and 
the present experimental results will be discussed. It is shown that 
net sand transport rate distributions as determined from successive 
profile changes can be classified into five types, and that these 
distributions can be simulated by a simple model. 

LARGE  WAVE   FLUME   (CHIEPI   FLUME) 
Flume 

The wave flume is shown in Fig. 1. It is made of reinforced 
concrete, and is 205 m long, 3.4 m wide, and 6 m deep in the 115 m-long 
generator-side flat section, which is joined to a shoreward section of 
1/15 slope. The top of the flume is 1.5 m above ground level. Trucks 
for carrying or dumping bed materials can be driven in directly through 
the access slope adjacent to the end of the flume. The wave generator 
is of the piston type as shown in Fig. 2, with no water behind the 
blade. Seals for preventing water infiltration are installed along the 
side and bottom edges of the blade. The blade is driven by oil pressure 
supplied from two pumps, each driven by a 370 kw electric motor under 
the control of an electric-hydraulic servo mechanism. The system is 
capable of producing waves up to 2 m in height. 

Because the blade and its supporting frame are fairly heavy 
(weighing a little over 10 ton), unusually rapid motion is dangerous. 
Therefore, an automatic, slow starter-stopper was installed. In the 
event that either an earthquake, water leakage, oil pressure drop, 
excess oil temperature rise or an overload is sensed, the blade automa- 
tically stops and the cause is indicated by lamps on the control board 
in the operation room. Usually the flume is run from the operation room 
near the center and at the side of the flume. In addition, the flume is 
equipped with a vehicle for measurement, and filtration equipment 
(maximum capacity:     120 mvhr). 

Wave  Generator 

An example of waves generated in the flume is given in Fig. 3- The 
wave generator is designed to produce a maximum wave 2 m in height and 
5 s in period in a water depth of 4.5 m, according to the wave genera- 
tion theory of Biesel and Suquet (1951). Because a very large thrusting 
force is required, the hydrostatic force is compensated by two balancing 
actuators (each with maximum thrust force of 40 ton), and the dynamic 
force to produce waves is generated by a servo-actuator (maximum thrust 
force is 30 ton). The stroke length needed for the maximum wave is 2200 
mm. The compensation of the volume change in the balancing cylinders 
and the oil pressure variation in the servo-valve is done by the accumu- 
lators. The maximum stroke length of the actuators is as 2400 mm in- 
cluding a +100 mm allowance. The displacement of the piston of the 
servo-actuator is detected through a rack and pinion gear, and counted 
by a rotary  encoder. 

For the surface contact of the water seals, a high-polymer tape 24 
mm in width and possessing a very low friction coefficient is used. The 
tape  is kept in contact with the slipping wall  of the flume  by air 



BEACH CHANGE EXPERIMENTS 1387 

Period : 3~-20s 
Waves type : regular w 
Maximum stroke : 2200mm 
Driving system : electro-hydraulic 

servo actuators 

Fig.   1    Prototype wave flume for beach change experiment. 

Stainless steel plate 

Fig.  2    Wave generator. 
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Fig. 3 Waves in the flume. 

Table 1 Comparison of various types of wave gauges. 

Before breaking                                  After breaking 
Wave gauge Error* 

(%) Response Operation  j     ,0..        Response Operation 

Ultrasonic type {under water)                     4.2 A D       j_^_-—~~\^--—~~ D 
Ultrasonic type {in the air)                 !     — 2.4    j         A A         '     -5.9             0 A 
Resistance type                                 I     — 28    '         A A -8.0 D C 
Capacitance type-1 -7.0             B A -1.6 0 C 

Capacitance type-2 4.5 A A -0.6 A 0 
Buoy type 82 D B _^-~-~~' ^_-~'-"""' D 
Pressure type {strain gauge) 6.8 D B -3.8 0 D 

* : Relative error in wave height 
A : Good 
B : Acceptable 
C : Marginally acceptable 
D : Unacceptable 



BEACH CHANGE EXPERIMENTS 1389 

p 
pressure  (1.5  kg/om   )   transmitted  through waterproof urethane rubber. 
For reducing wear of the tape,  the surface of the slipping wall of the 
flume is faced with stainless steel plates 5 mm thick. 

Measuring  System 

The wave flume is equipped with a measuring vehicle (weight: 5 
ton, maximum speed: 45 cm/s). Because measuring devices applicable to 
the field must be used, a thorough investigation of the accuracy and 
serviceability of the instrumentation was required. Seven types of wave 
gauges were tested to determine their suitability. The wave records 
from the various gauges were compared to the output of a video tape 
recorder. Characteristics of the gauges are shown in Table 1 (Shimizu 
et al., 1983). It was decided to use capacitance (type-2) wave gauges 
and an ultrasonic (in the air-type) wave gauge. For the measurement of 
water particle velocities, electromagnetic current meters were adopted. 
Ultrasonic depthmeters with secondary transmitter-receivers for calibra- 
tion (calibration distance = 200 mm) were used for the subsurface bot- 
tom, and a sand surface detector of the surface contact type was also 
used for the profile above the water level. 

The horizontal position of the vehicle and the vertical position of 
the post supporting the depthmeter are detected using rotary encoders. 
The depth was measured every 50 mm in the horizontal direction by 
raising or lowering a post according to the output of the depthmeter 
while moving the vehicle. For the measurement of the microscale topo- 
graphy such as sand ripples, the same system was utilized except that 
the sampling interval was reduced to 1 mm. The data acquisition system 
on the carrier is controlled by a 20 kB microcomputer. For data proces- 
sing,   mainframe  computors (FACOM M200 and M160F) are used. 

EXPERIMENTAL   RESULTS 

Procedure 

Coarse sand (median diameter D = 0.47 mm) and fine sand (D = 
0.27 mm) were used in the experiment's. Material properties are sum- 
marized in Table 2. Initial profiles of all cases were formed as 
uniform slopes of tan/3 (= 5/100 or 3/100). Conditions of the test 
cases are summarized in Table 3. The water depth at the flat section of 
the flume was 3.5 m in CASES 2-1 to 2-3, while in the other cases this 
depth  was  4.5m. 

Measurements were made of the beach profile, wave height, water 
velocity and time-averaged concentration of suspended load. The 
breaking point, breaker type, run-up point, run-down point and number of 
waves in the surf zone were also observed. In general, measurements of 
the beach profile were made along the center line of the wave flume. In 
order to examine the two-dimensionality of the beach profiles, measure- 
ments of the beach profile in CASE 1-1 were made along three lines; one 
was the center line of the flume, and the others were 1.1 m to either 
side of the center line. It was found that the difference between 
measured profiles was within +5 cm. It was thereby confirmed that the 
measurement profile along the center line represents the two-dimensional 
beach profile in the wave flume. 
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Table 2 Properties of sand. 

Material coarse sand fine sand 

Median diameter L » (mm) 0.47 0.27 

Sorting coefficient 1.57 1.35 S0 = /D75/D2t 

Skewness paramete 1.03 1.03 r Sk = /D25D;5/Dso 

Specific gravity 2.69 2.71 

•o 
o > 

wet sand 
compacted 34% 

39% 
35% 

41 % 
not compacted 43% 46% 

dry sand 
compacted 34% 

37% 
39% 

41 % 
not compacted 39% 43% 

underwater 33* 33" 

in the air 33° 32* 

Table 3 Conditions and test eases. 

CASE 
Median diameter 
of sand Dso (mm) 

Initial slope 
tan fi 

Wave period 
T(s) 

Wave height* 
Ho(m) 

Duration of wave 
action t (hr) 

1-1 

0.47 

5/100 

6.0 0.46 20.0 

1-3 9.0 0.95 69.5 

1-8 3.0 0.85 21.0 

2-1 

3/100 

6.0 1.76 35.0 

2^> 9.0 0.73 39.0 

2-3 3.1 0.71 29.4 

3-1 

0.27 5/100 

9.1 1.07 71.0 

3-2 6.0 1.05 98.1 

3-3 12.0 0.65 80.0 

3-4 3.1 1.62 76.1 

*  Ho is estimated from the wave height at the uniform depth section. 



BEACH CHANGE EXPERIMENTS 1391 

Beach  Profile  Change 

Figure 4 shows beach profiles at the final stages. Saville (1957) 
also conducted experiments using a prototype-scale wave flume, and 
published profiles of four cases. The profile of his case, T = 11.33 s> 
H = 1.8 ft, closely resembles the present CASE 3-1. In the other three 
cases, the beach profile changes reached the toe of the slope. In Fig. 
4, it can be seen that profiles in most of our cases were not affected 
by the finite length of the slope. In laboratory experiments (e.g., 
Sunamura and Horikawa, 1971), accretion outside the surf zone is often 
observed under conditions of fine sand and steep slope. But in our 
cases corresponding to this situation (CASE 3-1 to CASE 3-3), erosion 
occurred outside the surf zone. In CASE 3-4, accretion occurred outside 
the surf zone, but the beach profile was considerably different from 
typical laboratory experimental results,   especially near the bar. 

In Fig. 4, locations of breaking points are indicated by triangles, 
an open triangle for the initial stage, and a solid triangle for the 
final stage. Plunging breakers were observed in almost all cases, 
except that plunging breakers with some characteristics of collapsing or 
spilling breakers were observed in CASE 1-3 and CASE 3-1, respectively. 
Battjes (1974) classified breaker types using the surf similarity 
parameter  £ , 

(1) 

where tan/3 is the beach slope, and H and L are the wave height and 
wave length in deep water, respectively. The critical value between 
spilling and plunging breakers was given as f = 0.5. However, in the 
present experiments, at the initial state of Beach profile change the 
critical value was found to be { = 0.15. (A detailed discussion is 
given by Maruyama et al.,   1983)       ° 

In CASES 2-1, 2-2, and 2-3, all with a gentle slope of tan/3 = 
3/100, secondary breaking was observed, particularly in CASE 2-1 shown 
in Fig. 5. Bars were formed in all cases and, in CASE 2-1 a smaller bar 
also formed near the secondary breaking point. In addition, a berm 
formed in all  cases except for CASE  1-8 and CASE 3-t. 

Sunamura and Horikawa (1974) found that shoreline changes could be 
classified by means of the nondimensional parameter C: 

C = (H0/Lo) (tan/3)0,27 (^(/V °-67 (2) 

where, tan/3 is the average beach slope from the initial shoreline up 
to the critical water depth of sediment movement. In the present paper, 
tan/3 is equivalent to the uniform slope of the initial beach. The 
demarcation value of C between recession and advance of shoreline was 
4-8 for laboratory measurements, and 9 - 18 for field measurements. 
Sunamura (1980a) eliminated noncredible data and added new data, and 
found that the demarcation value of    C    for field data was  18. 
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CASE 1-1    T = 6.0s Ho = =0.46m 
1 s* 

100 50 (m) 

Initial profile 

^ -£>—' 

Vt=20hii 

(^' 0 

-1 
(m) 

-2 

2 

CASE 1-3   T = 9.0s Ho=0.95m /1^> 
,           i           •   '^•i / ^      '           ' 

50 (m) /£• ' 0 

s'' /Xt= 6951X 

-1 
(m) 

-2 

V B. P. at initial stage 

T B. P. at final stage 

Fig. 4(a) Beach profile changes (steep beach with coarse sand). 
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CASE 2-1 T = 6.0s Ho = 1.76m 1 

 TV   /^>^~~ 
100 50 (m)                  ^^J^***" 0 

^--Z^~^^^   t=35hr 
-1 

(m) 

/.,''''' - -2 

^-^^''^   f -3 

0ASE2-2    T = 9.0s Ho=0.73m 1 

17 T / v^^^ 
50 (m)                              J-'' 0 

f         •~-^--^*^~J~^ (m) 
^y7-'                       \ t=39hr -2 

. -3 

CASE 2-3 T = 3.1s Ho = 0.71n 

Fig. M(b) Beach profile changes (gentle beach with coarse sand) 
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CASE 3-1             T=9.1s Ho = 1.07m 1          ^^ 

,            [ i           ,          TV, 
*y 

00 50 (m) -^""y-N. ^0 

t=71hr            /^  -' 
**' "^^UA/* -1 

(IT) 

-2 

Fig. 4(c) Beach profile changes (steep beach with fine sand). 
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CASE 2-1 

2.0 

-1.5 
H 

(m) 

-1.0 

100 X(m) 50 0 

Fig.   5    Distribution of wave height in CASE 2-1. 

10 

10 

 3-4 •    • y 

- 1-8      / 

- 7 2—1 
2-1         / 

- 

- 
3-.l/1--3o1_1                              ~ 

- 
/      °2-S " 

'    °3-3 •   Recession 
a   No movement 
o   Advance 

10"     _, 
10 10 10 

.. rt  \-0.27   .   ._.        .. ^0.67 
(tan 13 )  ( Dao/Lo ) 

Fig. 6 Classification of shoreline change. 



1396 COASTAL ENGINEERING—1982 

The results of applying this method to the present data are shown 
in Fig. 6. The transition from recession to advance of the shoreline is 
defined by C = 18, which is similar to the field data result. Conse- 
quently, the authors consider that processes of beach profile change in 
this wave flume are similar to those in the prototype. In CASES 1-8 and 
2-1i by consideration of the parameter C, the shoreline was expected to 
recede. However, this situation did not occur (as shown in Fig. 6). It 
is believed that the shoreline change was produced by the waves near the 
shoreline rather than the deep water waves. In CASE 2-1, secondary 
breaking might also have influenced the  shoreline  change. 

The critical water depths at which noticeable profile changes were 
observed are compared with the results of some previous studies 
described by Horikawa (1978) in Fig. 7. The results for CASE 2-2, CASE 
3-2 and CASE 3-4 are excluded because in CASE 2-2 and CASE 3-2 the 
profile changes extended to the toe of the slope, and in CASE 3-4 the 
profile change did not reach the equilibrium state. It was found that 
the critical water depths for profile change agreed with the criterion 
of  completely active movement given by Sato and Tanaka (1962),   namely, 

H/L    =   1.35  (D„/L  )1/3  (sinh 27rh/L)   (H /H) (3) 
O      O 5U      o o 

where,  h is the critical water depth of sediment movement and    H    and    L 
are the wave height and wave length at the water depth    h,  respectively. 

Net Sand  Transport  Rate 

Net sand transport rate distributions for each case were calculated 
from successive beach profiles. Beach profiles and distributions were 
classified into three types as shown in Fig. 8. Type I (erosion type), 
Type II and Type III (accretion type) correspond to the beach profile 
classification of Sunamura and Horikawa (1974). In addition, the pre- 
sent experimental results for Type I and Type III were subdivided into 
Mono-crested and Bi-crested types. Bi-crested distributions of Type I 
and III tend to transform to Mono-crested distributions with time as the 
breaking point moves seaward or shoreward. 

It was found that each type of net sand transport rate distribution 
could be classified according to the parameter C, as plotted in Fig. 9. 
The condition of transition from Type I to Type III occurs at C = 18. 
Furthermore, the Mono-crested and Bi-crested distributions could be 
classified by a newly proposed parameter P as follows: 

-3 Mono-crested distribution P > 10 

Bi-crested distribution 
(4) 

(tan/?)"0-27  (D50/Lo)0-67 (5) 
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x F 

• Experiment 

(1) Sato & Kishi (General movement) 

(2) Sato & Tanaka (Completely active movement) 

_   (3) Sato & Tanaka (Surface layer movement) 

(4) Ishihara & Sawaragi (Initial movement) 

10 10 10 

Dso/Lo 

Fig.   7    Comparison between experimental  results and various 
expression for sediment movement inception. 

Type  I Type II Type HI 

  Initial profile 

•  Transformed profile 

*\~S Erosion 

ztfMh Accretion due to onshore transport 

^g^ Accretion due to offshore transport 

_*. Direction of net transport 

_^X_ Breaking point 

Fig. 8 Types of net transport rate distributions. 
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/ t„ a \-°21 ir\       I  s0.67 ( tan /? )   (DM/ LO ) 

Fig. 9 Net transport rate distribution types classified 
by parameter C and P. 

Fig. 10 Distribution of time averaged horizontal velocity of 
CASE 2-1. 
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Sawaragi and Deguchi (1980) classified into four types the net 
transport rate distributions obtained in rather small-scale experiments. 
Type II-2 of their classification corresponds to the Bi-crested 
distribution of our prototype-scale experiments. However, in laboratory 
experiments, Bi-crested types are rarely observed. One reason for this 
discrepancy may be that values of the parameter P in such laboratory 
experiments are different from those in prototype-scale experiments. 
For example, in almost all laboratory experiments conducted by Sunamura 
and Horikawa (1974),   P was greater than 10    . 

MODEL OF BEACH PROFILE CHANGE 

At the present time, motions of the waves and fluid near and inside 
the surf zone have not been examined in sufficient detail to estimate 
the net sand transport rate directly from these quantities. 
Accordingly, as a first step in grasping the overall magnitude of sand 
transport in the present experiments, we constructed a rather simple 
model that directly relates the distribution of the net transport rate 
with the conditions of the waves and the beach, using the data corre- 
sponding to the cases with coarse sand (D = 0.47 mm). [Swart (1974) 
and Sunamura (1980b) proposed models based on the same basic ideas. 
However, application of their models is restricted only to erosional 
beaches, and consequently, their models can not express the growth of 
bars and berms.j 

In the present model, it is assumed that the distribution of on- 
offshore sand transport rate Q (transport rate per unit width 
perpendicular to wave propagation) extending from the swash zone to 
outside uhe surf zone can be interpreted as the sum of relatively 
independent components of net sand transport (Q , Q and Q ) as follows, 

Q = Q, - Q2 + Q3 (6) 

where 

Q  :    net   onshore   transport   outside    the   surf   zone   caused   by 
nonlinearity of the fluid motion under waves 

Q  :    net offshore transport inside the surf zone caused by time- 
averaged seaward-directed currents 

Q„:     net onshore transport in the swash zone caused by wave run-up. 

Figure 10 shows a typical distribution of time-averaged horizontal 
velocity for CASE 2-1. Strong seaward currents were observed throughout 
the surf zone, and the maximum velocity of these currents reached about 
0.5 m/s. It is believed that these seaward currents have a great 
influence on the net sand transport rate Q . 
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The five types of net transport rate distributions shown in Fig. 8 
then correspond to different relative magnitudes of the above compo- 
nents. According to the assumptions, the net transport rate distribu- 
tion can be expressed as follows: 

Q = Q1 - Q2 + Q3 

= A? exp[-((x-x1)/B1xb)
2] - A2 exp[-( (x-XgJ/B^)

2] 

+AQ exp[-((x-x,)/B,x, )2] (7) 
3  rL ^  3" 3 b' 

Here x is the distance from the shoreline of the initial beach 
profile, and x, denotes the breaking point. In Eq. (7), 1st term gives 
a peak A near the breaking point (x = x ); the 2nd term gives a peak A 
near the center of the surf zone (x = x_); and the 3rd term gives a peaK 
A near the shoreline (x = x ). Each Gaussian distribution has a 
characteristic width of B., B„, and B , respectively. For example, if 
either B , B or B is equal to 0.2, The width of the distribution is 
nearly equal to the width of the  surf zone. 

It  is also  assumed  that  the  peaks A  ,   A ,   and A    decrease exponen- 
tially with time from their initial values or A    ,   A      and A    , 

A1   =  A]0 exp[-  t^t],     A? = A2Q exp[- ^t],     A    = A      exp[- a,t] (8) 

where  t is the  time,   and   a.,   aP  and  a,   are  decay  coefficients.     The 
tendency  of  the   net   transport  rate   distribution  to  transform  from  Bi- 
crested to Mono-orested types may be simulated by means of a.,  a? and 
a3. 

The continuity equation of two-dimensional beach profile change is 

dx (9) 

where h is water depth. Therefore, substituting Eq. (7) into Eq. (9) 
and integrating Eq. (9) over time starting from the initial beach 
profile, the beach profile at a given time can be obtained. 

The initial distributions of net transport rate corresponding to 
the cases with coase sand were calculated from the difference between 
the initial profiles and those after three hours, and A.n, A , and A_n 
were determind by the least squares method. The results are shown in 
Table 4. In determination of these values, B , B and B were assumed 
as shown in Table 4. 
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Table 4 Parameters of the model. 

CASE 

Xb  (m) 

1—1 

I8.0 

1—3 1—8 2—1 2—2 

26.2 22.8 69.2 57.5 

Xl  (m) 24.8 32.7 27.8 78.4 57.5 

X2  (m) I8.8 I4.7 I9.8 64.4 37.5 

Xi  (m) 

Bi 

r o.8 
0.45 

-1.3 

0.45 

5.8 

0.I5 

29.4 

0.I5 

5.5 

0.45 

B2 0.30 0.30 0.075 0.075 0.30 

B3 0.I5 0.I5 0.30 0.30 0. 15 

Al0(m3/hr/m) 0.83 1.28 0.I4 I.9I 0.68 

A20(m3/lir/m) 0.49 -0.26 I.II 2.65 0.22 

A3o(m:i/hr/m) O.ll I.I8 -0.06 0.33 0.45 

CASE 2-1 

 Exp. 
 Model 

Fig. 11 Net transport rate distribution approximated by Eq. (7). 



1402 COASTAL ENGINEERING—1982 

3 

2 

Z   1 
(m) 
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-1 

-2 

-3 

-4 

CASE 2-1 

j^awx. 

  Exp. 

°    Model 
 Initial profile 

Fig. 12 Beach profile calculated by the model. 
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Fig. 13 Properties of the initial peak parameters A10 to A^Q. 
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An example of the net transport rate distribution approximated by 
Eq. (7) is compared with the measured distribution in Fig. 11. It was 
found that the distributions of net transport rate in the other oases 
were also well  approximated  by  Eq. (7). 

Figure 12 is an example of the predicted from Eq. (9) and measured 
profiles for CASE 2-1 after 20 hours of wave action. The profile change 
outside the surf zone is well simulated by this model. On the other 
hand, the local profile change near the plunging point is not so well 
reproduced. In numerical calculation, the assumption was employed that 
the locations xi( where each transport rate component Q^ has a peak, do 
not move when the bottom profile changes. To improve this model, there- 
fore, it is necessary to take account the effect that the center of the 
Gaussian distribution of each component of Q can move with changes in 
the  beach  profile. 

In order to generalize the present model, the dependence of the 
parameters A.Q, A2Q and A• on the experimental conditions was 
investigated. The results are shown in Fig. 13. The parameter A^Q in 
the accretionary cases and A2Q in the erosional cases, which correspond 
to the most dominant components, appear to have a positive correlation 
with the product of the parameter C and the wave period T. The 
parameter A•, which represents the onshore transport in the swash zone, 
appears to Be related to the wave height at the shore-line Hw. 

CONCLUSIONS 

1) Shoreline change in these prototype-scale experiments was predicted 
by the parameter C (Eq. 2) of Sunamura and Horikawa (1971). The 
demarcation value of C separating recession and advance was 
confirmed to be 18 (Fig. 6). 

2) The critical water depth of the beach profile change agreed well 
with the criterion of completely active movement (Eq. 3) given by 
Sato  and  Tanaka  (1962). 

3) The observed net transport rate distributions were classified into 
5 types (Fig. 8). They could be identified by the parameters C and 
P   (Fig.  9). 

4) The net transport rate distributions were well approximated by the 
sum of three Gaussian distributions (Eq. 7). The parameters of 
this model  were related to the wave and beach conditions (Fig.   13). 
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DESCRIPTION OF BEACH CHANGES USING AN EMPIRICAL 
PREDICTIVE MODEL OF BEACH PROFILE CHANGES 

Takaaki UDA* and Hiroshi HASHIMOTO** 

ABSTRACT 

In order to analyze beach profile changes due to longshore and 
onshore-offshore sand transport, here is proposed a new model named the 
"empirical predictive model of beach profile change", which is an appli- 
cation of the empirical eigenfunction method.  The analysis of the pro- 
file data obtained at the Misawa fishery port in Ogawarako Coast over 
five years from 1973 to 1977 indicates that profile changes due to long- 
shore transport and to onshore-offshore transport can be separated.  The 
model is shown to be effective in the analysis of profile changes near 
coastal structures. 

I.  INTRODUCTION 

Recently many investigations about predictive models of beach pro- 
file changes due to littoral drift have been conducted.   Pelnard- 
Considere1-* introduced an one-line theory and predicted the shoreline 
changes near a jetty,  Bakker^J developed a two-line theory and analyzed 
beach profile changes due to longshore and onshore-offshore sand transport 
near a jetty. 

The present authors  '   applied the one-line model for coastline 
changes to the Fuji Coast and to the planning of artificial beach nourish- 
ment at Kanazawa Beach.  As a consequence of these analyses, it was 
concluded that if coefficients of the model are suitably selected, the 
shoreline change due to longshore sand transport can be predicted fairly 
well.  However, the one-line theory cannot predict the profile variation 
when both longshore and onshore-offshore sand transport are significant. 

In this paper, in order to consider such problems more closely, we 
analyzed shoreline changes near the breakwater of the Misawa fishery port 
with the one-line theory, and also applied the empirical eigenfunction 
method to the analysis of beach changes. 

II.  BEACH PROFILE CHANGES DUE TO THE CONSTRUCTION OF 
MISAWA FISHERY PORT 

The Misawa fishery port lies on the southern part of the 100 km long 
Ogawarako Coast, facing the Pacific Ocean in Aomori Prefecture, as shown 
in Fig. 1.  The construction of the port was started in November, 1973 

*'*  Chief Research Engineer, Coastal Engineering Division, Public Works 
Research Institute, Ministry of Construction, Tsukuba, Japan 

** Chief, Coastal Engineering Division, Public Works Research Institute 
Ministry of Construction, Tsukuba, Japan 
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Construction Bureau, Ministry of Transport, 1976. (in Japanese) 
7) Winant, C.D.,D.L.Inman, and C. E. Nordstrom:  Description of 

seasonal beach changes using empirical eigenfunctions, Jour. Geophys. 
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Fig. 1  location of Misawa fishery port 

Fig. 2  Shoreline changes near MLsawa port 
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and completed in December, 1977.  Since the net sediment transport along 
this coast was toward the north,5) accretion and erosion occurred, 
respectively, to the south and north of the breakwater of the port after 
its construction. 

The beach profile near the port was measured once a year over five 
years from 1973 to 1977 at 50 meter intervals alongshore.  Figure 2 shows 
the changes of the shoreline near the breakwater from 1973 to 1977.  Over 
these five years, the shoreline advanced offshore by about 60 meters on 
the south coast of the breakwater, whereas it retreated landward by some 
60 meters on the north coast.  The shoreline near the north side of the 
breakwater advanced offshore more than 100m due to the diffraction of 
waves around the breakwater. 

The detailed shoreline changes are shown in Pig. 3.  The dates of 
construction stages are also summarized in Fig. 3.  With the progress of 
the construction, the shoreline inside the port advanced offshore. 
Figure A shows typical examples of beach profiles along the P-P1 section 
in Fig. 3.  It is found that the accretion height amounted to approxi- 
mately four meters in the port, and the profile changes extended from 
three meters above the mean sea level to eight meters below the sea level. 
The change of bottom elevation around the port was calculated from the 
measured profile data of 1973 and 1974, as shown in Fig. 5.  Positive 
and negative values indicate accretion and erosion, respectively. According 
to Fig. 5, erosion occurred in the north and accretion in the south coast 
of the breakwater, respectively, implying sand movement from the south 
to the north at the head of the breakwater. 

In addition, the relationship between the changes of the sectional 
area, A, of beach profile (such as the dotted area in Fig. 3) and the 
shoreline position, ys , is shown in Fig. 6, and is approximated by 

A = 11 ys (1) 

This relation indicates that the characteristic height of the beach 
change is about 11 meters. 

III. WAVE CLIMATE OF OGAWARAKO COAST 

The wave climate of Ogawarako Coast has been measured at Takahoko 
by the Ministry of Transport ', which is located about 24 km north of 
the Misawa port.  The wave height was measured at the depth of 17.5 
meters using an ultrasonic wave gauge, and the wave direction was measured 
by the deformation of a ball caused by the water particle velocity.  The 
directional probability density of the wave height calculated from the 
measured data over seven years from 1971 to 1977 is shown in Table 1. 
The prevailing directions of the incoming waves are ENE, E and ESE. We 
calculated an effective directional sum of the wave energy flux to define 
characteristic wave heights which would give the same wave energy flux 
as the directional sum over one year.  It was found that characteristic 
wave heights were 1.45, 1.34 and 1.17 meters in the ENE, E and ESE 
directions, respectively, and the corresponding predominant periods were 
9.0 seconds in the ENE and E, and 7.5 seconds in the ESE. 

Since the shoreline near the breakwater is oriented about 5  counter- 
clockwise from the north, the northward component of the wave energy flux 
has the magnitude of the same order as the southward component, although 
the northward component is slightly larger. 
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Fig. 5  Topographic changes around the port for one year from 1973 
to 1974 

Fig. 6  Relationship between the changes of the beach section area, 
A, and the shoreline position, y 
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Table 1 Directional probability density of wave height calculated 
from the measured value from 1971 to 1977 

\wave height 0.0 m 0.5 1.0 1.5 2.0 2.5 3.0 

direction "~~-~- 05. 1.0 _J:L. 2.0 2~5 3~0 
£ 

NNE 0.001 0.001 0.002 
NE 0.003 0.008 0.004 0.001 0.001 0.017 
ENE 0.059 0.158 0.067 0.032 0.018 0.009 0.009 0.352 
E 0.061 0.164 0.073 0.035 0.016 0.008 0.006 0.363 
ESE 0.0+0 0.108 0.059 0.021 0.008 0.003 0.001 0.240 
SE 0.005 0.012 0.006 0.002 0.001 0.026 

£ 0.168 0.451 0.209 0.092 0.043 0.021 0.016 1.000 

IV.  NUMERICAL SIMULATION OF SHORELINE CHANGES 
BY THE ONE-LINE THEORY 

The one-line theory was applied to the shoreline changes near the 
Misawa port.  The fundamental equations are, 

ox        dt 

*=*(-i£-H 
F~--a.W<,KrtHiiCgi 

(2) 

(3) 

(A) 

where q is the longshore sediment transport rate per unit length, h the 
characteristic height of beach change, ys  the position of shoreline, 
B    the wave direction, a    the Savage coefficient, Ht    the incoming wave 
height, and Cgt  the incoming wave group velocity. 

First, the coefficient a was calculated from the volume changes 
and longshore component of wave energy flux at the site.  The relation 
between volume changes per unit time, Qx    , and longshore component of 
wave energy flux, Ex  , is expressed as follows: 

Q*=aE, (5) 

It was assumed to calculate the volume changes that northward sediment 
transport was fully blocked by the breakwater, and that shoreline changes 
outside of the survey area decreased exponentially with distance from 
the breakwater.  The result is Qx    = 1.56 X 10^ icr  for four years.  Since 
the longshore component of wave energy flux of this coast is northerly, 
and given by E* =  1.93 X 10" ton.m/(m.year), we obtain a.  =  0.02 using 
Eq. (5).  This value corresponds fairly well to the traditional value 
of Savage coefficient, a-  0.217. 

The simulation of shoreline changes is carried out by solving 
implicit finite difference equations as follows, 
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~A-xiq'u,-qU) + -^(y's^ysi)=Q (6) 

q'i=Fty~-{y'ti-y',i_l)-tMid^ (7) 

where the subscript *  denotes a step of longshore distance, and the 
prime represents a time step.  The boundary conditions, 1 = 0 at the 
breakwater andys-»-0 at x = -2000 meters were applied.  The shoreline 
profile of the year 1973 was used as the initial condition.  In this 
computation the time step was At =  10 days, the longshore width of the 
cell was Ax =  50 meters and the height of profile change was set h= 11 
meters as discussed in the previous section. 

For the seasonal changes of wave climate, the predominant wave 
height and wave direction for each month were given.  The diffraction 
coefficient around the breakwater was once calculated for the initial 
topography to determine the longshore distribution of the coefficient, 
F, and this distribution was assumed unchanged. 

Figure 7 shows the results of the shoreline simulation.  Here, we 
set a =  0.18 instead of 0.20, since  <* = 0.20 resulted in overestimation 
of the shoreline changes.  The calculated shoreline of 1976 agrees fairly 
well with the measured profile for x < 1000 meters although their differ- 
ence increases near the breakwater.  The measured and calculated shore- 
lines of 1977 agree well for xgl300 meters, but the difference rapidly 
increases towards the breakwater. 

Concerning the causes of the difference of measured and calculated 
shoreline changes, it should be mentioned that three-dimensional beach 
changes occurred in reality near the breakwater, since this south break- 
water was extended in several stages and another breakwater was con- 
structed 300 m north of it in 1977 as shown in Fig.3.  The sand at the 
south of the breakwater moved along it and accumulated near its tip. 
Behind the breakwater, suspended sediment was also deposited in a rela- 
tively calm area.  These phenomena are not considered in the calculation 
of coastline changes by the one-line theory, and it is necessary to use 
a three-dimensional model which takes into account the changes of wave, 
current  and beach topography for the simulation in this region. 

The shoreline change can be predicted to some extent, if suitable 
coefficient of the model are selected*  However, the one-line theory 
does not have the capability for predicting changes of the onshore- 
offshore profile.  Therefore, we apply the empirical eigenfunction method 
to the analysis of the beach profile changes in the next section. 

V.  EMPIRICAL PREDICTIVE MODEL OF BEACH PROFILE CHANGES 

Winant et al.   studied beach changes at Torry Pine Beach by intro- 
ducing an empirical eigenfunction method.  They represented the bed 
elevation as a linear combination of products of functions of the offshore 
distance and of functions of time.  The present authors"-' also applied 
this method to the analysis of data obtained at Ajigaura Beach.  The 
results from the latter work indicates that the accretion caused by long- 
shore movement of sand can be clearly separated from onshore-offshore 
movement. 

The empirical eigenfunction method is essentially the same as the 
principal components analysis employed in the multivariate statistical 
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2000(rn) 

Fig. 7  Results of the shoreline simulation( The calculated shore- 
lines of 1976 and 1977 are indicated by -O- and -*-,respec- 
tively.  The measured profiles are shown by the solid, broken 

and chain lines.) 

Fig. 8 Onshore-offshore profiles of the first, second and third 
eigenfunctions, ei, e^  and e^ 
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analysis.  In the analysis of Winant et al., beach profile data at certain 
time   intervals were used and the characteristic time changes were 
obtained.  On the other hand, by analyzing beach profile data at certain 
longshore intervals, one can get the spatial characteristics of the pro- 
files. 

We now apply the empirical eigenfunction method to the bed elevation 
h(x,y,to)   which is a function of the offshore distance y , and long- 
shore distance x  at a certain time tQ.   The expansion is expressed as 
follows, 

h(x,y,t0) =igek(y,t0)-Ck(x,t0) (8) 

in which the empirical eigenfunctions ek form an orthogonal set, 

pn.(y,to)-en(y,t0)-{J; • (9) 

In order to generate these functions, a symmetric matrix, A, is formed 
with the elements, 

nx 
Aii =7T7>—ZIh(m^x,i^y,to)-h(m^x)j^yJt0) (10) 

J  n*ny m=l 

where nx and ny are the total numbers of measuring points in the along- 
shore and offshore direction, respectively.  The matrix A possesses a 
set of eigenvalues X^ and a corresponding set of eigenfunctions &y_(y,tQ)t 

which are defined by the matrix equation, 

Aek =^kek 
(11) 

The functions  Ck(x,to), which define the longshore changes of beach 
profile, are then evaluated as 

Ck(x,t0)= Ch(x,y,t0).ek(y,t0) (12) 

The method is useful to analyze spatial changes in beach profiles, such 
as the profiles around a breakwater or of a rhythmic topography.  In 
some cases, it is desirable to use the data of changes of beach profile 
for the analysis of characteristic beach changes instead of the beach 
profile itself. 

Although the functions ek and Ck indicate beach characteristics 
at a certain time, they give the information of the characteristic beach 
changes.  As far as accretion and errosion occur gradually, the functions 
ek have approximately unchanged profiles and only the functions  Ck 
change according to the time progress. 

Figure 8 shows the onshore-offshore profiles of the first, second, 
and third eigenfunctions, ei , e2 and e^.  The solid line gives the 
average value over the four years indicated.  The eigenfunction e^ does 
not depend on the time.  The eigenfunctions e2 and e3 show relatively 
larger time variations, but they can be reasonably approximated by the 
solid lines.  Consequently, one can say that all the eigenfunctions e^. 
do not depend on the time for  k = 1, 2 and 3. 

The second eigenfunction e2 has a positive value over a broad region 
of the shore and takes its positive maximum value near the shoreline as 
shown in Fig. 8. 
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The ratio of eigenvalues X^ relative to the first eigenvalue Ai 

are  Xtj^   =  2.25 X 10"%    A,/Ai = 2.38 X 10~3, and    A./A, = 7.38 X 
10  .  The contribution of each eigenfunction decreases by one  order as 
compared to the preceeding eigenfunction. 

Figure 9 shows the longshore changes of the function C^ and C2, 
which correspond to the first and second eigenfunctions, e^ and &2> 
respectively.  The function C^ shows almost no changes in 1973.  However, 
the region having relatively small value expands gradually on the north 
coast of the breakwater year by year.  This means that the beach slope 
of this region gradually became smaller.  The function C2, which indicates 

the longshore changes of the beach profile, is similar to the shoreline 

profile shown in Fig.2. The correlation between the function C2 and the 

shoreline position yg is drawn in Fig.10 and is given by 

f0.0G5(7/,-134),   ys<.VMm      1 

t0.15(?/s-13'l)n-%  y4M34w  J 

It is concluded from this that the second eigenfunction, e2 ,   corresponds 
to the profile changes due to the longshore sand transport. 

We can calculate by the one-line theory the shoreline position, ys, 

with a certain tolerance, which yields the value of the function C2 
through Eq. (13).  Since the onshore-offshore profile is known at least 
approximately, we can then predict the three-dimensional beach changes 
due to the longshore sand transport from the products of the eigen- 

function &2    ar*d the function Co. 
The function C3 corresponding to the third eigenfunction e3 is shown 

in Fig. 11.  The absolute value of the function C3 is smaller than that 

of the function C2.  As the third eigenfunction e^ takes its positive 

value shoreward of the shoreline and a negative value in seaward, a 

positive value of the function C3 implies accretion on the nearshore 
beach and erosion in the offshore zone  as schematically shown in Fig. 
12.  On the south side of the breakwater, sand moved along the breakwater 

and accumulated at its offshore side.  Accumulation also occurred near 
the shoreline but did not exceed that in the offshore.  Therefore, the 
third eigenfunction is considered to correspond to the profile changes 

due to the sand movement along the breakwater. 
The change of the function C3 is supposed to be controlled by two 

factors which characterize respectively the profile changes near the 
shoreline and in the offshore zone.  We selected the offshore distance 
y"  from the location of the four meter depth to the shoreline as shown 

in Fig. 12, and examined the relationship between y" and the function 
C3.  The reason for the selection of this particular depth is that it 
approximately corresponds to the depth where the third eigenfunction 03 

takes its minimum value.  As found in Fig. 13, we have the relation 

C3 = 0.0215(285- y") (14) 

This indicates the possibility that the onshore-offshore profile changes 
might be represented by change of the offshore distance y" between two 

characteristic lines.  Since the function C3 is determined by Eq. (14) 
if the offshore distance y  is given, and the profile of the third 
eigenfunction 63 is known, the three-dimensional beach changes around 

the breakwater can be evaluated. 
As a typical example, we calculated the profile of the beach that 

lies 200 meters north of the south breakwater, using the measured shore- 
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Fig.   9     Longshore changes  of  the functions   Cj and  C2 corresponding 
to the first and second empirical eigenfunctions 
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Fig. 11  longshore changes of the function C-j corresponding to the 
third eigenfunction 

Fig. 12  A typical example of onshore-offshore profile changes 
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Fig. 13  Relationship between the distance y'and the function C3 

14  Comparison of the measured beach profile and that calculated 
by the products of the eigenfunction e^. and the function C^. 
Ch^= measured beach profile, hB= calculated beach profile, 
hc= mean beach profile, C2&2, C3e3 = variation of beach profile 
corresponding to the second and third eigenfunctions) 
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line position.  The shoreline position, ys, and the offshore distance, 
y' , were given by 218 and 553 meters, respectively, at this location. 
By substituting these values into Eq. (13) and Eq. (14), CU and C3 were 
found to be 4.16 and — 1.1 meters.  In addition, C2 is set to be 26.5 
meters, which is the average taken over four years.  Figure 14 shows 
the measured beach profile and the profile calculated by the products of 
the eigenfunctions e^ and Ck . The solid line, hA , indicates the measured 
beach profile, the chain line,, he , indicates the calculated beach pro- 
file, and the broken line, hc , gives the mean beach profile.  The calcu- 
lated profile agrees fairly well with the measured one at the depth 
shallower than 2 meters, whereas thier disparity increases near the break- 
water. 

VI.  CONCLUDING REMARKS 

In order to discuss the beach profile change due to longshore and 
onshore-offshore sand transport, a new model was proposed, the empirical 
predictive model of beach profile change, by applying the empirical eigen- 
function method.  The model was applied to analyzing the data obtained 
at the MLsawa fishery port. 

As a consequence of this analysis, it was found that the first eigen- 
function e^ corresponded to the mean profile.  The second eigenfunction 

&2  turned out to correspond to the profile changes due to longshore 
sand transport, because its value was positive over a broad region of the 
shore, and the second time function C2 corresponding to it, which gave 
longshore change of the beach profile, was correlated with the shore- 
line position, ys.  In addition, it was shown that the third eigenfunction 
e3  corresponded to the profile changes due to the influence of the break- 
water, because e3  took positive values near the shoreline and negative 
values in the offshore zone, and the function C3 was correlated with the 
offshore distance y"  of the four meter depth line from the shore. 

Consequently, a basis of the two-line theory was substantiated, 
and the possibility of the development from a one-dimensional prediction 
model to a three-dimensional model of beach profile change was demonstrated. 
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MODELING ON-OFFSHORE SEDIMENT TRANSPORT IN THE SURFZONE 

by James A. Bailard1 

ABSTRACT 

An energetics-based surfzone sediment transport model was evaluated 
in its ability to predict on-offshore sediment movements using current 
meter and beach volume measurements from the Nearshore Sediment Transport 
Study at Torrey Pines Beach, California. The magnitude of pertinent 
wave velocity moments were also evaluated from the same data set. These 
moments were found to be adequately represented by linear functions of 
the significant wave height. Because of the apparent noise in the beach 
volume measurements and the limited duration of the current meter records, 
the results of the model evaluation were inconclusive. However, a 
simplified version of the model, when coupled with estimated wave velocity 
moments, was found to mimic observed on-offshore sediment movements as a 
function of significant wave height. 

INTRODUCTION 

Waves breaking on a beach cause sediment to be transported both 
parallel to (longshore) and perpendicular to (on-offshore) a beach. 
Although on-offshore and longshore sediment transports are manifesta- 
tions of the same process, past investigations have generally treated 
them separately for reasons of simplicity. Fortunately, this separate 
approach has been relatively successful, because wave refraction causes 
the waves to have near normal incidence to the beach at breaking, and 
the mean longshore and on-offshore currents are generally much weaker 
than the oscillatory velocity mangitude. As a result, the longshore 
transport has been found to be relatively well modeled (e.g., Inman and 
Bagnold, 1963; Komar, 1971) as the product of an oscillatory velocity- 
induced sediment load and a transport velocity proportional to the 
longshore current.  Similarly, the on-offshore transport may be modeled 
as a balance between gravity, the asymmetry of the oscillatory velocity 
distribution, and the on-offshore steady current (e.g., Inman and Frautschy, 
1966; Bowen, 1980; Bailard, 1981). 

Although the above processes have been qualitatively understood for 
some time, relatively greater progress has been made in quantitatively 
predicting the longshore transport rate. Predicting the on-offshore 
transport rate has proven more difficult because: models predicting 
oscillatory velocity asymmetries and mean on-offshore currents inside 
the surfzone has been lacking; the effect of the downslope component of 

*Naval Civil Engineering Laboratory, Port Hueneme, California 93043 
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the sediment load on the on-offshore sediment transport has generally 
not been adequately represented and the dynamic near-equilibrium of 
on-offshore transport on a stable beach tends to magnify the importance 
of second order effects such as the vertical velocity structure and the 
threshold criteria for sediment movement. 

Because of these difficulties, most models have sought to correlate 
on-offshore sediment transport with incident wave properties. Some 
examples of this type of approach include: the wave steepness models by 
Dean (1973) and Hattori and Kawamoto (1981); the wave height models by 
Saville (1957), Aubrey (1978) and Short (1978); and the wave power model 
by Short (1978). A few models have considered a greater degree of 
detail in the fluid sediment motions, and include those by Inman and 
Frautschy (1966), Bowen (1980) and Bailard (1981). All three of the 
latter models are based on adaptations of Bagnold's (1963, 1966) 
sediment transport model for streams, with Bailard's (1981) model being 
the most complete in that nonnormal wave incident in the presence of 
longshore currents is considered. 

A common aspect of Bowen's (1980) and Bailard's (1981) energetics- 
based models is the importance of several surfzone velocity moments in 
determining the direction and magnitude of the on-offshore sediment 
tranport. These moments are defined in terms of idealized monochromatic 
waves. However, they can be extended to spectral wave inputs as well 
(Guza and Thornton, in review). Using Stokes' second-order wave solu- 
tion and longuet-Higgins (1953) bottom streaming model to estimate the 
wave velocity asymmetry and mean on-offshore current, respectively, 
Bowen (1980) and Bailard (1981) were able to qualitatively describe the 
equilibrium beach profile as a funciton of the incident wave amplitude, 
the wave frequency, and the sediment fall velocity. Small amplitude, 
long period waves were found to produce a steep beach while large ampli- 
tude, short period waves were found to produce a flat beach. Large 
diameter sand grains with high fall velocities were also observed to 
produce steeper beaches than smaller diameter sand grains with lower 
fall velocities. These results qualitatively confirmed observed beach 
behavior, but neither the nonlinear wave solution nor the mean current 
solutions are considered valid inside the surfzone. 

Because of the inability of existing wave shoaling models to accu- 
rately describe wave velocity asymmetry and mean on-offshore currents 
inside the surfzone, little is known about these quantities. Two recent 
studies describing limited field measurements of wave velocity moments 
(Huntley and Bowen, 1975; Guza and Thornton, in review) suggest that the 
magnitudes of these moments may be a function of the incident wave 
conditions, the beach slope, and the local water depth. Analysis of 
more comprehensive data sets are needed to test this hypothesis. 

A lack of appropriate field data has also restricted the evaluation 
of existing on-offshore sediment transport models. Recently, however, a 
series of large-scale field experiments have been conducted as part of 
the Nearshore Sediment Transport Study (NSTS).  The first of these 
experiments was conducted at Torrey Pines Beach, Calif., during November 
1978. During this time, simultaneous measurements of deepwater wave 
characteristics, surfzone nearbottom velocity distributions, and beach 
profile changes were measured. Details of the experiment are described 
in Gable (1979). 
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The success of Bowen's (1980) and Bailard's (1981) total load surf- 
zone models in qualitatively describing the variation of the equilibrium 
beach slope with wave and sediment characteristics suggested that Bagnold's 
energetics approach may be useful in quantitatively predicting the 
on-offshore sediment transport. Consequently, a study was initiated to 
test the ability of Bailard's (1981) total load sediment transport model 
to predict daily on-offshore sediment movements using data from the NSTS 
experiment at Torrey Pines Beach, Calif., in November 1978. The objec- 
tives of the study were threefold. First, the model was tested in its 
ability to predict daily beach volume changes using relatively short (1- 
to 2-hour) surfzone current meter records. Second, a relationship was 
sought between average values of surfzone velocity moments and incident 
wave characteristics. Lastly, a simplified on-offshore model was com- 
bined with the average surfzone velocity moments to predict the on- 
offshore sediment transport as a function of significant wave height. 

SEDIMENT TRAMSPORT MODEL 

Bailard's (1981) total load sediment transport model is based on an 
adaptation of Bagnold's (1963, 1966) energetics-based total load sediment 
transport model for streams. The latter is generalized for time-varying 
flow over an arbitrarily sloping bottom, resulting in 

<v pc 
f tan V 

tan B 
tan § > i 

+ pc f W ut> ~~w~tan >i (1) 

where     I = instantaneous sediment transport rate vector 

p = density of water 

c, = drag coefficient of the bed 

£„ = the bedload efficiency factor 

(j) = internal angle of friction of the sediment 

tan p = the bed slope 

£(, = suspended load efficiency factor 

W = is the fall velocity of the sediment 

u = instantaneous nearhottom fluid velocity vector 

i = unit vector directed upslope 

< > = time-average 
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Note that both the bedload (first bracketed quantity) and the suspended 
load (second bracketed quantity), consist of a primary component directed 
parallel to the instantaneous fluid velocity vector and a secondary 
component directed downslope. The latter is associated with the down- 
slope gravity component of the sediment load. 

Equation 1 is assumed to be valid for any nearbottom velocity field 
and can be used with data from a two-axis (x and y) current meter to 
directly predict the time-averaged sediment transport rate vector at the 
current meter location. 

Figure 1 depicts a plane contour beach with the x-axis directed 
shoreward and normal to the beach and the y-axis directed parallel to 
the beach. The slope of the beach is tan p. For modeling, it is con- 
venient to use a monochromatic wave representation for the nearbottom 
water velocity field as a means of simplifying Equation 1. Bailard 
(1981) assumed a velocity field composed of an oscillatory velocity 
component u oriented at an angle a  to the x-axis and a steady velocity 
component u oriented at an angle 6 to the x-axis. The total velocity 
vector u then becomes 

= (u cos a  + u cos 6) i + (u sin a + u sin 0) j (2) 

In addition, the oscillatory velocity component is assumed to be asym- 
metrical being composed of a primary component u with frequency a and a 
secondary harmonic u „ with frequency 2a so that 

u cos at + u « cos 2at + 
tn        m2 (3) 

An analysis of surfzone current meter records at Torrey Pines Beach 
showed that u«u and sina«l, thus substitution of Equations 3 and 4 
into Equation 1, yields the idealized on-offshore transport equation 

<i > 
x 

where 

3 
pc^u K f m 

u 

W fcS 

tan <|> 1  2 u  tan ip 5 

Y0 + 6 u* 
2   u 3 W~ eS tan P U§ (4) 

6U 
- — COS 

u   u m (5) 

< u u> 

(6a,b) 



SEDIMENT TRANSPORT MODELLING 1423 

<lut|
J> <luj3> 

u3   '    5 "   u5 <7a>b> 
m m 

For weak mean currents, Snell's law and the spilling wave hypothesis 
can be used to estimate the magnitudes of a, u , u'i', and UP throughout 
the surfzone as a function of incident wave conditions.t unfortunately, 
the two skewness parameters f, and ¥„, as well as the normalized mean 
onshore current 6 , cannot be estimated from present surfzone wave 
shoaling models. One of the objectives of this study was to examine 
measured surfzone values of V* , V,, and 6 using data from the NSTS 
Torrey Pines experiment (Gable, 1379).  In this respect, the present 
study was a continuation of the study by Guza and Thornton (in review), 
who showed that the quantities defined in Equation 4 are meaningful only 
for monochromatic waves incident from a single direction a.    On an 
actual beach the incident waves compose a spectrum with varying energy 
content at different frequencies and wave angles. As a result, Guza and 
Thornton (in review) defined equivalent quantities for ¥., f,, u , u§ 
and us", which may be estimated from the measured curren^ meter data as 
follows: Assuming that the current meter time series, u. is composed of 
mean components u and v, and oscillatory componets, u ana v, i.e. 

u  = (u + u) i + (v + v) j (8) 

then 

m 2 (<u2> + <v2>) (9) 

u3 I1, = <u(u2 + v2)> (10) ml 

ih = "Kl3^ (11) 

u3u| = <|ut|
3> (12) 

umu! = <|\|5> ^13) 

TNote, however, that Guza and Thornton (in review) found that the 
commonly assumed spilling wave hypothesis did not lead to an 
accurate estimate of u . 
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DATA ANALYSIS 

Data Set Description 

In November 1978, a month-long field experiment was conducted at 
Torrey Pines Beach as part of the Nearshore Sediment Transport Study 
(NSTS). Torrey Pines Beach, Calif., is a plane-contoured beach with a 
concave profile.  The slope of the beach face is approximately 0.05, 
decreasing to about 0.02 within the surfzone. The sand on the beach is 
moderately well sorted with a mean diameter of 0.17 mm. The beach 
exhibits little or no bar-trough features. The experiment consisted of 
the simultaneous measurement of incident wave conditions, nearbottom 
water velocities distributions, sand tracer movements, and beach profile 
changes. The incident wave climate was measured in 10 meters of water 
with a linear array of pressure sensors. Nearbottom water velocities 
were measured using dual-axis (x and y) electromagnetic current meters, 
while the beach profiles were measured with a rod and transit onshore 
and a fathometer offshore. 

The current meters were placed in a cross-shaped pattern within the 
nearshore area. Referring to Figure 2, 7 current meters were placed in 
a line perpendicular to the beach, ranging in depth from 0.25 meters to 
6 meters relative to mean sea level (MSI). Ten other current meters 
were placed in a line parallel to the beach at a depth of about 1 meter 
relative to MSL. The beach profiles were measured at five ranges along 
the beach. Further details of the experiment can be found in Gable (1979). 

Model Evaluation 

One of the objectives of the present study was to evaluate the 
ability of Equation 1 to predict daily beach volume changes using NSTS 
data. Following the approach used by Seymour and King (1982), daily 
beach volume changes were computed by integrating the beach profile 
changes across 100 meters of beach face. The seaward extremity of the 
integration interval roughly coincided with the location of the shore- 
parallel current meters so that a simple box model analysis could be 
used to estimate the beach volume changes.  In the present study the 
flux of sand into or out of the seaward edge of the box was assumed to 
be predicted by Equation 1 using the measured current meter data from 
each shore parallel current meter. The measured beach volume changes 
used in the present study are those tabulated by Seymour and King (1982). 

Equation 1 has 3 free parameters: the bed friction coefficient Cr, 
the bedload efficiency factor £„, and the suspended load efficiency 
factor £„.  In the present study, a value of 0.005 was selected for cf) 
based on an analysis of longshore current data at Silver Strand Beach, 
Calif., (Bailard, 1981). This beach has a bed slope similar to that 
found at Torrey Pines Beach (0.034) and is located 15 miles to the 
south. Thornton and Guza (1982) analyzed longshore current data at 
Torrey Pines Beach and concluded that c, = 0.01 ± 0.01. Thus because of 
the large uncertainty interval, the Torrey Pines data set could not be 
used to directly estimate the size of c,. 

The bedload and suspended load efficiency factors ££ and £„ are the 
remaining two free parameters in Equation 2. Rewriting Equation 1 to 
isolate these factors, we obtain 
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Figure 1.  Schematic diagram showing the position of the beach (solid line), 
the breakpoint (dashed line), the wave angle a and the oscillatory 

and steady water velocities u and u (from Bailard and Inman, 1980, 
with permission). 
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Figure 2. Relative current meter and pressure sensor positions for the 

NSTS Torrey Pines experiment (adapted from Seymour and 
King, 1982). 
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<ix> = £B :A + £S h -  £S2 h <l4> 

where 

T  - P °f A*  |2 -> C. tan_6.|->|3s                 ,,^ 

X
B = •ir1<KI3 V^ (16) 

p
 Cf       l-> IS Ic = —^ tan B < ut 

J> (17) 

Equation 14 expresses the on-offshore transport rate in terms of the 
immersed 
related t 
equation 

immersed weight transport. The volumetric transport rate Q may be 
related to the immersed weight transport rate <i > by the following 

<i > 

Qx = (ps-p) g No 
(18) 

where  p = density of the sand grains 

g = gravity 

N = "at rest" volume concentration of sediment assumed here to 
0  be 0.6 

The procedure used to estimate the bedload and suspended load effi- 
ciencies sR and £„ was as follows. First, daily estimates of I,, I„ and 
I„ were obtained from 64-minute records for each of the 10 shore-parallel 
current meters. These estimates were averaged together to form a single 
daily estimate, assumed to be representative of the general experiment 
area. Table 1 contains a summary of the estimated values for I., IT,, 
and lp. Next, a correlation analysis was conducted to determine the lag 
time Between the predicted volume changes and the measured changes. 
Using previously estimated values of eR = 0.21 and £„ = 0.025 (Bailard, 
1981), Equation 14 was used to predict the beach volume changes which 
were then correlated with measured volume changes using lag times of 
zero and 1 day. The maximum correlation (R2 = 0.19) occurred with a lag 
time of 1 day, as was found by Seymour and King (1982) for several other 
models using the same data set. The lag time result was insensitive to 
a range of values of e„ and £„, although R2 varied as would be expected. 

A nonlinear least-squares estimation procedure (Draper and Smith, 
1966), was used to estimate £„ and £„ from the lagged data in Table 1. 
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The estimation procedure required constructing a contour map of the mean 
square error S, defined as 

1   n . 9 
S (s„ £0) = -^ V (V    - V  . )z (19) B SJ n-2 JLi   v meas   pred 

i=l 

where     n = number of data pairs (17) 

meas = measured beach volume change with a 1-day lag time 

V  , = predicted beach volume change 
pred  r 

Figure 3 shows a plot of S versus £», and £„. The minimum mean square 
error occurred at £„ = 0.10 and £„ = 0.020. These estimates are similar 
in size to those estimated by Bailard (1981) (efi = 0.21 and £g = 0.025) 
based on longshore transport data, however, the 95% confidence limits on 
£„ and £„ are much broader in the present study reflecting in part the 
low degree of correlation between the measured and predicted beach 
volume changes.  In both cases, however, the predicted values of £~ and 
£„ fall within each other's areas of uncertainty. 

Figure 4 shows a plot of the measured and predicted beach volume 
changes as a function of time. The figure also shows a plot of the 
signficant wave height as a funciton of time. The beach volume changes 
shown in Figure 4b were predicted from Equation 1 using the procedure 
described above. The beach volume changes shown in Figure 4a were 
predicted by the simplified Equiation 4 and will be discussed later. 

Comparing the predicted and measured beach volume changes, 
Figures 4b and 4c respectively, it is clear that the measured volume 
changes are not well predicted by the model. Only the maximum erosional 
event on 12 November was predicted by the model and then at a reduced 
magnitude. The erosional and accretional events on November 6, 7 and 20 
are clearly not predicted by the model. 

The low degree of correlation between the measured and predicted 
beach volume changes raises questions about the ability of Bailard's 
(1981) sediment transport model to predict on-offshore sediment transports. 
It should be recognized, however, that predicting the on-offshore sediment 
transport rate is a severe test of a model because the net transport 
represents a small difference between two relatively large instantaneous 
on and offshore sediment transports. Small biases in either the onshore 
or offshore direction can significantly influence the predicted direc- 
tion and magnitude of the net transport. Additional factors which may 
account for the lack of correlation include the temporal and spatial 
variability of the measured wave velocity moments and the apparent 
nosiness of the measured beach volume data. 

Considering the wave velocity moments, a sensitivity analysis was 
performed whereby, for selected days, estimates of the on-offshore 
transport rate were calculated for consecutive 64-minute segments of 
time. For a day with moderate waves (November 4), the standard devia- 
tion of these estimates was 22% of the predicted mean for four consecu- 
tive segments. For a day with larger waves (November 12), this value 
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increased to 46% for three consecutive segments.  In addition, individ- 
ual current meters showed a much wider range of variation (up to 800%) 
hetween consecutive hours. These results suggest that although the 
heach may generally he in a state of near dynamic equilibrium, small 
changes in the incident wave conditions or the tide may significantly 
influence short-term local on-offshore movements. Moreover, for the 
data set studied, it appears that current meter records of 1 to 4 hours 
may not be of long enough duration to accurately estimate the daily 
beach volume changes. 

Another factor which may account for a low correlation between 
predicted and measured beach volume changes are potential inaccuracies 
in the measured beach volume changes. These changes were calculated 
from the integrated difference between the daily beach profile measure- 
ments. Although the precision of these estimates is difficult to assess, 
daily variations as great as ±10 m3/m-day are seen in Figure 4c without 
a corresponding change in the significant wave height (4d).  Seymour 
(in review) also noted the relative noisiness of the Torrey Pines data 
set compared with later NSTS data sets measured at Leadbetter Beach, CA, 
and Virginia Beach, VA. 

Because of the above uncertainties, the evaluatuion of Bailard's 
(1981) sediment transport model was judged inconclusive. Other data 
sets with longer current meter records and more accurate beach profile 
measurements are needed before an accurate evaluation of the model can 
be made.  It may also be that it is inherently difficult to predict 
macro-scale beach volume changes using a micro-scale sediment transport 
model. 

Velocity Moment Magnitudes 

The above discussion concerned the ability of Equation 1 to predict 
on-offshore sediment transports. Equation 4 is a greatly simplified 
version of Equation 1, and is potentially more useful for modeling 
on-offshore sediment transports. Unfortunately, this equation still 
contains a number of surfzone velocity moments, of which little is 
known. These moments include the wave velocity skewness parameters H1, 
and f„, the normalized onshore current 6 , and the normalized velocity 
magnitudes us and u,-. 

Of these quantities, only u , us", and us" can be estimated from 
linear wave theory. For normally incident waves having a Gaussian 
distribution and weak mean currents, us" and u"g can be shown to be equal 
to 0.562 and 1.13, respectively (Guza and Thornton, in review). 
Similarily, assuming wave saturation and spilling waves, linear wave 
theory predicts that 

where  y = H/h 

1 *l« h (20) 

h = local water depth 

H = local wave height 
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Figure 3.  Least squares estimated bedload and suspended load efficiency 

WAVE HEIGHT INPUT, R* = 0.25 
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DAY, NOVEMBER 1978 

Figure 4. Comparison between predicted beach volume changes (a, b) and measured 

beach volume changes (c). The volume changes shown in (a) were predicted 

from Equation 4 using the measured wave heights (d), while the volume 

changes shown in (b) were predicted from Equation 1. 
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Equation 20 suggests that u should decrease from a maximum at the 
breakpoint to zero at the beach.  In fact, field measurements at Torrey 
Pines Beach have shown that u is almost constant across the surfzone, 
due to the presence of low frequency surf beat motions within the inner 
part of the surfzone (Guza and Thornton, in review). The remaining 
parameters in Equation 4 (f., ¥,,, and 6 ) are zero for linear waves hut 
nonzero for nonlinear.waves. Measurements (Huntley and Bowen, 1975, 
Guza and Thornton, in review) have shown that they are in fact nonzero 
under actual field conditions and may vary in magnitude and sign with 
varying incident wave conditions. 

One of the objectives of the present study was to investigate these 
surfzone wave velocity moments using the NSTS Torrey Pines data set and 
determine whether their magnitudes can be estimated from incident wave 
conditions. Values for the parameters f., fj; ^ , u§ and us were esti- 
mated from 64-minute-long records for each of the seven shore perpen- 
dicular current meters closest to shore. Because of the temporal and 
spatial variability of these quantities, mean surfzone values were 
obtained by averaging the results of all seven current meters. Table 2 
is a summary of these average surfzone velocity parameters and the 
incident wave characteristics for each of the 9 days investigated. The 
wave characteristics were obtained from Guza and Thornton (1980, 1982, 
in review) and Seymour and King (1982) who analyzed pressure sensor 
records measured in 10 meters of water. 

Linear and second-order wave theories suggest that the even velocity 
moments u , us, and ue should be related to the significant wave height, 
while the odd velocity moments V,, V-, and 6 should also be related to 
the wave period and the average Deacn slope. It can be hypothesized 
that the odd velocity moments may be a function of a surf similarity 
parameter such as that introduced by Battjes (1974), Guza and Inman 
(1975), and others. This parameter, £, can be defined as 

e = a a2/g tan2p (21) 

where a = half the breaking wave height 

For small values of s, less than 2.0 to 2.5, reflective conditions with 
surging breakers are observed, while for larger values of 8, dissipative 
conditions are observed. 

For the conditions found at Torrey Pines Beach during the NSTS 
experiment, dissipative conditions prevailed, but it could not be deter- 
mined whether the odd wave velocity moments were a function of e. The 
range of significant wave heights varied from 55 to 140 cm; however the 
peak wave period varied much less, ranging from approximately 10 to 
14 seconds. The variation in mean beach slope during the experiment was 
also very small, so that the slope was approximately a constant 0.02. 
As a result, the surf similarity parameter 6 was primarily a function of 
the significant wave height H„. This suggested that for the Torrey 
Pines data set, a relationship might be sought between all of the rele- 
vant surfzone velocity moments and the significant wave height H . 

After plotting the mean surfzone values of f,, f^, 6 , u , us and 
up" versus H (Bailard, 1982), a linear relationship between variables 
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Table 1.  Estimated and Measured Beach Volume Changes and Incident Wave Characteristics 

Day 
(Nov 
1978) 

h 
(dyne cm 1 sec 1 

x 10 6) 

h 
(dyne cm 1 sec 

x 10 4) 
(dyne cm l  sec 

x 10 4) 

pred 
(m3 m x  day l) 

V meas 
(lagged 1 day) 
(m3 m l  day ^) 

4 9.87 3.76 4.00 0.72 0.21 

5 -14.8 1.18 6.42 0.32 -0.28 

6 -9.78 0.65 3.05 0.02 -8.2 

7 10.2 2.54 1.78 0.52 9.3 

8 -17.5 0.66 1.94 -0.27a 1.45 

10 -61.5 -10.6 10.2 -2.41a 1.08 

11 -115 -15.6 12.1 -3.74a 1.08 

12 -121 -16.1 21.6 -3.9 -13.4 

13 -5.53 2.47 6.62 0.36 0.05 

14 15.7 5.05 5.72 1.0 3.9 

15 12.1 6.00 4.92 1.12 -2.05 
16 -4.32 0.86 1.99 0.10 1.05 

17 11.3 4.10 4.20 0.79a 0.78 

18 -1.36 3.21 5.50 0.52a 0.78 

19 1.83 2.00 4.25 0.34 -1.99 
20 -33.0 -2.84 5.00 -0.79 11.2 

Estimated as half the 2-day change. 

Table 2. Average Surfzone Velocity Parameters 
and Incident Wave Characteristics 

Date 
(Nov 
1978) 

H 
(cm) S 

*1 *2 5u 
u 

/   m i > (cm sec l) 
u! u5 

4 55 0.00126 0.206 0.204 -0.131 58.2 0.550 1.25 

6 65 0.00148 0.197 0.240 -0.124 59.2 0.603 1.20 

7 59 0.00117 0.234 0.362 -0.088 51.8 0.594 1.35 

10 101 0.00163 0.097 -0.019 -0.160 69.8 0.731 1.26 

11 99 0.00303 0.106 -0.152 -0.250 78.4 0.687 1.11 

12 140 0.00341 0.134 -0.035 -0.210 87.2 0.574 0.940 

13 91 0.00124 0.222 0.326 -0.100 69.3 0.587 1.27 

17 62 0.00194 0.232 0.352 -0.081 56.9 0.574 1.24 

19 73 0.00128 0.223 0.350 -0.070 56.1 0.574 1.28 
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Vj = 0.303 - 0.00144 H 

f2 = 0.603 - 0.00510 H, 

5  = 0.458 - 0.00157 H 

was suggested. Using regression analysis, the following equations were 
obtained: 

Correlation Coefficient R2 

0.98 (22) 

0.83 (23) 

0.96 (24) 

um = 31.9 + 0.403 H 0.99 (25) 

u*    = 0.548 + 0.000733 H, 0.99 (26) 

u* = 1.50 + 0.00346 Hg 0.99 (27) 

where u is measured in cm/sec and H in cm. 
m s 

Equations 22 through 27 show that for the conditions found at Torrey 
Pines Beach, f., *V„ and 6 decrease markedly with increasing wave 
height. This is in direct contrast to Stokes1 second-order wave solu- 
tion and Longuet-Higgins' (1953) bottom-streaming solutions, which 
predict increasing values of these variables with increasing wave height. 
The remaining parameters, u , us, and us, behave more as would be pre- 
dicted by linear wave theory, with u increasing with increasing wave 
height and u* and u"g being relatively constant. Typical observed values 
of us and up were 0.6 and 1.2, respectively (very close to the theoretical 
values based on a Gaussian wave distribution). 

ON-OFFSHORE TRANSPORT SIMULATION 

The simplified on-offshore sediment transport model Equation 4 
contains the wave velocity skewness parameters V, and HL, the mean 
on-offshore current 6 , the orbital velocity magnitude u , and the 
normalized total velocity magnitudes u'k  and UP. Combining Equation 4 
with Equations 22 to 27, the average surfzone on-offshore transport rate 
and direction can be predicted as a function of the significant wave 
height and the sediment fall velocity. The other free parameters in 
Equation 4 include the bed drag coefficient c„, the bedload efficiency 
£„, and the suspended load efficiency £„. For the present study these 
variables were assumed to be equal to 0.005, 0.21, and 0.025, respectively, 
based on an analysis of field and laboratory data (Bailard (1981). 

Figure 5 shows a plot of the predicted on-offshore sediment trans- 
port rate as a function of the significant wave height. The sediment 
fall velocity was assumed to be equal to 4 cm/sec, which is appropriate 
for the sand found at Torrey Pines Beach. The bedload-transport rate is 
depicted by the dashed line, the suspended load transport rate by the 
dotted line, and the total load transport rate by the solid line. 
Figure 5 suggests that, for conditions similar to those at Torrey Pines 
Beach during the NSTS experiment, sand is moved onshore when the sig- 
nificant wave height is less than approximately 90 cm and offshore when 
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it is greater.  The maximum onshore transport rate (0.8 m3m  day ) 
occurs when H is equal to approximately 59 cm. For waves with a sig- 
nificant wave height greater than approximately 150 cm, the transport 
rate is larger by a factor of 10 and directed offshore. Under most 
conditions, the predicted bedload and suspended load transports are both 
in the same direction. Near the null point (H ~ 90 cm), however, the 
bedload is directed offshore while the suspended load is directed onshore. 

Qualitatively, Figure 5 confirms some aspects of observed beach 
behavior. During prolonged periods of small waves, a beach is seen to 
slowly accrete. With the appearance of the first large swell, however, 
the beach can cut back dramatically within a few days. Figure 5 also 
qualitatively supports Short's (1978) observations at several Australian 
beaches that the neutral point wave height separating accretion from 
erosion was equal to 120 cm. Although the present study suggests a 
neutral point wave height of 90 cm, the magnitudes are similar. 

The simplified on-offshore transport model represented by Figure 5 
can also be used to predict beach volume changes at Torrey Pines Beach 
from the measured signficant wave heights. Referring to Figure 4, the 
predicted beach volume changes (4a) can be compared with the measured 
changes (4c). As with the more complex model (Equation 1), only the 
erosion event on 12 November is predicted but at a decreased magnitude. 
The degree of correlation, R2, between predicted and measured beach 
volume changes is 0.25 for the simple model versus 0.19 for the more 
complex model. The simple model is thus somewhat better in predicting 
the measured changes. 

Neglecting for a moment the observed relationship between the beach 
slope and the sand size, the relative effect of different sediment fall 
velocities on the total load sediment transport rate may be predicted 
from Equations 4 and 22-27. Referring to Figure 6, increasing the fall 
velocity is seen to decrease the magnitude of the on-offshore transport 
rate. As a result, a beach with fine sand would be expected to experi- 
ence more rapid beach volume than an equivalent beach with coarse 
sand. 

DISCUSSION 

The applicability of these results to other sites and to other wave 
conditions is unknown; however, it is hypothesized that the results are 
relatively site and time specific. For monochromatic waves and plane 
contour beaches, the surfzone hydrodynamics have been analytically shown 
to be a function of the incident wave height, direction, and period, as 
well as the beach slope. For random waves, the shapes of the energy and 
directional spectrums may also be important. During the NSTS Torrey 
Pines experiment, the waves were almost normally incident with a near 
uniform period. Moreover the beach slope changed little during the 
month. The only parameter that varied to any significant degree was the 
wave height, which varied by a factor of 3. As a result, Figure 5 
cannot be easily extended to more general conditions. 

Qualitatively, however, it can be hypothesized for that there may 
be a family of curves, similar in shape to those in Figure 5 but which 
vary with beach slope. Flat beaches typical of large waves and fine 
sand would be expected to have a neutral point corresponding to a larger 
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Figure 5. Predicted on-offshore sediment transport rate as a function of significant wave height. 
The individual contributions of the bedload and suspended load transports to the total 
transport are shown by the dashed and dotted lines, respectively. The point of neutral 
transport (equilibrium) occurs at a significant wave height of 90 cm. 
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Figure 6.  Predicted total load on-offshore sediment transport rate as function of significant wave 
height and sediment fall velocity. Greater rates of transport are found for smaller 
sized sediments. 
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wave height and would exhibit greater rates of change for a given wave 
height. Steep beaches typical of small waves and course sand would have 
smaller neutral point wave heights and would exhibit less rapid change 
for a given wave height. Figures 5 is believed to represent transition 
conditions. Partial support for the above hypothesis is provided in the 
study by Aubrey (1978), who found that future beach profiles at Torrey 
Pines Beach were best predicted when the existing beach profile shape 
and the incident wave height were known. Presumably, additional data 
sets having a wider range of beach slope and wave conditions are needed 
to develop a more complete beach profile predictive capability. 

Further discussion is needed concerning possible errors in the 
estimated surfzone velocity moments. The odd moment quantities f., f„, 
and 6 , in effect, represent small differences between large numbers, so 
they are especially sensitive to small errors in the measured current 
meter data. Because of this sensitivity, considerable care was exer- 
cised in prescreening the data. The quantity us was found to be partic- 
ularly sensitive to data errors and was used as an indicator of bad 
sections of data.  In spite of this care, the data itself could be 
subject to an inherent bias due to current meter inaccuracies. 

One error in particular may be that the mean on-offshore currents 
are a manifestation of a current meter rectification process which has 
been hypothesized to occur in combined oscillatory and longshore currents. 
Some evidence, however, suggests that rectification may not be too 
significant. Wright et al. (1978) reported measuring onshore currents 
in the upper part of the water column inside the surfzone and offshore 
currents near the bottom. These measurements were made with small 
ducted fan current meters unlike the electromagnetic current meters used 
in the NSTS experiments and, presumably, would not be subject to the 
same rectification characteristics. Nevertheless, until more exhaustive 
studies are done on the response of the electromagnetic current meters 
in combined oscillatory and steady flows, the magnitudes and directions 
of the mean on-offshore currents are open to question. 

It is disappointing that the present sediment transport model is 
not more accurate at predicting the measured beach volume changes. The 
reason for its lack of accuracy is unknown. The variability in the 
estimated on-offshore transport rates between consecutive hourly data 
sets suggests, however, that the on-offshore transport rate may vary 
significantly on an hourly basis due to small changes in the incident 
wave field and the tide. The latter changes the position of the surf- 
zone relative to the existing beach profile, which can significantly 
alter the breaking wave characteristics. As a result, it may be intrin- 
sically difficult to test the capability of a micro-scale on-offshore 
sediment transport model to predict daily beach volume changes using 
current meter records of very limited duration. 

In addition, some of the measured beach volume changes seem to be 
anomalous in light of our present limited knowledge. In particular, the 
large on-offshore rates of sand movements during periods of small waves 

"From personal communication with R. T. Guza and D. G. Aubrey. 
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on November 6, 7, and 20 are difficult to understand.  It would appear 
that wave energy should have been insufficient to generate this volume 
of sediment transport. One possible explanation may be a temporary 
local convergence or divergence of the longshore transport rate. Another 
explanation may be inaccuracies in the beach profile measurements. 

CONCLUSIONS 

Based on the results of this study, the following conclusions can 
be made: 

1. An evaluation of the ability of Bailard's (1981) surfzone 
sediment transport model to predict daily beach volume changes was not 
possible due to inadequate surfzone current meter record lengths and to 
apparent noiseness in the beach volume estimates. 

2. Average surfzone wave velocity moments were found to be well 
represented by linear functions of significant wave height. Additional 
data sets are needed to determine their relationships to wave period and 
average beach slope. 

3. Predicting beach volume changes using a highly simplified form 
of Bailard's (1981) surfzone sediment transport model appears promising 
in that observed on-offshore transport is qualitatively supported. 
Analysis of additional surfzone current meter data sets having different 
wave and beach slope characteristics is necessary before a useful pre- 
dictive capability can be developed. 
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SEDIMENT TRANSPORT AND BEACH TRANSFORMATION 
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ABSTRACT 

Laboratory and field investigations were performed in order 
to formulate a predictive model of two-dimensional beach profile 
change.  The observed transport was classified into six types, 
and transport formulas were deduced for each type based on a 
microscale description of sediment movement caused by wave 
action.  A numerical model of two-dimensional beach trans- 
formation was then developed.  Beach profile changes calculated 
with the model were then compared with the laboratory results. 
The model was found to give reasonable results except in the 
vicinity of the wave plunging point.  The sediment transport 
calculation is based on a sinusoidal velocity profile.  The 
model appeares to give good results as long as the wave motion 
can be reasonably approximated by linear wave theory. 

1. INTRODUCTION 

Surface waves traveling in shallow water over a sandy bed 
produce back and forth sand movement.  Various attempts have 
been made to establish quantitative relationships for the sand 
movement and fluid motion.  For example, Madsen and Grant (1976) 
found a clear relationship between a nondimensional averaged 
transport rate and the Shields parameter by extending the 
results of unidirectional flow sediment transport.  However, in 
order to achieve the goal of developing a practical calculation 
method for sediment formula due to wave action, more precise 
observations are required to understand the complex mechanism of 
sediment movement.  If the spatial and temporal variations of 
net sediment transport can be predicted, then two-dimensional 
beach transformation can be estimated.  Here we report results 
of a study of the theoretical and empirical relationships of 
wave sediment transport and of two-dimensional beach profile 
change.  The study is based on laboratory and field 
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observations.  The results are restricted to on-offshore 
sediment transport; longshore transport is left for future work. 

The various topics of the investigation are presented in the 
following order.  1) A simple classification of sediment 
transport patterns based on the dominance of a bed load or a 
suspended load, and on the direction of the sediment transport 
is described;  2) A bed load formula is presented;  3) A formula 
for calculating the suspended load created by vortices in the 
vicinity of sand ripples is introduced; and  4) A simple 
quantitative model for predicting two-dimensional beach 
transformation is presented, and comparisons are made with 
laboratory results. 

2. SEDIMENT TRANSPORT 

2.1  Sediment transport types and classification 

The bed configuration, in particular the presence of 
ripples, is considered to be one of the main factors necessary 
to suspend sand.  The ripples also govern the sediment transport 
direction.  Therefore, precise observations of sand movement and 
bed form patterns were made for a wide range of flow conditions 
in order to classify the sediment transport as a function of 
flow conditions. 

The experiments were carried out both in a wave flume and in 
an oscillatory flow tunnel.  The laboratory conditions are shown 
in Table 1.  Well-sorted sands were used as bottom materials 
except for Cases 3 and 4 in the oscillatory tunnel, for which 
polystyrene particles were used.  The sediment movement was 
recorded using either an 8-mm movie camera or a 16-mm high-speed 
motion analysis camera. 

Field observations were carried out at Sabigahama Beach on 
Miyake Island, and at Ajigaura Beach and Oarai Beach, both in 
Ibaragi Prefecture, Japan.  The field conditions are shown in 
Table 2.  The transport mode was observed directly and recorded 
using an underwater 8-mm movie camera and an underwater 35-mm 
camera. 

Based on both the laboratory and field observations, the 
sediment transport due to nearly sinusoidal wave action was 
classified according to predominance of bed load or suspended 
load, and according to the direction of sediment transport.  We 
found it convenient to classify the sediment transport into six 
types as shown in Fig. 1. 

1) Bed Load (BL): The bed is practically flat and no suspended 
sand clouds exist: sediment particles move along the bed 
surface.   The direction of sediment transport is the same as 
the water flow. 

2) Bed Load Suspended Load Transient (BST): Suspended sand 
clouds are formed above a rippled bed.  Both bed load and 
suspended load exist. 
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Table 1: Laboratory conditions 

BL 

WAVE FLUME 
Period (s) Deep water Initial- Sand grain 

Case wave height ;  (cm) slope diameter (mm) 

1 1.5 10.0 0.1 0.2 

2 1.5 7.6 0.1 0.2 

3 1.5 9.3 0.1 0.7 
4 2.0 7.5 0.05 0.7 
5 1.7 5-4 0.05 0.7 
6 2.2 4.5 0.05 0.7 
7 1.8 5.8 0.05 0.2 

OSCILLATORY FLOW TUNNEL 

Case Period (s) Orbital Particle Specific 
diameter! :m> diameter (n im)  gravity 

1 2.1 - 8.7 0.26 - 1. ,20 0.2 2.7 
2 3.5 - 4.2 0.24 - 1, .10 0.7 2.7 

3 1.8 - 3-8 0.24 - 1, .20 2.0« 1.4 

4 2.9 - 7.1 0.22 - 0, .70 0.3* 1.2 
* Polystyrene Particles 

Table   2:   Field   conditions 

Period   (s)        0„JJ ^ Date 
Deep water Sediment 
wave height (m) diameter (mm) 

0.35 5 2 3 Nov 79 Sabigahama 

0.3 - 0.45 7 - 8 10 24 Mar 80 Sabigahama 

0.25 - 0.75 6-10 0.4 - 0.5 4 - 5 Jul 78 Ajigaura 

0.25 - 0.50 4-10 0.2 - 0.3 28 Aug - 1 Sep 81 Oarai 

FLOW DIRECTION 
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• *   SAND MOVEMENT DURING  POSITIVE  FLOIV DIRECTION 
< -•   SAND MOVEMENT DURING  NEGATIVE  FLOW DIRECTION 

Figure   1:   Sediment   transport   types 



1442 COASTAL ENGINEERING—1982 

2-a) Ripple length and the water particle orbital diameter 
nearly equal (BST-A), sand particles suspended during the 
positively directed flow are first confined within a vortex, and 
then are transported towards the negative direction after the 
flow direction changes.  We here use "positive" to indicate 
water flow direction in the first half wave period, and 
"negative" for the second half wave period.  The transport of 
sediment which started moving during the first half wave period 
is either in the positive or negative direction depending on 
whether the bed load or suspended load is predominant. 

2-b) Ripple length much smaller than the water particle orbital 
diameter (BST-B), sand particles suspended during positively 
directed flow are not confined within a vortex, and are 
therefore transported in the positive direction.  Both suspended 
sand and sand moving along the bed move in the positive 
direction. 

3) Suspended Load (SL): Suspended sand transport is 
predominant. 

3-a) Ripple length and water particle orbital diameter nearly 
equal with sediment suspended during the first half wave period 
being transported in the negative direction (SL-A). 

3-b) Ripple length much smaller than water particle orbital 
diameter with transport in the positive direction (SL-B). 

4) Sheet Flow (SF): Ripples disappear.  Sand particles move as 
a layer.  The sediment transport direction is the same as the 
water flow. 

In the SL and BST modes, the sediment transport direction 
changes depending upon the ratio of ripple length to water 
particle orbital diameter.  The laboratory and field 
observations suggest that when the ripple length and the orbital 
diameter are of the same order, i.e., the latter is less than 
about three to five times the former, suspended sand clouds 
which were  formed on the down-flow flanks of ripples are first 
confined within strong vortices.  Then the sand clouds are 
transported in the negative direction during the period of 
negative flow, and are deposited on the bed under gravitational 
force (type A).  When the ripple length is smaller than the 
water orbital diameter (i.e., the latter greater than about 
three to five times the former) suspended sand clouds formed on 
down-flow flanks of ripples are not confined in vortices and are 
transported in the positive direction during the period of 
positive flow (type B).  In the BST mode, a part of the bed load 
is suspended to form sand clouds and some particles are 
•deposited on the bed immediately after suspension. 

The above-described types were classified by means of three 
parameters as will now be described.  In order to discuss the BL 
type, the initiation of sediment movement must be considered. 
Madsen and Grant (1976) analyzed laboratory data and found that 
the Shields parameter was an important descriptor.  The Shields 
parameter is expressed in terms of the maximum value of the near 
bottom water velocity, and is defined as 
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Vfn = pfwub
2 / 2(s-l)pgd (1) 

where fw is Jonsson's (1966) wave friction factor, Uj, the 
maximum value of near bottom velocity, s the sediment specific 
gravity, g the gravitational acceleration, p the fluid density 
and d the sediment diameter.  Madsen and Grant showed that the 
critical value of Shields parameter corresponding to the 
initiation of sediment movement is a function of a quantity S. 
This quantity S depends only on the sediment and fluid 
properties, and is given by 

S = d[(s-l)gdj / hv 

where v   is the kinematic viscosity of the fluid.  For sediment 
particles of specific gravity 2.65 and diameter 0.2 to 2.0 mm , 
the critical value of Shields parameter is 0.03 to 0.05. 

Komar and Miller (1975) analyzed laboratory data concerning 
initiation of ripple formation (under low shear stress) and the 
dissapearence of ripples (under high shear stress).  They found 
that the limiting value of Shields parameter for the existance 
of ripples changes according to the sediment diameter.  For 
sediment diameters 0.2 to 2.0 mm, the limiting value of Shields 
parameter for the disappearance of ripples varies from 0.4 to 
0.8.  However, in the present observation of the initiation of 
ripple formation, the critical condition was not sufficiently 
described by the Shields parameter and sediment diameter.  The 
critical condition was also found to be a function of both time 
and the initial bottom configuration.  The critical condition 
for the initiation of ripple formation is a very difficult 
problem. 

The SL and BST transport types were further divided into two 
sub-types (A and B) depending upon the ratio of ripple length to 
water orbital diameter.  Nielsen (1979) gave a functional 
relationship between this ratio and the nondimensional water 
velocity.  According to his result, this ratio is nearly 
constant when the square of the dimensionless velocity, u? 
/(s-l)gd, is less than 25.  Thus, sub-types A and B can be 
classified by using the square of the dimensionless velocity. 

The parameter UL/W is the ratio of maximum fluid velocity 
near the bed to the sediment particle fall velocity.  Laboratory 
observation suggests that suspended sediment particles move at 
almost the same speed as the water particles.  This implies that 
the parameter ujj/w is an indicator of the distance that a 
sediment particle travels when suspended.  Thus the parameter u. 
/w is related to suspended sediment movement. 

The parameter \pm  is related to the bed shear stress. 
Figure 2 shows the resulting classification of the laboratory 
and field data.  This figure shows that the transport modes are 
well described by the two parameters, Uk /w and \j/m. 

For the limiting boundary between no-movement and BL, and BL 
and BST, the bed form pattern is the key factor, with the 
Shields parameter determining the transition.  For BST and SL 
types, both u^ /w and 4>m  determine the limiting boundaries. 
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For the critical value for sub-types A and B of SL, a value 
of the square of the dimensionless velocity equal to 25 roughly 
corresponds to a value of the Shields parameter ^m in the range 
0.125 to 0.25, if the wave friction factor is 0.01 to 0.02. An 
example with the value ^m= 0.19, which corresponds to fw = 
0.015, is also indicated in Fig. 2 (labelled "Nielsen"). 

It should be noted that the transition from SL-A to SL-B 
cannot be clearly classified by the dimensionless velocity 
alone.  The transition is also related to the water orbital 
diameter.  When the orbital diameter increases, the mode SL-B 
appears at lower velocities.  Due to the same reason,  the BST-B 
type appears when the water orbital diameter becomes longer than 
the ripple wave length. 

0 "TO MOVEMENT 
1 BL 
2 BST 
'3SL 
4 SF 

"OField Data 
QHorikawa et.al.   , J   3 3  © \ g]  ^      m 

(19821i *     v— 

-V 

10 

-'-1 

A|B 
3 3 

3         3   3 

*3* 

V \ \ 
J34 

SF 
J 
® \pi E 

?L t?(T - 
3 *l. [4] 

BST \i 

>22           . 

2 
Z 

a 

0.1 
i    i   i i i 11 ii 

1.0 
Figure 2: Transport type classification 

2.2 Bed load 

Vincent (1957) and Abou-Sei 
transport rate in a wave flume 
(19625, and Abou-Seida (1965) per 
oscillatory plate in a tank of st 
experiments, the sediment was col 
set into the bed and the average 
period was evaluated.  No conside 
was included.  Sleath (1978) used 
measured the quantities of bed ma 
instant of a cycle.  Horikawa et 
load using a sand trap which was 
flume.  They correlated the resul 
change. 

da (1965) measured the bed load 
Manohar (1955), Kalkanis 
formed experiments using an 
ill water.  In these 
lected in a sampler which was 
transport rate over one wave 
ration of transport direction 

n oscillatory plate and 
terial in motion at each 
al. (1977) measured the bed 
buried in the bottom of a wave 
ts with the beach profile 



BEACH TRANSFORMATION 1445 

Madsen and Grant (1976) proposed an empirical relationship 
between a dimensionless time averaged rate of sediment transport 
and the Shields parameter, based on analyzing the laboratory 
data of Kalkanis (1962) and Abou-Seida (1965).  They used a 
quasi-steady application of the Einstein-Brown sediment 
transport relationship and Jonsson's (1966) wave friction 
factor, and obtained an expression for the bed load transport 
rate due to sinusoidal wave motion.  In the present work, 
experiments were performed to measure quantities of sand in 
motion and the water particle velocity at each instant of the 
wave cycle in a flume.  The results were compared with a formula 
derived by modifying the Madsen-Grant transport formula.  The 
Madsen-Grant formula, which was based on an analogy of 
quasi-steady undirectional bed load transport, was supported by 
the present experiments which measured the history of sand 
transport rate within one wave period. 

Madsen and Grant (1976) used a quasi-steady assumption with 
Brown's formula and obtained a similar relationship for 
oscillatory flow, namely, 

*(t) = 40 t\t) (2) 

«t) = r(t) / (s-l)pgd (3) 

in which <fc is the dimensionless sediment transport rate, ^ is 
the Shields parameter, and T   is the bed shear stress. 

Assuming a sinusoidal velocity change, they obtained a 
relationship between the time-averaged dimensionless transport 
rate and the Shields parameter as 

*= 12.5^m
3 (4) 

in which 

*= qs / wd (5) 

^m= rm   I   (s-l)pgd (6) 

where q  is the time-averaged volumetric rate of sediment 
transport and w is the sand particle fall velocity.  The 
quantity rm is the maximum bed shear stress given by 

Tm= V"b/ 2 (7) 

He now use the observation that a sand particle moving as 
bed load will not stop until the flow direction changes.  When 
sand particles are accelerated, the transport rate is estimated 
with Eq. (2).  Assuming a sinusoidal velocity change, we get 

*(t) = 40 ^ sin6<r t (8) 

in which a=   2w/T,   where T is the wave period.  For the time 
interval after the volume of moving sand attains a maximum, sand 
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particles   once   started  in motion will  not   stop  during  the 
interval.   We  have 

*(t)   =  *m u(t)   /  ub (9) 

in which <5>m is the maximum value of transport rate. 
Assuming a sinusoidal velocity change, 

*(t) = 40 ^ sinat (10) 

The transport rate averaged over the first half wave period is 
thus estimated from 

-   rT/4  3  A     rT/2  3 
• =   2(/     40 4    sin6(T t   dt   +/       40^msin<rt   dt)   /T        (11) 

=   19 ^ 

Experiment 1 was performed in a wave flume 11 m long, 0.2 m 
wide, and 0.3 m deep.  In the middle of the flume, a volume of 
sand was placed 0.04 m deep and 0.8 m long over the full flume 
width.  Sand samples were well sorted and their median grain size 
was 0.7 mm.  The wave conditions were as follows: wave height in 
the inspection section was 7.1 to 10.7 cm, wave period 0.94 to 
1.44 s, and water depth 15.4 to 16.7 cm. 

During the experiment runs, no sand ripples formed and the 
sand was transported as bed load.  Polystyrene particles of 
diameter 2 mm and specific gravity 1.02 were injected into the 
water to measure the water particle movement.  In order to 
measure the number of moving sand particles, a flat plate 2 cm 
long with a skirt to prevent local erosion was installed on the 
sand surface.  The movement of sand particles which crossed the 
plate, and the motion of the polystyrene particles over the 
section, were observed using a CANON 16-mm movie camera utilizing 
a film speed of 48 frames per second.  The relation between the 
wave phase and the film was determined by using a timing light 
system with a wave gage.  The number of sand particles which 
crossed the section and the polystyrene particle movement was 
obtained by analyzing the 16mm film.  The near bottom velocity 
was then estimated from the movement of the polystyrene 
particles. 

An example of the results obtained in Experiment 1 is 
compared with calculated values of the instantaneous transport 
rate in Fig. 3.  The surface profile, the near bottom velocity 
and the number of the sand particles crossing the section at each 
instant of a wave period are shown in the figure.  Sand particles 
did not start moving until the Shields parameter exceeded 0.05. 
When the transport rate was calculated from the velocity records, 
it was assumed to be zero when the motion was accelerated, and 
the instantaneous Shields parameter was less than 0.05.  When the 
motion decelerated and the Shields parameter fell below 0.05, the 
transport rate was not taken to be zero because particles can 
continue in motion.  Using Eqs. (2) and (9), a value of the sand 
flux was calculated. 
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As seen in Fig. 3, which is 
a representative result from 
thirteen runs, the agreement 
between the calculated and the 
measured values indicates the 
validity of the calculation 
scheme.  The result also 
indicates that when the fluid 
decelerates, Eq. (9) gives a 
better approximation than Eq. 
(2) alone.  However the real 
physical phenomena appears to 
be described by some 
intermediate combination of the 
two equations.  From the 
laboratory observations, as the 
wave period becomes shorter, 
Eq. (9) becomes more 
applicable.  The present model 
(Eqs. (2) and (9)) also seems 
to  give a better estimate than 
Eq.(2) alone of the average 
transport rate integrated over 
the period of onshore flow 
direction. 

2.3 Suspended load 

Hom-ma and Horikawa (1963) 
measured suspended sediment 
concentrations and interpreted 
the results with a diffusion 
equation approach.  Nakato et 
al. (1977) studied sediment 
concentration and velocity 
fluctuations using an Iowa-type 
concentration meter and a 
hot-film anemometer.  The above 
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Figure 3: Result of Experiment 1 

two experiments concern the concentration distribution.  Nielsen 
(1979) attempted to calculate the suspended load using the 
product of concentration and velocity distributions, but the 
results were far from satisfactory. 

ncerning sand movement above a rippled bed, Inman (1957) 
d ripple formation and suggested that suspended sand cloud 
ion is an important factor in considering sediment 
ort due to waves.  Inman and Bowen (1971) found that there 
an offshore sand transport as suspended load due to ripple 
try and resulting differences in intensity of the vortices. 
ra, et al. (1978) observed sand movement over ripples and 
bed precisely how the sand is confined within vortices 
behind sand ripples and moved by the wave oscillatory 

Co 
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Here, the rate of sand suspension is estimated by application 
of the Madsen-Grant transport formula and is compared with 
laboratory data.  When strong vortices are created on the onshore 
sides of ripples, suspended sand clouds form. 
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When the flow velocity is in the onshore direction, sand is 
transported along the offshore flanks of the ripples as bed load 
and then suspended at the crests of the ripples.  The suspended 
sand forms a suspended sand cloud as shown in Fig. 4.  Because of 
the ripple asymmetry, vortices created on the offshore sides of 
the ripples are weak.  For our purposes, a strong vortex is taken 
as a circulation strong enough to produce suspended sand clouds. 
From here on, only strong vortices will be treated. 

We how consider the time interval tj ^ t g; t^  during which 
suspended sand clouds are formed.  The time tj indicates the time 
when clouds start to form and te indicates they stop increasing 
in size.  The time average transport rate for a half wave period 
is estimated in the same manner as bed load to be 

4> = </ 
•V*   .   6 

sin ff t dt + 

= c ii • 

JT/4 
sin<r t dt) /T 

(13) 

From the laboratory observation, suspended sand cloud formation 
starts at 0.05T to 0.15T and ends at 0.45T to 0.50T.  Therefore 
the constant C varies from 16 to 19.  We here set tj = 0 and te = 
0.5T which gives the maximum value of C.  Equation (13) then 
be comes 

*= 19*: (14) 

Experiment 2 was performed to study suspended load.  The same 
flume was usedvas in Experiment 1 for bed load.  In the middle of 
the flume, a volume of sand was placed which was 4 cm thick, 80 
cm long and 20 cm wide.  Sand samples were well sorted and their 
median grain size was 0.2 mm.  The wave height was 5.8 to 8.3 cm, 
and the period 0.84 to 1.30 s. 

WAVE DIRECTION 

A: Sand is transported along the offshore flank 
of the ripples 

B: Sand forms a suspended sand cloud 
Q:  The cloud is transported in the offshore direction 

Figure 4: Formation of suspended sand cloud 
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When waves were generated, sand ripples formed after 200 to 
300 wave periods.  The resultant ripple lengths were 3.0 to 5.7 
cm and the height were 0.35 to 0.90 cm.  The ripples were 
asymmetric and strong vortices were generated on the onshore 
sides of the ripples; vortices formed on the offshore sides were 
much weaker. 

In order to obtain the rate of sand suspension at the crests 
of ripples, the distribution of suspended sediment concentration 
above the rippled bed must be measured.  A concentration meter 
was installed close to the bed.  It could measure the spatially 
averaged concentration of the suspended sand clouds.  Here, the 
same assumption as Sunamura et al. (1979) was applied.  They 
assumed that the concentration within the cloud is homogeneous. 
This assumption is reasonable because of the strong mixing 
effects of vortices.  This condition was seen in precise 
observations of sand movement by Sunamura et al. and in the 
present experiment.  The concentration was averaged over the time 
during which the suspended sand cloud was formed. 

The concentration of the clouds was measured with a KENEK 
suspended sand concentration meter which optically measures the 
suspended sand concentration.  The output of the meter was 
recorded on oscillograph paper together with the output of the 
wave gage.  The cross-sectional area of the suspended sand cloud 
was obtained from 16-mm films.  The amount of suspended sand in 
the cloud was estimated as the product of the concentration and 
the cross-sectional area of the cloud. 

The results for the rate of sand suspension are shown in Fig. 
5 together with the laboratory data of Sunamura, et al. (1979), 
and a more recent result, Sunamura (1982).  Sunamura (1979, 1982) 
directly determined the net sediment transport rate by measuring 
the sand weight.  The agreement between Eq. (14) and the 
laboratory data is good.  This result implies that the suspended 
load can be estimated by Eq. (14) for the bed load moving along 
the ripple flanks. 

2.3 Sediment tansport formulas 

Simple formulas for the six types of sand transport are now 
given using the above results.  The description of the suspended 
load requires the introduction of two quantities.  The quantity a 
is the ratio of suspended load originating from the bed load to 
the bed load.  The quantity 0   is the ratio of suspended sediment 
confined by a vortex to the suspended sediment.  These two 
quantities are a function of sediment diameter, specific gravity, 
near bottom velocity, ripple geometry, vortex circulation, etc. 
Figure 6 shows a schematic diagram for the two parameters. 

For type BL, Eq. (6) is used directly.  For type SL-A, Eq. 
(14) is used taking into consideration the number of ripple 
lengths the suspended sand clouds travel in the second half wave 
period.  Therefore the quantity N is introduced, which is the 
maximum integer not exceeding the quantity D/X , where D is the 
orbital diameter of water particles and X the ripple wave length. 
Thus N indicates how many ripple lengths the cloud travels during 
a half wave period.  We then obtain the formula 

* = -19N^m
3 (15) 
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l.Or *=-19 * ' 

0.1 

SL—A 

o Present Work 

• Sunamura, et al. (1979) 

A Sunamura (1982) 

O  Concentration Method 

• A Trap Method 

0.1 1.0 *m 

Figure 5: Rate of sediment suspension 

a : ratio of suspended sediment to bed load 

g : ratio of suspended sediment confined by vortex 
to suspended sediment 

Figure 6: Explanation of tvo parameters 
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Figure 7 shows a comparison between Eq. (15) and the laboratory 
results.  Good agreement is seen.  In type BST-A, a part of the 
bed load is suspended to form clouds and some of the sand 
particles are deposited on the bed immediately after suspension. 
We obtain 

*= (1 - a )19 ifcf 19aNvfcJ (1 -a Na) 19^ (16) 

for type BST-A.  Values of a must be determined empirically.  For 
types SL-B and BST-B, the suspended sand clouds formed along the 
down-flow flanks of ripples are transported in the same direction 
as the water flow.  The formula for type SL-B and BST-B is 

3 *= 19 4>a (17) 

For type SF, Horikawa et al. (1982) performed experiments to 
determine transport rate. As shown in Fig. 8, Eq. (11) fits 
their data. 

.1 

4—3x19*. 

• / / °   SL-A 
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• N=3 

100- 

10 

*=- 2x19 C 

1—I—I I I IJ I I  I • I • I I I 

*-19*' 

iff"1 i To *„ 

1 *m Figure 8: Transport rate 
for SF type 

Figure 7 : Comparison with laboratory 
data, SL-A type 
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Figure 9 shows the six types of transport and their 
respective calculation.  Although the results are too simple for 
general use at present, the approach of reducing the complex 
phenomena into simpler divisions as done here is considered to be 
promising. 

3.  TWO-DIMENSIONAL BEACH TRANSFORMATION 

The transport formulas derived in the previous section are 
now applied to predicting beach profile change by comparing the 
calculation with laboratory results. 

Many works had been done to analyze two-dimensional beach 
transformation.  For example, Johnson (1949) classified beach 
profiles into bar and step types and first gave governing 
parameters by which beach type can be classified,  Eagleson et 
al. (1963) were the first to attempt to calculate beach profile 
change, but the calculated results did not agree with the 
measured results.  This is probably because they did not consider 
the effect of ripples.  In this study, beach profile change will 
be discussed based on the sediment transport mechanism of 
ripples. 

FLOW DIRECTION^ 

BL       i it i-»r»ifi i 
Transport  Formula 

19 if  3 

BST-A 
(-,/»Vi 

(l-a-Na)xl9  i|i 

'-fn^rff^r^ 19  i|) 

SL-A -NX19  i|i 

SL-B 19 i> 

SF l*ff  I   I   I  I   I   I  I 19  i|) 

v_3 SUSPENDED SAND CLOUD 
 "-SAND MOVEMENT DURING POSITIVE FLOW DIRECTION 
  SAND MOVEMENT DURING NEGATIVE FLOW DIRECTION 

Figure 9: Sediment transport formula 
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In the present calculation, the above transport formulas were 
applied to the entire area of the beach because the same 
transport mechanism was observed in most areas (e.g., the 
transport in the breaking region was different and therefore an 
exception).  Figure 10 shows the procedure of the computer 
simulation.  The calculation can be started from an arbitrary 
initial beach profile.  Wave transformation and velocity fields 
are calculated from the incident wave condition and bottom 
profile.  Using the above results, the sediment transport rate 
can be calculated.  Then the beach profile change can be 
calculated using the continuity equation for bed material. 

In order to calculate, the following assumptions were made 
based on the laboratory and field investigations (see Fig. 11): 

1)  The wave transformation is given by linear wave theory using 
incident wave conditions and water depth in the offshore region. 
The wave breaking condition is given by Madsen (unpublished 
lecture notes) as 

Hb/Lb = 0.142 tanh[ (0.8 + 5i) 27rhb / Lb] (18) 

where Hhis the breaking wave height, and Lbis the wave length at 
the breaking point.  The wave height after breaking is assumed to 
decrease proportionate to the distance between the breaking point 
to the maximum run-up point.  The run-up height, R, from the 
still water level is given by Hunt (1959) to be 

R = 1.01 i/i^o" 

where i is the beach slope. 

INITIAL BEACH PROFILE 

r—WAVE TRANSFORMATION 

1 
NEAR BOTTOM VELOCITY 

T 
SEDIMENT TRANSPORT RATE 

BEACH PROFILE 

Figure 10: Procedure of 
computer simulation 

(19) 

BOTTOM  PROFILE 
R B.P. 

^*n 
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WAVE HEIGHT   :H 
inear  wave  t\eorv 

Figure   11:   Assumptions   for   simulation 
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2)  The maximum value of the near-bottom velocity is calculated 
from linear wave theory using the wave height and water depth 
where the wave height is less than the water depth (Region 1). 
In the swash zone, where beach surface is situated above the 
still water level (Region 2), 

gH (20) 

is adopted as suggested by Ogawa and Shuto (1981).  Here H is the 
local wave height.  In the transition zone between Regions 1 and 
2,   the maximum velocity is assumed to change proportional to the 
distance from Region 1 to 2. 

3)  The sediment transport rate is calculated from the formulas 
in the previous section.  Due to the non-linear effect of wave 
motion over gently sloping beaches, the maximum value of the 
water velocity in the onshore direction is greater than that in 
the offshore direction.  From observation in the laboratory, the 
transport rate of sand which started moving during the onshore 
directed flow is much larger than the sand which stared moving 
during offshore directed flow.  Therefore, we calculate only the 
sand which started moving during onshore directed flow.  The 
value   for BST type transport is calculated assuming a linear 
relationship with the Shields parameter.  This means that the 
value   changes from 0 to 1 proportionate to the Shields 
parameter in the area of BST transport type; i.e., °-  - (^m - ^ 
)/( ^2 ~ ^1 )» wnere ^ *-s fcke maximum Shields parameter which 
corresponds to BST transport type for specific u^/w, and ^j is 
taken as the minimum value in Fig. 2.  In order to calculate the 
parameter N, the ripple wave length was obtained  from an 
expression given by Nielsen (1979): 

X  / D - 1.1 - 0.172 [ub'/ (s-l)gd] (21) 

The time step for the calculation is selected to be 6 s for 
a step-type and 1 min. for a bar-type beach.  This was found 
acceptable for the present condition.  When beach profile was 
calculated from transport rate, beach profile was smoothed if 
transport rate rapidly changed comparing with those of vicinity 
places. 

Three sets of laboratory experiments were performed to 
examine the model.  During the experiments, bottom profile 
change, suspended sediment concentration, near bottom velocity 
and surface profile were measured.  In order to measure the near 
bottom velocity, polystyrene particles were injected and a 16-mm 
camera was used to record the movement of this tracer. 

Figure 12 shows the laboratory results of beach profile 
change.  Figure 13 shows the results of the simulation.  The two 
results show reasonable agreement.  Figures 14 and 15 give 
detailed comparisons of the wave height, near bottom velocity, 
transport rate and beach profile change. 

The prediction with this model gave a good approximation to 
the profile change in the offshore region, but the estimate was 
not so good in the surf zone.  This is mainly caused by the fact 
that in the surf zone, pure sinusoidal wave motion is no longer 
present, and the effect of wave breaking is very strong.  The 
agitation due to breaking waves suspends the bed material, and 
the concentration of the suspended sediment in the vicinity of 
breaking point is high.  In order to improve this model, the 
velocity field in the surf zone should be evaluated more 
precisely.  A study based on this point of view was made by 
Shibayama and Horikawa (1982). 
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Figure   12:   Laboratory   results 

Case  C 

Figure 13: Simulation results 

5.  CONCLUSIONS 

The main results of the present study are as follows: 

1) Sediment transport can be classified into six types according 
to whether bed load or suspended load is predominant, and 
according to the sediment transport direction. 

2) The transport type can be classified by three parameters, the 
Shields parameter, the ratio of maximum fluid velocity to 
sediment particle fall velocity, and the ratio of water particle 
orbital diameter to ripple wave length. 

3) By using certain assumptions and empirical information, bed 
load and suspended load under waves can be estimated by 
expressions originally derived for unidirectional bed load 
transport. 

4) Net sediment transport formulas were developed.  These 
expressions were applied to predict two-dimensional beach profile 
change in the laboratory.  Reasonable agreement was obtained in 
regions where the wave motion can be reasonably approximated by 
linear wave theory. 
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A PROCESS-RESPONSE MODEL FOR HURRICANE WASHOVERS 

John R. Suter,1 Dag Nummedal,* Amy K. Maynard,1 and Paul Kemp2 

ABSTRACT 

The passage of Hurricane Allen over Padre Island in August 1980 
presented an excellent opportunity to study the effects and controls 
of coastal morphology on hurricane deposits. In the Caribbean Sea, 
Hurricane Allen achieved a central pressure of 899 mb, making it the 
second strongest Atlantic hurricane ever recorded. Once in the Gulf 
of Mexico, the storm approached the Texas coast from the east-southeast, 
building a significant storm surge. Near Brownsville, the storm stalled, 
spending much of its energy offshore before making landfall early on 
August 10th near Brazos Santiago Pass at the southern tip of Padre 
Island. 

Surge gauges show that peak recorded storm tides of about 3 m 
occurred at Port Mansfield, some 35 km north of landfall. Analysis of 
tide data indicates a time lag of some 14 hours on the rising storm 
tide between the Gulf and south Laguna Madre. This is due both to the 
limited tidal exchange across Padre Island and to set-down in the la- 
goon due to southward-directed cyclonic winds. By contrast, measure- 
ments taken in Corpus Christi Bay, some 180 km north of landfall, show 
that at that point Gulf and bay tides were in phase. The cross-barrier 
water level differential at South Padre Island (up to 1.5 m) greatly 
facilitated hurricane breaching of the island. 

Oblique and vertical aerial photography show that Padre Island was 
breached in many places, with about 40 major hurricane channels still 
open several days after the storm. Surge heights were sufficient to 
inundate all of South Padre Island except for isolated "dune islands" 
resulting in broad and often coalescing washover deposits. The more 
continuous dune ridge on North Padre Island resulted in smaller, dis- 
crete washovers. Intensity, distribution, and morphology of washovers 
are functions of storm tide elevation, its phase relationships, island 
topography, and lagoonal water depth. The relationship is complex, yet 
precise enough to permit prediction of the island's response to the im- 
pact of a given storm. 

Department of Geology, Louisiana State University, Baton Rouge, 
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Introduction 

Normal, day-to-day physical processes along the northwestern 
shores of the Gulf of Mexico are relatively low energy. The area is 
micro-tidal (Hayes, 1979), and the broad, low gradient continental 
shelf serves to dissipate much of the incident wave energy. In this 
environment, storm related processes are usually dominant. 

The barrier islands of the Texas coast are affected by two types 
of storms: extratropical cold fronts ("northers") and tropical storms 
and hurricanes. Both storm types have significant impact on coastal 
sedimentary environments, but along the Texas coast major effects on 
the barrier islands of the Gulf shoreline, such as breaching, over- 
washing, and dune planation are mostly the result of hurricanes. 

The last such storm to impact the Texas coast was Hurricane Allen, 
which made landfall over Padre Island on August 10, 1980 (Figure 1). 
Oblique and vertical aerial photography showed that the island was 
breached in many places, and that a variety of washover deposits were 
laid down. Tide gauge data indicate a time lag of some 14 hours on the 
rising storm tide between the Gulf of Mexico and the south Laguna Madre. 
This time lag, or phase difference, set up a cross-barrier water level 
differential of up to 1.5 m. In this paper, we simulate the currents 
that could have resulted from storm surge, examine the regional varia- 
bility in washover types, and discuss the interactions between the storm 
surge and island morphology. 

Hurricanes as Geologic Agents 

The importance of hurricanes as geologic agents has been recognized 
by many workers, and a number of excellent case studies exist in the 
literature (e.g., Hayes, 1967; Scott and others, 1969; McGowen and 
others, 1970; Nummedal and others, 1980). A general review of hurri- 
cane effects on the Texas coast was presented by McGowen and Scott 
(1975). Hurricanes are accompanied by torrential rains and high winds, 
but long term geologic effects are usually the result of the super ele- 
vated sea level known as storm surge. Surge height controls the extent 
of flooding, and permits higher breakers to be brought closer to shore, 
increasing the incident wave energy. 

The sea level variation associated with hurricanes is governed by 
a number of independent factors, which can be broadly grouped as meteoro- 
logic, or those pertaining to a given storm, and geographic, or those 
relating to the area affected. Meteorologic parameters include the cen- 
tral pressure index (the ratio of pressure in the storm's center to that 
on its periphery), which causes the bulge-up of water called the "in- 
verse barometer effect", and the frictional stress of the hurricane 
winds on the water surface, which results in a set-up at the coastline. 
These factors are functions of a storm's size, intensity, overwater du- 
ration, and angle of approach (Simpson and Riehl, 1981). 

A given hurricane will produce greatly different surge heights de- 
pending upon where it makes landfall, primarily as a result of shoaling 
of the surge on the continental *shelf, and local shoreline configuration. 
Embayed coastlines will experience a greater surge than open, straight 
coasts, and broader continental shelves produce greater surges in their 
corresponding land areas that narrower ones. Figure 2 shows the magni- 
tude of this "shoaling factor" for the Northwestern Gulf of Mexico 
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Figure 1. Plan view of Padre- 
Mustang Barrier Island System 
along the South Texas coast, 
northwest Gulf of Mexico. 
Also shown is the track of 
Hurricane Allen as it 
approached landfall (radar 
data from National Weather 
Service). 
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Figure 2. Distribution of the hurricane surge shoaling factor 
along the northwest coast of the Gulf of Mexico (after 
Jelesnianski, [1972]). 
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(Jelesnianski, 1972). From this, it can be seen that a landfalling 
hurricane will produce a considerably higher surge off the western 
Louisiana coast than at South Padre Island, Texas. 

Superimposed on the storm surge are the effects of astronomical 
tides and wave set-up. Wave set-up is the nearshore water super eleva- 
tion produced by the shoaling and breaking of a wave train. These 
factors combine to produce the actual storm tide (after Coastal Engin- 
eering Research Center, 1973). In some areas, wave set-up and/or astro- 
nomical tides can be of great significance, but in the northwestern 
Gulf of Mexico, storm surge is overwhelmingly dominant for large storms. 
Values given in this paper refer to actual storm tide levels. 

Studies of hurricanes on the Gulf coast have led to a general geo- 
logical effects model for storm impact, separating storm processes and 
coastal responses in chronological order (Hayes, 1967; McGowen and 
others, 1970; Nummedal and others, 1980). Storm approach is accompan- • 
ied by rising waters, waves and wind, which attack the barrier islands, 
resulting in dune erosion, island breaching, and deposition of wash- 
overs on the surge flood. The counterclockwise circulation of the storm 
(Figure 3) causes the greatest energy to be concentrated in the right 
front quadrant. Thus, surge heights and storm effects are always great- 
est north of landfall. As the storm moves onshore, wind shifts produce 
changes in currents south of the eye, and modification of flood deposits 
begins. Storm aftermath is marked by the surge ebb, as well as high 
rains inland. 

Storm Tide Of Hurricane Allen 

Hurricane Allen deviated somewhat from the generalized pattern dis- 
cussed above. Allen became a hurricane in early August of 1980. While 
still in the Caribbean Sea, it achieved a central pressure of 899 mb, 
making it the second strongest Atlantic hurricane on record (an unnamed 
storm in 1935 attained a central pressure of 892 mb; U.S. Army Corps 
of Engineers, 1980). Once in the Gulf of Mexico, Allen headed more or 
less directly for the south Texas coast. 

The U.S. Army Corps of Engineers maintains a network of continuous- 
ly recording tide gauges, as well as surge and crest gauges, along the 
coast of Texas. Figure 4 shows the distribution of Hurricane Allen's 
storm tides, as measured by surge and crest gauges, which record peak 
water levels. Highest open coast storm tide for Allen was slightly 
less than 3 m at South Padre Island, while the highest bay tides were 
over 3 m near Corpus Christi. In most plots of this type, the highest 
storm tides occur in bays or lagoons, where local funneling and wind 
stress in restricted basins are pronounced (Simpson & Riehl, 1981). 
Possibly Allen's storm tides may have been higher in the area between 
South Padre Island and Baffin Bay, but no readings exist for that 
stretch of coast. 

The relatively diffuse nature of Hurricane Allen's surge contrasts 
sharply with the more peaked asymmetric pattern of the storm tide of 
Hurricane Carla in 1961 (Figure 4). Carla was a large, intense storm 
and produced the highest storm tides ever measured on the Texas coast, 
almost 4 m. The more intense surge felt to the north of landfall is a 
pattern typical of a direct approach. The diffuse pattern of Allen's 
surge can be explained in terms of the offshore stallout and subsequent 
weakening of the storm, as well as the lower data density. 
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Figure 3. Distribution of pressure, surface winds, and waves within a 
typical northern hemisphere tropical storm (from Crutcher 
and Quayle [1974]). 
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Figure 4. Distribution of observed maximum storm tides along Texas 
coast for Hurricanes Allen and Carla. Note the peaks 
occur to the north (or east) of landfall, and that bay 
tides are much higher than on the open Gulf. Data from 
Harris (1963) (Carla) and U.S. Army Corps of Engineers 
(1980) (Allen). 
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As the storm neared the Texas coast, it stalled offshore for over 
24 hours before making landfall (Figure 5). During this time, the storm 
weakened considerably. Central pressure had risen to 945 mb just before 
landfall. As a result, the storm surge flood stage was considerably 
prolonged and diffused. 

Early in the morning of August 10, Allen moved onshore just north 
of Brazos Santiago Pass on South Padre Island, thus spending most of 
its energy on the least populated stretch of the Texas coast. The maj- 
or effects of the storm on Padre Island can be understood by a consider- 
ation of the regional and local geology. 

Regional Geology of the Texas Coast 

The southernmost links in the Texas barrier island chain are Mus- 
tang and Padre Islands (Figure 1). Taken as a whole, from Aransas Pass 
in the north of Brazos Santiago Pass in the south, over 200 km of un- 
broken barrier island faces the Gulf of Mexico. At one time, the two 
islands were separated by a series of inlets at the southern end of 
Corpus Christi Bay. Most stable tidal inlets on the Texas coast are 
located at the southeastern tip of the estuarine basin, where their po- 
sitions are maintained by north winds during frontal passage. However, 
deepening of Aransas Pass in the 1920's to accomodate shipping to the 
Port of Corpus Christi diverted enough of the tidal flow to result in 
the choking off of the Packery Channel/Corpus Christi Pass inlets (Price 
and Parker, 1979). Presently, tidal exchange between the Gulf and es- 
tuaries in this area occurs only at the northern and southern extremes, 
and through two shallow artificial cuts, Mansfield Pass in Central Padre 
Island and Corpus Christi Fish Pass in Mustang Island. 

The Padre-Mustang barrier system creates and maintains the exten- 
sive Corpus Christi Bay and Laguna Madre estuarine complex. Corpus 
Christi Bay occupies the valley of the Pleistocene Nueces River, while 
the linear Laguna Madre lies on a drainage divide. Both are actively 
infilling with sediment; the process being more apparent in the shallow 
lagoon, which averages less than one meter in depth and is in fact often 
emergent in its central reaches. This difference in back barrier basin 
morphology produces significant variations in hurricane responses. 

The Padre-Mustang Barrier system itself displays a north-south mor- 
phologic dichotomy. Mustang, North, and Central Padre Islands are rela- 
tively broad, high-profile features with continuous foredune ridges of 
up to 10 m. In the vicinity of Mansfield Pass, island topography changes 
to a narrow, lower profile with poorly developed, discontinuous foredunes. 
Morton (1977, 1979 b) showed that regional variations in barrier island 
types could be correlated with positions relative to deltaic headlands. 
Near the deltas, thin, transgressive, low profile barriers occur; while 
within the interdeltaic embayments, thicker, broader,1 hi;gh profile bar- 
rier islands are formed (Figure 6). The regional distribution OT ero- 
sional and stable landforms shown in Figure 7 can be explained by envi- 
sioning that wave refraction around deltaic headlands would produce cells 
of longshore drift convergence in the embayments. Throughout the Holo- 
cene, the decreased delivery of coarse sediments has combined with the 
wave energy concentration at the headlands and compactional subsidence 
of deltaic deposits to produce headland erosion. Longshore drift con- 
vergence concentrated sand in the embayments, producing the accretionary 
high profile islands. Today, the process has effectively straightened 
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High-Profile Barrier Island 

Low-Profile Barrier Island 

Fiqure 5. Diagram of high- and low-profile barrier island 
types. Mustang and North Padre Islands are high 
profile, while South Padre Island is low-profile, 
and thus more vulnerable to hurricane washover 
(from White and others, 1978). 
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Figure 6. Maps showing (A) morphogenic provinces of the Texas 
coast, (B) maximum shoreline changes between 1850-83 
and 1973-75, and (C) hypothesized late Holocene shore- 
line showing major promontories and long-shore drift 
cells. Maximum rates of erosion and low profile 
barriers occur near deltaic headlands, while accretion 
and high profile barriers occur in embayments. Long- 
shore drift convergence is now in the area of 27° N. 
From Morton (1979b). 
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Figure 7. Series of simplified weather maps showing leisurely 
approach and weakening of Hurricane Allen offshore 
as it made landfall (data from National Weather Service) 
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out the Texas Gulf shoreline, and the pattern of drift has changed, con- 
verging now on Central Padre Island. 

South Padre Island formed on an abandoned lobe of the Holocene Rio 
Grande Delta (Brown and others, 1980) while Central and North Padre and 
Mustang Islands formed in the embayment between the Rio Grande and 
Brazos-Colorado deltas (Brown and others 1976, 1977). South Padre is 
actively eroding (Morton, 1977) while the remainder of Padre and Mus- 
tang Islands are stable, owing to the current longshore drift conver- 
gence pattern. This contrast between the island types is well dis- 
played by their response to Hurricane Allen. 

Storm Surge Simulations 

In the immediate vicinity of landfall, continuous recording tide 
gauges at Cameron Pier on the Gulf side and Gulf Intracoastal Waterway 
Marker 75 in Laguna Madre showed marked differences in water level res- 
ponse (Figure 8a). Significant and continuous rise in water levels 
began on late August 8th on the Gulf side, but lagoonal waters rose some 
14 hours later. This time lag, or phase difference in the gulf and 
lagoon surges, is attributed to the southward directed cyclonic winds 
of the hurricane piling waters toward the southern outlet at Brazos 
Santiago Pass. Once Gulf water levels exceeded 1 m, washover of South 
Padre Island began, causing the lagoonal water levels to begin rising. 
Peak water in Laguna Madre exceeded 2.5 m before the shift in winds as 
the hurricane made landfall drove the waters back through hurricane 
channels. 

Similar measurements taken at Brazos Santiago Pass to the south and 
at Aransas Pass to the north do not display this pattern (Figures 8b, c). 
There, Gulf and lagoonal surges are in phase. The set-up of water at 
the south end of Laguna Madre and the passage of surge waters through 
the inlet at Brazos Santiago combined to produce the in-phase measure- 
ments recorded there. Corpus Christi Bay has a considerably different 
morphology than Laguna Madre, and experienced lesser winds due to its 
distance from landfall. 

The time lag between Gulf and lagoonal surges on the rising storm 
tide suggests that gravity-driven currents may have been quite strong 
once breaching of the island occurred. Figure 9 shows simple current 
velocity simulations derived from the surge level differentials using 
the Manning equation. 

The roughness factor, n, is assumed to be 0.03, the value given by 
Chow (1959) for sandy streams, and also the average of that measured by 
Watson and Behrens (1976) during tidal current measurements in the newly 
dredged Corpus Christi Fish Pass. Barrier width is set at 900 m, we 
assume that the entire water level differential corresponds to the drop 
across the barrier, and lagoonal water levels are assumed to be horizon- 
tal. 

Flow regime 1 simulates the currents for unconfined sheet overwash, 
with a flow depth of 30 cm. Velocities increase during the rising storm 
tide, peaking at 55 cm/sec at midnight August 8, and persisting for 
almost 24 hours. This period should represent the time of most active 
transfer of Gulf water into Laguna Madre. Due to the lesser elevation 
differentials, ebb velocities are generally slower, peaking at 46 cm/sec, 
and shorter lived. 

Since a very large number of hurricane channels were cut across 
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Figure 8. Time series of water surface elevations during impact 
of Hurricane Allen on south Texas coast, taken from 
continuous recording tide gauges. A) South Padre 
Island, B) Brazos Santiago Pass, C) Aransas Pass and 
Corpus Christi Bay. See Figure 1 for locations. 

Figure 9. Current velocity 
simulations for flow across 
South Padre Island, based on 
Manning equation. Data from 
Figure 8A. Flow Regime 1 is 
for 30-cm deep sheet over- 
wash; Flow Regime 2 refers to 
2-m deep hurricane channel. 
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Padre Island, perhaps a more realistic picture is given by flow regime 
2, which corresponds to flow in a confined hurricane channel of 2 m 
depth. Calculated velocities, as expected, are much higher. During 
surge flood, a strong lagoonward current of up to 1.92 m/sec persists 
for almost 24 hours. Maximum simulated ebb velocities reached 1.62 
m/sec as surge waters returned to the Gulf. 

These simulations represent the simplest case, and refer only to 
gravity driven currents. More sophisticated techniques should include 
consideration of wave pump (Bruun and Kjelstrup, 1979) and wind stress. 
Morton (1979 a) analyzed back barrier bedforms, and estimated wind dri- 
ven currents in the range of 1.3 to 1.9 m/sec, very similar to those 
calculated here. The interaction of such intense currents produces the 
complex patterns of sediment dispersal seen on the back barrier flats. 

Greater surge flood currents and the longer duration of the flood . 
versus the ebb cast light on the timing of island breaching. The mor- 
phology of hurricane deposits on the back barrier clearly indicates 
that they are laid down on the surge flood, so it is likely that most 
of the breaches are initiated on the seaward side of barriers. However, 
breaches are also known to have occurred from the back side on surge 
ebb currents as shown by the opening of Pass Drury, Alabama after Hurri- 
cane Frederic in 1979 (Nummedal and others, 1980). 

Another problem lies in the origin of widespread coarse grained 
deposits on continental shelves known to occur after major storms. 
Hayes (1967) suggested that these sediments were deposited by density 
currents in the ebb surge out of hurricane channels, while Morton (1981) 
contended that wind induced shoreface bottom return flow (Csanady, 1976; 
Swift, 1976) was responsible. The morphology of South Padre Island 
washovers indicate that there was a moderate amount of seaward sediment 
transport during the storm surge ebb. Current measurements during 
earlier storms (Forristal and others 1977; Murray, 1970) indicate that 
seaward shoreface currents peak before or during lamdfall. Therefore, 
we suggest that both mechanisms provide sediment for the inner shelf 
graded storm beds. 

Washover Channels 

The north-south dichotomy of form of the Padre-Mustang system is 
well illustrated by Figure 10, which shows the location and number of 
hurricane washover channels cut across the island by Hurricane Allen. 
Mapping of the channels was done primarily from high altitude photo- 
graphs taken by NASA ten days after landfall. 

Clearly, the vast majority of the breaches occurred along the south- 
ern portion of the barriers, due both to the proximity to the point of 
landfall and the low profile nature of South Padre Island. Surges of 
over 2 m were experienced all along the barrier system, but foredune 
height and ridge continuity prevented breaching in the higher profile 
segments further north. 

The abrupt disappearance of washover channels on the northern sec- 
tion of the system is difficult to explain fully, but relates to a 
gradual transition to a continuous foredune ridge from south to north, 
and to the resolution of the 10 km sampling interval. Sudden reappear- 
ance of major channels at 170 km is due to re-opening of the old 
tidal inlets that once separated the two islands. 

Spacing of the channels presents intriguing problems. Most workers 
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Figure 10. Locations of 
hurricane channels cut across 
Padre-Mustang Barrier System 
by Hurricane Allen. Major 
channels are those cut below 
mean sea level, minor channels 
are less deep. 

Figure 11. Vertical aerial photograph showing irregular periodicity 
of washover channel spacing on Central Padre Island 
(photo taken 8/20/80). 

Figure 12. Vertical aerial photograph of washover terrace on South 
Padre Island, fed by multiple minor and major channels. 
Note regular channel spacing (photo taken 8/20/80). 
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attribute locations of washovers to island topography, but there is 
certain periodicity to the location of the channels within the heavily 
breached southern area. A series of major washover channels spaced 
approximately 2.5 km apart begins abruptly at 100 km, coinciding almost 
exactly with the beginning of the emergent portion of the Laguna Madre. 
Periodicity also exists in the spacing of minor washover channels in 
some areas (Figure 12). 

This suggests the possibility that some surf zone phenomenon may 
be enhancing surge levels at regular intervals, and controlling or con- 
tributing to location of island breaching, as suggested by Dolan and 
Hayden (1981). This argument is complicated by the fact that the posi- 
tion of breaches is largely inherited from previous storms. Locations 
of Hurricane Allen channels coincide with those cut by Hurricane Beulah 
in 1967. It appears that periodic phenomena are operating, but that 
pre-existing topography also determines washover location. 

Morphology of Washovers 

Surge height elevation and barrier geometry not only control the 
number of hurricane breaches, but also the form of the resulting wash- 
over deposit. A variety of washover deposits were laid down by Hurri- 
can Allen. Their type and location can be systematically related to 
geomorphologic characteristics of the barriers. 

Along the higher profile portions of Mustang and Padre Islands, 
surge heights were insufficient to breach the foredune ridge. Minor 
discontinuities, such as aeolian blowouts, were attacked and relatively 
small, discrete interdune fans were deposited (Figure 13). Locally, 
interdune fans were laid down at two different levels as the storm 
surge rose, creating a double washover contained within the foredune 
ridge. Other examples of interdune fans occurred in areas of South 
Padre with extensive back island fields. 

At the other end of the spectrum, washover terraces occurred in 
areas where the foredune ridge is discontinuous to absent (Figure 12). 
On south Padre Island, a continuous washover terrace is created by co- 
alescing washover deposits fed by numerous hurricane channels. This 
contrasts with other examples of such deposits which are generally the 
result of sheet overwash, such as can be found along other low profile 
barriers of the Texas and Louisiana coasts (Morton, 1979 a; Boyd and 
Penland, 1981). 

Where the foredunes are extant but discontinuous, channelization 
of surge resulted in the cutting of major hurricane channels which de- 
posit the washover fan (Figure 14). These washovers are an order of 
magnitude larger than interdune fans, and are a major features. The 
form and thickness of the washover fan is determined by the relationship 
between surge strength and water depth within the back barrier basin. 
Those deposits laid down by Hurricane Allen have considerable variability 
in detail, but all are more or less heart shaped owing to flow onto the 
broad, low gradient back barrier flats of Central and South Padre Is- 
lands. Figure 14 approaches the ideal form of such features. Nowhere 
on Padre Island were any flame shaped washovers (Morton, 1979; Nummedal 
and others, 1980) seen. These have been reported from the Matagorda 
Peninsula of Texas (Morton, 1979 a) and Dauphin Island, Alabama (Fipure 
15; Nummedal and others, 1980). In both of these cases, there was con- 
siderable water depths in the back barrier basin at the time of breach- 



HURRICANE WASHOVERS MODEL 1473 

Figure 13. Oblique aerial photograph of small interdune fan deposited 
within dune ridge on Mustang Island (photo taken 8/20/80). 

Figure 14. Vertical aerial photograph of washover fan fed by major 
hurricane channel on South Padre Island, Dunes create 
channelization of flow (photo taken 8/20/80). 
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ing. As the surge waters crossed the barriers and encountered the 
deeper water, a hydraulic jump occurred, and the flame shaped washovers 
were deposited. Lack of these features on South Padre Island is attri- 
buted to much different morphology of the back barrier and the shallower 
Laguna Madre. 

The last major washover type was of limited extent due to its 
specialized nature. The reactivated tidal delta occurred only in the 
area of juncture between Mustang and Padre Islands, where major breaks 
in the foredune ridge are located in the choked off tidal inlets (Fig- 
ure 16). These deposits are the largest washovers laid down by Hurri- 
cane Allen, and actually represent modifications of pre-existing flood 
tidal delta deposits. As such, they would be very difficult to distin- 
guish as washovers in ancient deposits. However, they are illustrative 
of the fact that interdune fans are not the only type of hurricane depo- 
sit that can be expected in high profile barrier islands. Indeed, depo- 
sits of this type may be the most significant stratigraphically. Ex- 
amination of barriers along the Texas coast reveals an extensive series 
of large, arcuate forms on the back sides of barriers which probably 
represent washover modified flood tidal deltas (Andrews, 1970). Diffe- 
rences in older and younger deposits no doubt reflect variations through 
time in island morphology and storm intensity and numbers. 

Summary and Conclusions 

Hurricane Allen's impact on the south Texas coast confirmed many 
of the previous concepts of geologic effects of hurricanes on barrier 
islands. Aerial photography and ground observations revealed that four 
main types of washover deposits occurred: interdune fans in areas with 
continuous foredunes, washover terraces in areas with few foredunes, 
washover fans in areas where the foredune ridge is discontinuous, and 
reactivated tidal deltas in relict tidal inlets. A number of factors 
control the form and location of the washovers including storm surge 
height, barrier island topography and geometry, position relative to 
storm landfall, and water depth in the back barrier basin. Further ana- 
lysis may reveal the existence of periodic phenomena interacting with 
these factors to control washover location. The relationships cannot 
be easily quantified, but can be easily understood conceptually and 
applied by coastal planners, engineers, and geologists. 

In closing, it is worth mentioning that effects of hurricanes on 
barrier islands is a subject of increased importance in the years ahead. 
If there is indeed a secular warming trend caused by inceased CO2 
levels in the atmosphere (Hansen and others, 1981), it can be expected 
that hurricanes will increase in both number and intensity-(Nummedal, 
1982). Such increases, coupled with rising sea levels accompanying the 
global warming and the major population shift to coastal areas, would 
make the prospect of major hurricane problems in the future a gloomy one 
indeed. 
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Figure 15. Vertical aerial photograph of reactivated tidal deltas in 
Corpus Christi Pass-Packery Channel area between Mustang 
and Padre Islands (photo taken 8/20/80). 

Figure 16. Vertical aerial photograph of flame shaped washovers, 
Dauphin Island, Alabama, formed during Hurricane 
Frederic in September, 1979. 



1476 COASTAL ENGINEERING—1982 

Acknowledgements 

The authors would like to acknowledge financial support from the 
Office of Naval Research, Coastal Sciences Program, through contract 
no. N00014-78-C-0612, and a grant to John R. Suter from the Gulf 
Coast Association of Geological Societies. Additionally, the U.S. 
Geological Survey Office of Marine Geology at Corpus Christi, Texas, 
furnished the vertical aerial photographs and provided work space and 
logistical support. 

References cited 

Andrews, P. B., 1970, Facies and genesis of a hurricane washover fan, 
St. Joseph (San Jose) Island, central Texas coast: Texas Bureau 
of Economic Geology, Report of Investigations 67, 147 p. 

Boyd, R., and S. Penland, 1981, Washover of deltaic barriers on the 
Louisiana coast, Trans. Gulf Coast Assoc. of Geol. Soc., v. XXXI, 
p. 243-248. 

Brown, L. F., 0. L. Brewton, J. H. McGowen, T. J. Evans, W. L. Fisher, 
and C. G. Groat, 1976, Environmental Atlas of the Texas Coastal 
Zone - Corpus Christi Area, Texas Bureau of Economic Geology, 
123 p. 

Brown, L. F., J. H. McGowen, T. J. Evans, C. G. Groat, and W. L. Fisher, 
1977, Environmental Atlas of the Texas Coastal Zone - Kingsville 
Area, Texas Bureau of Economic Geology, 140 p. 

Brown, L. F., J. L. Brewton, T. J. Evans, J. H. McGowen, W. A. White, 
C. G. Groat, and W. L. Fisher, 1980, Environmental Geologic Atlas 
of the Texas Coastal Zone - Brownsville Harlingen Area, Texas 
Bureau of Economic Geology, 139 p. 

Bruun, P., and S. Kjelstrup, 1979, The wave pump: Port and Ocean En- 
gineering under Arctic conditions, Proc. 5th Conferences, v. I, 
p. 288-308. 

Chow, V. T., 1959, Open Channel Hydraulics: McGraw-Hill Book Company, 
NY, 680 p. 

Coastal Engineering Research Center, 1973, Shore Protection Manual, 
v. I. 

Crutcher, H. L. and R.G. Quayle, 1974, Mariners Worldwide Cilmatic 
Guide to Tropical Storms at Sea; Naval Weather Service Command, 
Naval Weather Environmental Detachment, Asheville, NC, 114 p. + 
312 charts. 

Csanady, G. T., 1976, Wind driven and thermohaline circulation over con- 
tinental shelves: jn^Manowitz, B., ed., Effects of Energy-Related 
Activities on the Atlantic Continental Shelf, BLM Report 50484, 
p. 31-47. 

Dolan, R., and B. Hayden, 1981, Storms and shoreline configuration, 
Jour. Sed. Petrology, v. 51, p. 737-744. 

Forristal, G. Z., R. C. Hamilton, and V. J. Cardone, 1977, Continental 
shelf currents in Tropical Storm Delia: observations and theory, 
Jour. Phys. Oceanography, v. /, p. 532-546. 

Hansen, J., D. Johnson, A. Lacias, S. Lebedeff, P. Lea, D. Rind, and 
G. Russell, 1981, Climatic impact of increasing atmospheric carbon 
dioxide, Science, v. 213, p. 957-66. 



HURRICANE WASHOVERS MODEL 1477 

Harris, D. L., 1963, Characteristics of the hurricane storm surge, 
Technical Paper no. 48, U.S. Weather Bureau, Washington, D.C. 

Hayes, M. 0., 1967, Hurricanes as geologic agents: case studies of 
Hurricane Carla, 1961, and Cindy, 1963: Texas Bureau of Econo- 
mic Geology Report of Investigations 61, 56 p. 

Hayes, M. 0., 1979, Barrier island morphology as a function of tidal 
and wave regime: jm Leatherman, S. P., ed., Barrier Islands, 
Academic Press, NY, p. 1-28. 

Jelesnianski, C. P., 1972, SPLASH - Special program to list amplitudes 
of surges from hurricanes; National Oceanic and Atmospheric Adm. 
Tech. Memo. NWS TDL-46, 52 p. 

McGowen, J. H., C. G. Groat, L. F. Brown, W. L. Fisher, and A. J. Scott, 
1970, Effects of Hurricane Celia - A focus on environmental geolo- 
gic problems of the Texas Coastal Zone, Texas Bureau of Economic 
Geology, Geologic Circular 70-3, 35 p. 

McGowen, J. H., and A. J. Scott, 1975, Hurricanes as geologic agents on 
the Texas coast, in Cronin, L. E., ed., Estuarine Research, v. II, 
Geology and Engineering: NY, Acad. Press, p. 23-46. 

Morton, R. A., 1977, Historical shoreline changes and their causes: 
Texas Gulf Coast, Texas Bureau of Economic Geology, Geologic Cir- 
cular 77-6, 8 p. 

Morton, R. A., 1979a, Subaerial storm deposits formed on barrier flats 
by wind-driven currents, Sedimentary Geology, v. 24, p. 105-122. 

Morton, R. A., 1979b, Temporal and spatial variations in shoreline 
changes and their implications: examples from the Texas Gulf 
Coast, Jour. Sed. Petrology, v. 49, p. 1101-12. 

Morton, R. A., 1981, Formation of storm deposits by wind-forced currents 
in the Gulf of Mexico and the North Sea, International Assoc. 
Sedimentologists, Spec. Publ. 5, p. 385-396. 

Murray, S. P., 1970, Bottom currents near the coast during Hurricane 
Camille, Jour. Geophysical Res., v. 75, p. 4579-4582. 

Nummedal, D., S. Penland, R. Gerdes, W. Schramm, J. Kahn, and H. Roberts, 
1980, Geologic response to hurricane impact on low-profile Gulf 
Coast barriers: Trans. Gulf Coast Assoc. Geol Soc, v. 30, p. 183- 
195. 

Nummedal, D., 1982, Hurricane landfalls along the Northwestern Gulf 
coast, vn  D. Nummedal, ed., Sedimentary processes and environments 
along the Louisiana-Texas coast, Geol. Soc. America Guidebook, 
p. 63-78. 

Price, W. A., and R. H. Parker, 1979, Origins of permanent inlets sepa- 
rating barrier islands and influence of drowned valleys on tidal 
records along the Gulf Coast of Texas, Trans. Gulf Coast Assoc. 
Geol. Soc, v. 29, p. 371-385. 

Scott, A. J., R. Hoover, and J. H. McGowen, 1969, Effects of Hurricane 
Beulah, 1967, on Texas coastal lagoons and barriers, vn  A. A. 
Castanares and F. B. Phleger, eds., Lagunas Costeras, un simposio, 
p. 221-236. 

Simpson, R. H. , and H. Riehl, 1981, The hurricane and its impact: 
Louisiana State University Press, Baton Rouge, LA 398 p. 

Swift, D. J. P., 1976, Continental shelf sedimentation, in Stanley, 
D. J., and Swift, D. J.. P., eds., Marine Sediment Transport and 
Environmental Management: John Wiley & Sons, NY, p. 311-350. 



1478 COASTAL ENGINEERING—1982 

U.S. Army Corps of Engineers, 1981, Report on Hurricane Allen, 3-10 
August 1980: Galveston, TX, 62 p. 

Watson, R. L., and E. W. Behrens, 1976, Hydraulics and dynamics of New 
Corpus Christi Pass, Texas: a case history, 1973-75, General 
Investigations of Tidal Inlets, report no. 9: U.S. Army, Coastal 
Engineering Research Center, Ft. Belvoir, VA, 175 p. 

White, W. A., R. A. Morton, R. S. Kerr, W. D. Kramer, and W. B. 
Brogdon, 1978, Land and water resources, historical changes, and 
dune criticality: Mustang and North Padre Islands, Texas, Texas 
Bureau of Economic Geology, Report of Investigations 92, 46 p. 



NATURAL  BAR-BYPASSING  OF SAND  AT  A  TIDAL  INLET 

1 1   2 
Walter J.   Sexton    and Miles O.   Hayes   ' 

ABSTRACT 

Captain Sam's Inlet, a shallow unstable inlet, periodically migrates 
up to three kilometers (km) alongshore over a 30- to 40-year period. 
As the inlet migrates, sediment accumulates at the seaward terminus of 
the tidal inlet to form a wave-modified ebb-tidal delta that trends 
downdrift. Continued sediment accumulation on the tidal-delta shoal 
and subsequent lengthening of the tidal channel in a downdrift direc- 
tion results in an unstable channel configuration. The ebb delta is 
eventually breached on its updrift side, releasing a sediment package 
for inlet bypassing. 

The sediment-bypassing process was initiated at Captain Sam's 
Inlet after the final landfall of Hurricane DAVID in September 1979. 
Initially, the newly formed updrift hurricane channel scoured 1.1 m, 
migrated updrift, and became the predominant tidal channel at the inlet 
with eventual abandonment of the prehurricane, main ebb channel. 
These two channels outlined a portion of the ebb-tidal delta that was 
freed for bypassing. The initial sediment volume contained in the by- 
passing shoal, above the -0.6 m (-2 ft) MSL contour, was 47,000m3. 
The sediment volume of the bypassing shoal did not change signifi- 
cantly until final attachment to Seabrook Island. This channel domi- 
nance and the wave-induced migration of the bypassing sediment pack- 
age aided the bypassing of sand at the inlet. Immediately after filling 
of the prehurricane, main ebb channel on the delta, the downdrift 
beaches began accreting. The accretion continued throughout the by- 
passing process. The tidal prism and cross-sectional area reflected 
little change during the bypass, showing evidence of the system's 
overall stability. 

INTRODUCTION 

Sediment bypassing at tidal inlets is an essential process in main- 
taining a balanced sediment budget along a barrier island chain. Since 
bar-bypassing was first identified (Bruun and Cerritsen, 1959), few 
field studies have been conducted documenting the process. 
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Captain Sam's Inlet, located on the central South Carolina coast- 
line, is a small tidal inlet with a downdrift-trending ebb-tidal delta 
(Fig. 1). Previous studies of the inlet (Hubbard, 1977; RtzGerald, 
1980) indicated that large volumes of sediment frequently migrate 
across the inlet. This sediment migrates in the form of a nearshore 
bar from the updrift side of the inlet to the downdrift side. 

Continued sediment accumulation on the tidal delta and progres- 
sive extension of the main ebb channel in a downdrift direction results 
in an unstable channel configuration. The ebb delta is eventually 
breached on its updrift side, releasing a packet of sediment for inlet 
bypassing  (Fig.   2). 

Utilizing the previous material published on tidal inlet dynamics, 
work done by Bruun and Gerritsen (1959), who first identified tidal 
inlet sediment bypassing, and observations made by Hubbard (1977) 
and FitzGerald (1980) at Captain Sam's Inlet, a preliminary under- 
standing of the sediment bypassing process was possible. Hubbard 
(1977) determined a simplified model of bar-bypassing from the obser- 
vations made at Captain Sam's Inlet and other similar tidal inlets along 
the South Carolina coastline (Fig.2). 

The objective of this study was to quantitatively study the actual 
process of bar-bypassing which occurred at Captain Sam's Inlet during 
the switch in channels due to Hurricane DAVID. Utilizing bathymetric 
maps, beach profiles, and current and tide data collected during the 
bypass, quantitative calculations of sediment volumes and tidal inlet 
hydraulics were possible. 

.y x£ 
r-j'-^'-lNC    g 
\/ \sc\    V' CHARLESTON,    | 

J GA    \y^ 
' \             / 

i             ~^      V 

If                      i- A  MORRS   S. 

t    / __^_    •*"*               FOLLY   S 

v   I /^•-Q*f^ \  STONO  NLET 1 A   ^j J« ^  
KAWAH   S 

1- -CAPTAIN SAMS INLET 
-, >^r rJVf             SEABROOK 

'     NORTH ED STO 

s 
1 

^.^        \=£/    ED STO  S 
J 

ST HE LANA SOUND 

CZ1 BARRIER 0           '          10km 

i    ' MARSH 

td PLEISTOCENE MAINLAND 

FIGURE 1. Location map of Captain Sam's Inlet, South Carolina. 
Captain Sam's Inlet is a small tidal inlet in comparison with its 
neighboring tidal inlets, Stono and North Edisto. The difference in 
inlet size is partially the result of the relationship between the 
cross-sectional geometry of the inlet and the back-barrier system. 
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FIGURE   2. 

A simplified three-stage model of 
bar-bypassing (after Hubbard, 
1977): 

1) Initial growth, sediments ac- 
cumulating, forming a down- 
drift-trending delta. 

2) Continued accretional growth, 
approaching an overextended 
configuration. 

STAGE  2-EXTENSION yy^y:[^^\y':^ 3)   Breachment    of    the     overex- 
tended   delta,   abandonment  of 
the prebreachment main chan- 
nel, followed by landward mi- 
gration of the nearshore bar 
(swash bar). 

PHYSICAL SETTING 

The study area is influenced by prevailing winds from the south- 
southwest and storm winds generally from the northeast. Winds from 
the south-southwest occur 28 percent of the time. Even though north- 
east winds are less frequent than the prevailing south-southwest 
winds, their greater strength results in significant waves, energy 
flux, and longshore transport directed to the southeast in the study 
area  (Finley,  1975). 

Winds of hurricane strength [exceeding 75 miles per hour (mph)] 
have a frequency of occurrence along South Carolina of one event 
every 14 years (Myers, 1975). These winds are relatively rare at 
Captain Sam's Inlet, but can cause significant geomorphic changes on 
local beaches (Sexton and Moslow, 1981). Average wave heights on 
the South Carolina coastline are 50-60 centimeters (cm) (Finley, 1976; 
Kana, 1977). Tides at Captain Sam's Inlet range from 1.4 meters (m) 
(neap tide) to 2.2 m (spring tide) and are semidiurnal in nature. 
The tidal range is mesotidal (2-1 m), using Davies (1964) classifica- 
tion. These tides rarely reach heights above 2.2 m except during 
storm conditions. 

Net longshore transport of sediment on the South Carolina coast- 
line is predominantly from the northeast to the southwest (Finley, 
1976;   FitzGerald,   1977;   Kana,   1977;   Knoth and Nummedal,  1977).    This 
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dominance of southerly transport is evidenced by numerous south- 
southwest-trending geomorphic features (e.g., recurved spits, tidal 
inlets) along the South Carolina shoreline. Transport rates are on the 
order of 75,000-300,000 m3/yr. These values are based on measure- 
ments taken during several studies on the South Carolina coast, both 
on central portions of barrier islands and near tidal inlets (Finley, 
1976;   Kana,  1977;   FitzCerald,  1977;   Knoth and Nummedal,  1979). 

Sediments are fine-grained quartz sand (mean grain size = 2.82 
phi units or 137 microns) and are well sorted. Samples taken at dunes 
were very well sorted, and sorting of the sand in the intertidal area 
of the inlet improved when exposed to active wave swash (e.g., top of 
bypassing shoal, active beach face). 

DATA BASE 

BATHYMETRIC MAPPING 

Three bathymetric maps were produced from surveys of Captain 
Sam's Inlet during September 1979, January 1980, and June 1980. The 
inlet was surveyed with a Hewlett-Packard 1038 total-station microwave 
transit. This instrument has a horizontal accuracy of six millimeters 
(mm) per km and a vertical accuracy of 0.3 mm/km. The precise na- 
ture of these surveys allowed quantitative comparisons of sediment vol- 
umes at the inlet. 

BEACH   PROFILES 

A sampling grid of 11 beach profile stations was established at 
the beginning of the study. Profiles of the beach and inlet configura- 
tion for the 11 stations were taken six times throughout the 10-month 
study using the Emery  (1961)  method. 

CURRENT  MEASUREMENTS 

Tidal currents were monitored six times during the 10-month field 
study. The first five current surveys were taken using a ducted im- 
pellar current meter, modified after a design presented by Byrne and 
Boon (1973), whereas the final tidal current survey was conducted us- 
ing a Marsh-McBirney Model 201 electromagnetic flowmeter. Tidal cur- 
rents were monitored for a minimum of 13 hours during each survey, 
beginning one hour before slack low water and running until the next 
slack low. 

AERIAL PHOTOGRAPHS AND COASTAL CHARTS 

Historical shoreline changes at Captain Sam's Inlet were deter- 
mined using 12 historical charts dating from 1696 to 1921 and seven 
photo mosaics dating from 1939 to 1979. Also during the 10-month by- 
pass, seven overflights were made for observation and oblique photog- 
raphy. 
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BAR-BYPASSING AT  CAPTAIN  SAM'S  INLET, 
SEPTEMBER  1979  THROUCH  JUNE  1980 

On 4 September 1979, Hurricane DAVID made final landfall on the 
southern portion of the South Carolina coast. The storm was a mod- 
erate hurricane and maximum winds reached 90 mph (Sexton and Mos- 
low, 1981). The associated storm tides (0.5-1.0 m above normal), and 
waves caused considerable damage to the southern and central coastline 
of South Carolina. At Captain Sam's Inlet, a new channel was scoured 
through the ebb delta to the north of the previous main tidal channel 
(Fig. 3). This newly formed channel was important because, as shown 
in previous studies of the area (Hubbard, 1977; Hayes et al., 1979), 
it initiated the bar-bypassing process. 

Within two weeks of the landfall of Hurricane DAVID, a field 
study was initiated to monitor the bar-bypass process. On September 
17 and 18, detailed bathymetric surveys of the inlet were made (Fig. 
1) and 11 beach profile stations were established on the adjacent 
beaches as shown in  Figure 4. 

Utilizing the bathymetric map surveyed during the study, the 
volume of sediment contained in the bypassing shoal above the -0.6 m 
(-2 ft) mean sea level (MSL) contour area shown on Figure 3 was cal- 
culated using the prismoidal formula  (Hodgman,  1917): 

V 1/6 H(S0 + IS,  + S2) 

where     V = shoal's volume 
H = height of shoal  (difference between top and base contours) 
S = plane variable. 

The total  volume  for  the  shoal,   released  for  bar-bypassing  above the 
-0.6 m contour,  was 17,510 m3. 

FIGURE 3. Photo mosaic of Captain Sam's Inlet and vicinity taken at 
low tide on 23 September 1979. The area mapped is bordered in 
black and the white arrow points to the hurricane channel. 
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18 SEPTEMBER 1979 

SEABROOK 
ISLAND 

PREHURRICANE 

MAIN EBB  CHANNEL 

CURRENT METER STATIONS 

CONTOUR   INTERVAL 1  FOOT 
MEAN SEA LEVEL   DATUM 

FIGURE 4. Bathymetric map of Captain Sam's Inlet, surveyed in Sep- 
tember 1979, 14 days after hurricane landfall. Note the positions 
and depths of both the prehurricane, main ebb channel and hurri- 
cane channel. The hatched area on the delta was used for sediment- 
volume calculations and outlines the bypassing  shoai. 

Beach profiling across the ebb-tidal delta was quite unique and 
was possible only because of the shallow tidal channels at the inlet. 
Review of the beach profiles provides a cross-sectional view of the 
geomorphic form of the inlet whereas the bathymetric map is a plan 
view. From the beach profile data taken in September 1979, a variety 
of beach configurations were identified  (Fig.   5). 

The beach profile plot for Station E (Fig. 5) begins in a field of 
immature, prograding beach ridges and traverses a low-amplitude fore- 
dune ridge onto a steep beach face. Seaward of the active beach face 
lies   a   110-m-wide   bay   that   terminates   at   the   toe   of   the   southern 
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portion of the delta at the inlet. Beach profile Station J (Fig. 5) is 
positioned along the most unstable section of coastline at Captain Sam's 
Inlet. Previous studies (Hayes et al., 1976; Sexton and Hayes, 1980) 
measured erosion rates of 40-60 m/yr in this vicinity. At Station J 
there is a large (2.5 m) erosional scarp with a narrow beach face that 
slopes into the Kiawah River. Seaward of the river lies the broad in- 
tertidal  recurved spit platform. 
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FIGURE  5. 

Plots of beach profiles mon- 
itored in September 1979. 
Station locations are shown in 
Figure 4. The variety of 
beach configurations located 
in the small area indicate the 
high degree of variability in 
shoreline conditions. Also 
observe the total distance of 
each profile and the changes 
in vertical exaggeration (5:1; 
2:1). 

During the four months following the hurricane, the inlet was 
monitored closely to document the change that had occurred. In early 
January 1980, a second bathymetric map was constructed (Fig. 6). 
The morphology of the inlet area had changed significantly since Sep- 
tember (Fig.  4).    Some of the more outstanding changes were: 

1)     The   hurricane   channel   had   scoured   0.7   m   deeper   and 
had  shifted 80 m to the north. 

2) A  new  middle channel  had  formed,   truncating  the north- 
ern tip of the bypassing  shoal. 

3) The   bypassing   shoal   had   migrated   215   m   landward   and 
164 m downdrift in a southwesterly direction. 
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4) The prehurricane, main ebb channel had been filled with 
as much as 1.3 m of sediment. 

5) Sediment volumes contained in the bypassing shoal, the 
volume above the -0.6 m MSL contour, had not 
changed significantly since September remaining at ap- 
proximately 50,000 m3. 

T" T 

5 JANUARY 1980 

CURRENT METER STATIONS 

CONTOUR  INTERVAL 1 FOOT 
MEAN SEA LEVEl  DATUM 

FIGURE 6. Bathymetric map of Captain Sam's Inlet surveyed in 
January 1980. The hatched area on the map was used for 
sediment-volume calculations for the bypassing shoal. 

The tidal currents active in the tidal channels at the inlet had 
shown several distinct patterns. Shortly after the hurricane channel 
was formed, the current velocities in the channel were very erratic. 
Velocity changes of over 100 cm/sec were recorded in less than one 
hour while other channels were recording velocities of less than 50 cm/ 
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sec during the same period. By December 1979, the current velocities 
in the hurricane channel were the same as those measured in the Kia- 
wah River indicating that the hurricane channel was becoming the main 
channel for the inlet. The current velocities in the prehurricane, 
main ebb channel were flood dominant with low values when compared 
to the currents in the hurricane channel. This indicates that the pre- 
hurricane, main ebb channel was functioning as a marginal flood chan- 
nel (Hayes, 1980). Also, during the first four months of the bypass, 
the cross-sectional area of the inlet's throat reduced slightly from 
492.5 m2  to 472m2  or about four percent. 

During the last six months of the monitoring program (January- 
June 1980), the bypass process was essentially completed. Results 
from the final bathymetric survey are shown in Figure 7. During the 
six month period since January 1980, the bypassing shoal had migrated 
onshore with little additional downdrift migration to the south. Previ- 
ously (between September 1979 and early January 1980) shoal migration 
was dominantly in a downdrift direction. The bypassing shoal had at- 
tached to Seabrook Island on its northern end, and only a narrow 
trough separated the remaining portion of the shoal from the island. 
The newly formed middle channel was well formed, with the formation 
of an ebb-tidal delta seaward of the channel. The northern portion of 
the tidal delta, north of the middle channel, had accreted as evidenced 
by the filling of the hurricane channel. The volume of sediment con- 
tained in the bypassing shoal above the -0.6 m MSL contour was 
31,817 m3. The volume of sediment in the bypassing shoal had been 
reduced by 27 percent since January. The reduction of the total sedi- 
ment volume in the ebb-tidal delta at the end of the process can be 
accounted for by accretion of the downdrift beaches where the shoal 
was attaching to the shoreline. 

Results of the tidal currents monitored toward the end of the 
bar-bypassing process indicated that the tidal exchange measured in 
the inlet's throat closely resembled the currents monitored on the ebb 
delta in the middle channel. In conjunction with the current readings 
during the entire bypass, little change in the salinity of the seawater 
through the inlet was recorded, reading consistently around 32 parts 
per thousand. 

The cross-sectional area of the tidal inlet throat had increased 
slightly by six percent to 503.5 m2. The tidal inlet had once again 
regained a single channel configuration on its delta, similar to that 
prior to the landfall of Hurricane DAVID. 

DISCUSSION  AND  SUMMARY 

A review of the bar-bypassing process that occurred at Captain 
Sam's Inlet is shown in Figure 8. Prior to the bar-bypass process, 
the inlet had a single channel configuration on its delta (Fig. 8A). 
Through the process, the inlet had as many as three active channels 
on the delta (Fig. 8C). Toward the end of the bypass, the inlet once 
again regained a single channel configuration on its delta lobe (Fig. 
8F). 
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FIGURE 7. Bathymetric map of Captain Sam's Inlet in June 1980. 
The hatched area was used for sediment-volume calculations for the 
bypassing shoal. An ebb-tidal delta had formed seaward of the inlet 
at the location of the middle channel while the hurricane channel had 
been filling. 

Sediment volumes calculated from the three bathymetric maps for 
the bypassing shoal is shown in Table 1. The volume of sediment con- 
tained in the bypassing shoal above the -0.6 MSL contour remained 
constant until the end of the bypass procedure. Stability in sediment 
volume was achieved even though the northern one-third of the bypass 
shoal was truncated from the main body of the shoal by the formation 
of the middle channel (Figs. 6 and 8C). Three possible explanations 
for the sediment volume stability are: 

1)    The   addition   of   sediment   to   the   bypassing   shoal   from 
longshore and onshore sand transport. 
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FIGURE 8A. 

Low-tide photo of Captain Sam's 
Inlet taken on 7 December 1978. 
The inlet had only one channel 
active on the delta at this time. 

FIGURE 8B. 

Oblique low-tide photo taken on 6 
September 1979, following Hurricane 
DAVID. The channel scoured by 
the storm is marked by the white 
arrow. 

FIGURE 8C. 

Aerial photo taken at low tide on 
8 November 1979. The inlet had 
three channels active on the delta 
with the middle channel (marked by 
the white arrow) forming during the 
first two months of the bar-bypass. 
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FIGURE 8D. 

Oblique aerial view of Captain 
Sam's Inlet taken on 21 December 
1979. The prehurricane, main ebb 
channel was nearing abandonment. 

FIGURE 8E. 

Low-tide photo taken on 11 April 
1980. The hurricane channel had 
filled with sediment and the middle 
channel was clearly the dominant 
channel active at the inlet. 

FIGURE 8F. 

Aerial photo taken at low tide on 2,9 
May 1980 at Captain Sam's Inlet. 
Only a narrow trough separates the 
bypassing shoal from the mainland. 
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2) Movement of the bypassing shoal into shallow water, 
therefore exposing more of the shoal above the -0.6 m 
MSL contour. 

3) The addition of sediment from the eroding scarp formed 
during the migration of the inlet system. 

Of the three possible explanations, the third appears to be the most 
responsible for adding sediment to the system during the bypass. A 
total sediment volume of 13,152 m3 (calculated from beach profile data) 
was eroded during the bypass due to the migration of the inlet sys- 
tem. This value would provide a substantial sediment supply to the 
bypassing  shoal during the 10-month process. 

TABLE   1.     Sediment   volume  of  the   bypassing   shoal,   calculated   above 
the -0.6 m ft)  MSL contour at Captain Sam's  Inlet. 

MAP  1 MAP 2 MAP 3 
September 1979 January 1980 June 1980 

47,510  m3 47,689  m3 34,817  m3 

After the delta was breached during the hurricane, the shoal, 
freed for bar-bypassing at the inlet, migrated in a south-southwesterly 
direction for a total of 215 m (using the -0.6 m MSL contour), with 
the majority of the migration occurring during the first four months. 
Landward migration of the shoal caused 1 .3 m of fill in the prehurri- 
cane, main ebb channel, but this tend was reversed toward the end of 
the study after the middle channel stabilized and scoured 1.2 m of 
sediment from the same general  location at the inlet (Fig.   9). 

Measurements made from the three bathymetric maps showed the 
hurricane channel initially scoured and migrated in a northerly direc- 
tion. During the later stages of the bar-bypassing, the hurricane 
channel began to fill with sediment and migration continued to the 
north  (a total of 175  m). 

The currents monitored in the prehurricane, main ebb channel 
resembled that of an active marginal flood channel on an ebb-tidal 
delta (Hayes, 1980), which are dominated by flooding currents. The 
currents active in the marginal flood channel (prehurricane, main ebb 
channel) tended to lag in a flood direction, whereas currents in the 
main ebb channel were still flowing seaward. This flood dominance in- 
fluenced the bar-bypassing procedure by assisting in the filling of the 
channel. 

The cross-sectional area of the inlet below MSL showed little 
change throughout the study (Table 2). There was a slight overall 
enlargement of the inlet's throat toward the end of the study (31 m2 

or   6   percent).      O'Brien    (1969,    1972)    found   that,   based   on    Pacific 
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Coast data, inlets tend to stabilize and balance by enlarging their 
cross-sections and varying the tidal prism and supply of sand" to the 
inlet. This slight enlargement in the cross-section during the bypass 
may be the result of Captain Sam's Inlet regaining its single-channel, 
stable configuration. O'Brien and Dean (1972) also developed an index 
on the stability of tidal inlets to closure relative to deposition on fill- 
ing with sediment. Essentially, they found that the stability or resis- 
tance of tidal inlet to closure depends on three main factors: 

1) AL/L on the depositional  length  (L)  of the inlet's channel. 
2) The storage capacity of the inlet. 
3) The inlets ability to transport sediment out of its channel. 

These factors have a significant impact on Captain Sam's Inlet. When 
the inlet has a single channel on the tidal delta, the depositional 
length (total single channel length) of the channel is high; therefore, 
it would tend to be unstable. Also since the inlet is shallow and nar- 
row, it would have a low storage capacity. When the length of the 
single channel on the delta is long, the frictional drag on the tide 
would reduce the efficiency of the tide to transport sediment out of 
the channel. These three principles are very important at Captain 
Sam's  Inlet during the bar-bypass process. 

_     FIGURE  9. 

Comparison map of the 
bathymetry of Captain Sam's 
Inlet showing changes in 
the -0.6 m (-2 ft) MSL con- 
tour, comparing maps sur- 
veyed in September 1979 
with June 1980. Note the 
south-southwesterly migra- 
tion of the bypassing shoal 
with eventual attachment to 
Seabrook  Island. 
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TABLE 2. Values for the tidal prisms (in m3) and cross-sectional 
areas (in m2) for Current Station 3 (Fig. 4), the inlet's 
throat, at Captain Sam's  Inlet. 

Tidal  Prisms 
Date 

Ebb Flood 

Cross-Sectional 
Areas 

September '79 6,533,023 m3 6,679,296 m3 492.5 m2 

November '79 6,084,268 m3 4,838,493 m3 472.0 m2 

May  '80 4,537,472  m3 5,024,484  m3 503.5  m2 

CONCLUSIONS 

This paper documents sediment bypassing at a small, natural tidal 
inlet in South Carolina. The process of bar-bypassing occurs at Cap- 
tain Sam's Inlet in conjunction with the continual migration of the en- 
tire  inlet  system. 

The following conclusions are offered: 

1) Periodically, Captain Sam's Inlet attains a long unstable, single- 
channel configuration that results in the formation of shorter, more 
efficient channels initiating bar-bypassing. 

2) Channel formation and abandonment facilitate bar-bypassing at the 
inlet,  as opposed to continuous channel migration. 

3) In this study, the volume of sediment contained in the shoal that 
bypassed remained constant until final attachment to the mainland. 
This is partially due to the addition of sediment to the downdrift 
side of the inlet from erosion during overall  inlet migration. 

4) Major changes in the inlet tidal prisms or cross-sectional areas were 
not observed during the bar-bypass process, although a slight en- 
largement of the channel cross-section toward the end of the pro- 
cess could indicate inlet stability. 

5) The bypassing of sand at the inlet did transfer significant amounts 
of sand (approximately 50,000 m3} across the inlet to the downdrift 
barrier island,  creating a zone of rapid accretion. 

Although Captain Sam's Inlet exhibits many characteristics of a 
short-lived inlet (eventual closure), the stable nature of the inlet's 
throat indicates that the inlet attains a state of equilibrium despite the 
radical behavior of the delta portion of the system. 
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SHOALING WITH BYPASSING FOR CHANNELS AT TIDAL INLETS 
Cyril Galvin, M. ASCE* 

ABSTRACT 

A channel dredged at the mouth of a tidal inlet is subject to rapid 
shoaling because of longshore transport, but this shoaling is slower 
than would be computed from simple trapping of all the moving littoral 
drift. The reduction in shoaling rate is due to the bypassing of 
littoral drift which occurs simultaneously with shoaling. This report 
presents a systematic method for computing the rate of shoaling in 
channels subject to shoaling with bypassing. The method also permits 
estimates of the effect of the dredged channel on the downdrift beaches. 

INTRODUCTION 

Stable Tidal Inlet. A tidal inlet is a waterway that connects a 
large body of water (usually the ocean) with a smaller body of water 
(Figure 1). The tidal inlet tends to shoal because ocean waves drive 
sand into the inlet channel, but a stable inlet channel is kept open 
because tidal currents prevent the wave-driven sand from depositing. 

Waves bring sand to the inlet by the process of longshore trans- 
port. Longshore transport can occur from the ocean beaches on both 
sides of the inlet, but usually there is a dominant direction of long- 
shore transport (say from left to right in Figure 1) that permits iden- 
tification of an updrift side (the side from which sand is driven) and a 
downdrift side (the side toward which sand is driven). At a stable 
tidal inlet, the joint action of the waves and tidal currents results in 
natural bypassing of the sand across the inlet channel from the updrift 
side to the downdrift side, at a more or less steady rate, when averaged 
over a period of years. 

The tidal currents which maintain an inlet are those which result 
from the daily rise and fall of tides in the ocean. As the tide rises 
in the ocean, water flows from the ocean to the bay; as the tide falls 
in the ocean, water drains from the bay to the ocean. The volume of 
water which enters the inlet from the time of low water slack to the 
time of highwater slack is the tidal prism. It has been known for a 
long time that the inlet cross section is proportional to the tidal 
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prism (LeConte, 1905; O'Brien, 1931; Jarrett, 1975). However, the 
maximum velocity through that section does not vary much with the size 
of the tidal prism, being on the order of 1 meter per second in natur- 
ally stable sandy inlets over a considerable range of tidal prisms. 

There is a minimum size to the cross section of an inlet below 
which the channel will shoal and eventually seal off. This minimum 
cross section, or the corresponding minimum tidal prism, is proportional 
to the magnitude of the longshore transport; channels subject to larger 
longshore transport rates require greater tidal prisms to keep the 
channel open. Escoffier (1940), Keulegan (1967), O'Brien and Dean 
(1972) and others have examined the hydraulics of flow in tidal inlets 
in order to estimate the minimum stable cross section. 

Tidal inlets are common on many coasts. For example, on the Atlan- 
tic coast of the United States, there are at least 37 permanent tidal 
inlets between Montauk Point, New York, and Miami, Florida, a shoreline 
distance of about 2050 kilometers. On many coasts, such as the east 
coast of India, shallow tidal inlets are the only waterways connecting 
the open sea with safe harbors along hundreds of kilometers of coast. 

Definition of Depth. Seaward of these inlets, tides and waves 
create an ebb tide delta. Minimum depth for navigating through a tidal 
inlet is usually the sand bar at the crest of this delta. This minimum 
depth is the controlling depth, and the cross section of the channel 
which contains the minimum depth is the controlling section. Natural 
bypassing by waves and currents transports sand along the ebb tide delta 
in the downdrift direction (Figure 1). If the controlling section is 
deepened by dredging, the channel will begin to shoal, mostly from the 
updrift side. At the same time, because of the relatively shallow depth 
and flat side slopes of the dredged channel, some sand will be trans- 
ported out of the channel, mostly to the downdrift side. The difference 
between the incoming and outgoing transport rates produces shoaling in 
the channel. 

The initial rate of shoaling is a function of the natural con- 
trolling depth (d^) and the initial dredged depth (d2). At any time 
after dredging there will be an existing depth (d) such that (Figure 2) 

dL < d < d2 (1) 

In applying the analysis in this paper, all depths should be measured 
from Mean Sea Level (or Mean Tide Level) rather than chart datum, since 
chart datum is typically Mean Low Water or some lower elevation. 

The design question is: how long will it take d to decrease from 
an initial overdredged value of d2 to some project depth, d_, where d_ 
is defined as the minimum depth for practical navigation by the design 
vessel. This time interval will be called the duration of project 
depth, and indicated by the symbol t . Time t has a value t = 0 on the 
day when dredging is completed. 
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Figure 2.  DEFINITION OF DEPTHS AT CONTROLLING SECTION 

Purpose. The purpose of this paper is to present and illustrate by 
example a simple technique to obtain a rational estimate of tp) the 
duration of project depth at the controlling section in the dredged 
channel. 

The remaining text of this paper is organized into 4 principal 
sections. An analysis section derives the shoaling rate equation and 
presents Lent's solution of this equation. Lent's solution permits 
direct calculation of tp. The justification for specific steps in the 
analysis section is presented in the following discussion section. An 
applications section follows the discussion to show by examples how to 
use the results in practical problems. Finally, the text ends with a 
summary section. 

ANALYSIS 

Bypassing Sediment Transport Ratio. As a starting point for this 
analysis, sediment transport rate is assumed to be proportional to the 
rate of energy expended by the flow: 

Transport = Coefficient x Shear x Velocity (2) 

This equation is assumed to describe sediment bypassing across the ebb 
tidal delta in the downdrift direction. After the channel has been 
dredged, the channel traps a greater percentage of the longshore 
transport   due  to  the  greater   depth,   and  bypassing   is   reduced.     The  ratio 
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of the bypassing rate after dredging to the bypassing rate before 
dredging is defined as the bypassing sediment transport ratio, or the 
transport ratio for short. 

Transport  = Coefficient x Shear x Velocity (3) 
Ratio Ratio     Ratio    Ratio 

The flow is assumed to be well into the turbulent regime with low 
relative roughness both before and after dredging so that to a first 
approximat ion 

Coefficient Ratio = 1 (4) 

This reduces the solution of (3) to the task of finding expressions for 
the shear ratio and the velocity ratio. 

The shear in equation (2) is taken to be bottom shear induced by 
the wave orbital velocity on the ebb tidal delta. The general equation 
for such shear is 

Shear = coefficient x U (5) 

where U is the amplitude of the wave-induced orbital velocity on the ebb 
tidal delta, and the coefficient incorporates a friction factor, density 
of seawater, and a dimensionless number depending on the definition of 
the friction factor. As in equation (4), it is assumed that the 
coefficient does not change significantly after dredging so that 

Shear Ratio = Uafter
2/Ubefore

2 <6) 

U is known from small amplitude shallow water theory, so that 

Shear Ratio = (H2
2d1)/(H1

2d2) (7) 

The subscripts 1 and 2 refer to conditions before and after dredging, as 
on Figure 2. Equation (7) can be further simplified using the 
appropriate form of energy conservation in shallow water (Green's Law) 
to get 

Shear Ratio = (d]/d2)
3/2 (8) 

Equation (8) is one of the two ratios needed to solve equation (3). 
The required second ratio is the velocity ratio, which is derived as 
follows. Let the symbol, q, indicate the unit tidal discharge in the 
ebb channel at the controlling section.  Thus, 

Velocity = q/d (9) 

Velocity Ratio - (q2d1)/(q1d2) (10) 
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The velocity ratio (10) depends on how the unit discharge in the 
ebb channel is affected by dredging.  Two particular end conditions are 
possible. If the dredging merely increases the channel area, and the 
tidal prism remains the same, then the ratio qs/q^ remains unity and 

Velocity Ratio = d-^/d-, for constant discharge (11) 

On the other hand, it is possible that the dredging may make the channel 
more efficient and increase the tidal prism. An upper limit to the 
velocity in this case is expected to be close to the predredging 
velocity, since scour by the ebb flow maintains the channel against 
longshore transport.  In this case, 

Velocity Ratio = 1 for constant velocity (12) 

The transport ratio (3) can now be solved using equations (4), (8) 
and (10). 

Transport Ratio = 1 x (d1/d2)
3/2 x (q2d1)/(q1d2)         (13) 

This may be simplified to 

Transport Ratio = (d1/d2)
m (14) 

where    3/2 <_ m <  5/2 (15) 

to account for the two possible end conditions for the velocity ratio 
given by equations (11) and (12). 

Equation (14) is a specific expression for the bypassing sediment 
transport ratio immediately after the channel has been dredged to a 
depth d2. Since the assumptions and reasoning which lead to (14) hold 
even better for any lesser depth, d, the symbol d2 in (14) can be 
replaced by d to indicate the transport ratio for any post-dredging 
depth. 

Shoaling Rate. The objective of this section is to derive an 
equation for shoaling rate. Shoaling rate will depend on the bottom 
area of the channel and the quantity of longshore transport reaching 
that channel bottom. To describe these factors, the following defini- 
tions are useful. 

Q longshore transport rate 
R fraction of Q which takes place above depth d2 
C length of dredged channel (Figure 3) 
W width of dredged channel (Figure 3) 

The amount of littoral drift carried into the dredged channel by 
longshore transport from the updrift side is RQ. Note that RQ is also 
the bypassing across the channel before dredging, or in other words, the 
denominator of equation (3). 
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Figure 3.  DEFINITION OF CHANNEL DIMENSIONS ACROSS EBB DELTA 
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The volume of sand trapped by the dredged channel per unit time is 
the trapping rate.  From the above definitions, 

Trapping Rate = RQ - Bypassing after, above d2 (16) 

= RQ [1 - Transport Ratio] (17) 

The trapping rate given by (17) is a volume rate. To convert this 
volume rate to a shoaling rate, divide (17) by the bottom area of the 
channel, CW. For convenience, define K to be a characteristic shoaling 
rate. 

K = RQ/CW (18) 

Thus, dividing equation (17) by CW and substituting equations (14) and 
(18) into the result gives 

Shoaling Rate = K[l - (d1/d)
m] (19) 

Duration of Project Depth (Lent's Equation).  The shoaling rate is 
mathematically equivalent to the time derivative of the depth 

d(d)/dt =  Shoaling Rate (20) 

The duration of project depth, t   is obtained by integrating (20) 

/p dt = t   = r P  _—iW  (21) J0       p   'd       Shoaling Rate 

An exact integral solution of (21) has not been found after some 
searching, but an approximate solution has been developed by Arnold H. 
Lent (personal communication, 30 Dec 1982). Lent's solution is as 
follows. 

1 dl 
t  =;[(d,-d)+- (foiA - iriB)] (22) 
p  K   2   p   m 

where 

A = (d2 - d1)/(dp - dx) (23) 

« =  \        A lA  (24> 
1   2  ^  d   ' 

Equation (22) approximates equation (21) with a degree of accuracy that 
exceeds the probable sounding accuracy of measured channel depths. 

To find t_ by using equation (22), the values of K, m, d-^, d2, and 
d„ must be obtained. The value of K is given by equation (18). The 
value of m depends on the likely effect of the proposed dredging on the 
velocity ratio, but is expected to be in the range given by equation 
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(15). The value of d-^ is the controlling depth obtained from soundings. 
The value of d is the requirement of the user, and the value of 62 is 
the design choice to be tested. 

DISCUSSION 

Qualitative Evaluation. In order to obtain the principal results 
of the preceding section in minimum space, discussion of key assumptions 
necessary in the derivation was deferred to this section. But before 
examining the key assumptions, it is useful to observe that, however 
equations (21) and (19) were obtained, they agree qualitatively with 
intuition and experience. 

The qualitative agreement is illustrated by the shape of the curves 
on Figure 4. Figure 4 plots depth on the vertical axis against time on 
the horizontal axis for three combinations of d^ and 62 (d-i equals 4 
feet, 6 feet, and 8 feet, each combined with the same d^ value of 12 
feet). The curves on Figure 4 are numerical solutions of equation (21) 
using equation (19) for the shoaling rate. Two values of the exponent, 
m, are used, corresponding to equations (11) and (12), i.e., the con- 
stant velocity case (m = 3/2) and the constant discharge case (m = 5/2). 
The curves on Figure 4 agree qualitatively with intuition and experience 
in at least 4 ways: 

a. The maximum rate of shoaling occurs right after dredging (the 
curves are steepest at the deepest depth). 

b. The channel shoals faster when post-dredging velocity is 
reduced (constant discharge, m = 5/2) than when the post-dredging 
velocity is not reduced (constant velocity, m ~   3/2). 

c. The channel shoals fastest when no bypassing occurs. This is 
equivalent to m = °° in equation (19) and plots as the dotted straight 
line on Figure 4. 

d. Shoaling approaches di more slowly when the depth of the 
dredged cut (dj  ~  d^) is smaller, 62  being held constant. 

Transport Equation. The starting point of the analysis is equation 
(2) which states that bypassing sediment transport rate is proportional 
to work done by the waves on the bottom. In the absence of an inlet, 
the bypassing rate is simply the longshore transport rate. The usual 
"energy flux" method of predicting longshore transport (Galvin and 
Schweppe, 1980) is, in effect, an assumption that sediment transport 
rate is proportional to the power supplied by waves to the surf zone. 
This is physically analogous to equation (2). 

The form of equation (2) is also that used by Bagnold (1966) in his 
stream power hypothesis for sediment transport, which Bagnold assumes 
involves bed load transport.  The proportionality between transport rate 
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and    bottom    shear    required    by    equation    (2)    has    been   verified 
experimentally by Parsons   (1972)   for  sediment  grains   in  laminar   flow. 

Coefficient Ratios. The friction coefficients in equations (2) and 
(5) are assumed not to change after depth is increased by dredging. 
Increase in depth decreases the relative roughness of the flow on the 
typical friction factor diagram (shown in all hydraulics text books). 
For the moderate to high Reynolds numbers and small relative roughness 
expected in the navigation channel, such friction factor diagrams 
predict little change in f for large percentage changes in relative 
roughness. Thus, the assumption involved in equation (4) appears 
justified. 

Velocities. There are three velocities to consider in the 
bypassing with shoaling process involved here. First, there is the ebb 
current velocity where it passes the controlling section of the 
navigation channel. This current has a characteristic maximum value of 
about 1 meter/second. (Flood currents are usually lower than ebb 
currents when they pass through the controlling section because flood 
flows   are  commonly more  widely distributed over  the  ebb delta.) 

Second, there is the bottom velocity due to the orbital motion of 
water particles under waves. The wave-induced bottom particle velocity 
on the ebb delta has a characteristic maximum amplitude, U, which 
approaches the magnitude of the maximum ebb current. The periodic 
reversal of the wave-induced velocity during the passage of each wave 
makes this velocity more effective in initiating sediment motion than 
tidal currents, but to first order, the wave-induced motion does not 
cause   a  net   current. 

Finally, there is the velocity of the longshore currents. The 
magnitude of longshore currents is only a fraction of U, with 
characteristic values on the order of 0.25 meters/second on open coast 
beaches. These velocities will be further diminished where they cross 
the controlling section of the navigation channel due to the deeper 
water there. Thus, the magnitude of the longshore current is distinctly 
less  than  the other  two velocities   involved  in  shoaling with bypassing. 

The derivation assumes that wave-induced velocities stir up the 
sediment and that ebb currents distribute the sediment in the channel. 
The waves provide the shear component of equation (2) and the tides 
supply a convective velocity. This differs from the usual formulation 
of (2) in which the velocity that produces the shear is also the 
velocity causing the convection, but here the shear velocities are 
periodic and do not provide net transport. The longshore aspect of the 
motion is imposed on the shoaling equation (19) through the coefficient 
K which incorporates the longshore transport rate, Q, as given in 
equation   (18). 
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Note that if U is used to obtain the velocity ratio, the velocity 
ratio will simply be the square root of the shear ratio (8). This 
results in a transport ratio exactly of the form given by equation (14) 
with the exponent m equal to 9/4, which is within the limits on m given 
by equation (15). 

The use of linear shallow water wave theory to estimate U in 
equation (7) is technically not permissible because the waves on the ebb 
delta will have a height-to-depth ratio that is not negligible. 
However, linear theory has been used to describe such conditions many 
times before with adequate results (for example, Longuet-Higgins, 1970). 
Further, in the dredged cut, the height-to-depth ratio will be reduced, 
making linear theory more applicable. 

Bypassing Mechanisms. During the meeting at which this paper was 
delivered (the 18th International Conference on Coastal Engineering), 
there were two descriptive papers on sediment bypassing at inlets 
(Sexton and Hayes, 1982; FitzGerald, 1982). Both these papers describe 
bypassing as the movement of discrete bars of sediment, usually 
initiated by a shift in the ebb channel from a downdrift location to an 
updrift location. This well-described process of discrete transport 
differs from the more continuous bypassing process of this paper, in 
which the longshore transport continually moves sand across the rim of 
the ebb delta and through the ebb channel. (This continuous longshore 
transport may in fact be accompanied by the motion of small bed forms.) 

While bypassing undoubtedly occurs as described by Sexton and Hayes 
(1982) and FitzGerald (1982), it appears that the volume rate of this 
transport, when averaged over the time for the shifted ebb channel to 
complete one cycle, is only a fraction of the estimated annual longshore 
transport rates at the sites. Approximate estimates suggest that 10 to 
30% of the longshore transport may be accounted for by the bar 
bypassing described in those papers. 

Further, since dredging makes the ebb channel more efficient, it is 
less likely to shift in position. The deeper depths of the dredged 
channel are also expected to inhibit discrete bars moving across the 
channel. Therefore, in the dredged condition under investigation most 
of the bypassing is expected to occur by relatively continuous longshore 
transport. 

APPLICATIONS 

Tabulation of t '. The following subsections show by example how 
to apply the analysis to practical problems. To aid in computing the 
duration of project depth, t, it is useful to rewrite equation (22) in 
dimensionless form. 
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t ' = Kt_/d. = d,' - d ' +i(£reA- Inh) (25) 
P     P 1    z    P   m 

where    dp' = dp/dt (26) 

<V = d2/dl (27) 

and K, m, A, and B are defined by equations (18), (15), (23), and (24), 
respectively. 

Equation (25) has been tabulated for m = 3/2 (Table 1) and m = 5/2 
(Table 2) over a range of values of d ' and d2'- Ordinarily, in typical 
inland waterways, d ' would be only slightly less than 62', the dif- 
ference due to the allowable overdredging which is rarely more than 2 or 
3 feet. However, in dredging shallow tidal inlets in the active lit- 
toral zone, significantly more overdredging may be required to maintain 
floatation of the dredge and to reduce the frequency (and thus cost) of 
maintenance dredging. 

Tables 1 and 2 list the values of t ', defined by the right hand 
side of equation (25), as a function of d ' and 62', defined by equa- 
tions (26) and (27). (The selection of m determines which of the two 
tables is used.) Any combination of d^, d , and d2 will give values of 
d ' and 62', and these give a value of t either by direct reading of 
the table or by interpolation if necessary. 

In the dimens ionless form of equation (25), deep channels and 
shallow channels with variable amounts of overdredging can be conven- 
iently covered by the same tables. The unit used for depth (feet, 
meters) does not matter as long as it is not changed during any single 
calculation, and as long as K is expressed in the same unit per time. 

Example 1:  Shoaling. 

(a) Existing Condition: A permanent shallow draft tidal inlet is 
located in a relatively sheltered site on a large bay. The controlling 
depth is 1.5 meters chart datum, which corresponds to a mid tide depth 
of 2.5 meters. The longshore transport is estimated to be 50,000 cubic 
meters/year, with 80% of it occurring during the 4 month monsoon season. 
Characteristic storm waves have breaker heights of about 2.5 meters. 

(b) Desired Improvements: A local company wishes to ship high 
value ore through the inlet during the non-monsoon season. The ore will 
be transported in barges needing a 4.0 meter project depth, measured 
from mid tide elevation. To get the barges through the inlet, the 
company plans to dredge a channel 30 meters wide and 150 meters long. 

(c) Question: The shipper would like to dredge only once a year, 
right at the end of the monsoon season. How deep must he dredge (what 
is do?) in order to maintain a navigable depth for the 8 months until 
the start of the next monsoon? 
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Table 1.  DIMENSIONLESS DURATION OF PROJECT DEPTH FOR m = 3/2 
(Constant Velocity Condition) 

Number 
d '  d2'= 1.10   1.20   1.33   1.50   1.75   2.00  2.25 

0.50 1.05 1.49 1.91 2.40 2.81 3.17 

x 0.55 0.99 1.41 1.90 2.30 2.67 

x     x 0.44 0.86 1.35 1.76 2.12 

x     x 0.09 0.51 0.99 1.40 1.77 

xxx 0.23 0.72 1.13 1.49 

x     x     x x 0.48 0.89 1.26 

x     x     x x x 0.41 0.77 

x     x     x x x x 0.37 

Table 2.  DIMENSIONLESS DURATION OF PROJECT DEPTH FOR m = 5/2 
(Constant Discharge Condition) 

Row     dp"  d2'= 1.10   1.20   1.33   1.50   1.75   2.00   2.25 

1 1.05 

2 1.10 

3 1.20 

4 1.30 

5 1.40 

6 1.50 

7 1.75 

8 2.00 

Number 

0.31 0.66 0.96 1.26 1.62 1.94 2.24 

x 0.35 0.65 0.95 1.31 1.63 1.92 

x     x 0.30 0.60 0.96 1.28 1.57 

x     x 0.06 0.36 0.72 1.04 1.34 

xxx 0.17 0.53 0.85 1.15 

x     x x     x 0.36 0.68 0.98 

x     x x     x     x 0.32 0.62 

x     x x     x     x x 0.30 

1 1.05 

2 1.10 

3 1.20 

4 1.30 

5 1.40 

6 1.50 

7 1.75 

8 2.00 
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(d)   Solution:     Based  on  the  preceding  description: 

d     = 4.0 m 
d[  =  2.5 m 
C    =  150  m 
W    =  30 m 
t     =  8 months 

To use the table, it is necessary to find the dimensionless dura- 
tion of project depth, t '. This term is defined by equation (25) as a 
function of K and d^. Thus, K is needed. K is defined by equation (18) 
as a function of R, Q, C, and W. To estimate R, the fraction of long- 
shore transport occurring above depth d2, compare d2 to the breaker 
depth of storm waves. The characteristic storm waves are given above as 
2.5 meters, which will break in about 3.25 meters. Since this breaker 
depth is above d«, assume R = 1.0. The value of Q during the non- 
monsoon months  is,   from the data given above, 

Q = 0.20 x 50,000 cubic meters/8 months 

=  1250  cubic meters/month 

Thus   from  (18) 

K =  1.0  x  1250/(30 x  150) 

= 0.28 meters/month 

From equation   (25) 

tp'   -   (K/dx)tp  =   (0.28/2.5)8 

= 0.90 

From equation (26) 

dp' = 4.0/2.5 = 1.6 

This value of d ' falls between rows 6 and 7 on the tables. Table 1 is 
the most favoraDle (gives the longest duration of project depth for a 
given d2). Examination of Table 1 shows that t ' = 0.90 between rows 6 
and 7 is equivalent to d2' somewhere between 2.00 and 2.25. Thus based 
on Table 1, the dredged depth d2 must be at least twice the controlling 
depth (5.0 meters at least) in order for the channel to last the 8 
months. 

If a more exact solution is required, equation (25) can be solved 
by trial and error for tp' = 0.90 and d ' = 1.60. Such a solution for 
the favorable case of m - 3/2 yields dy = 2.14, which indicates d2 = 
5.35    meters. 
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Example 2:  Bypassing 

(a) Existing Conditions:  Same as in Example 1. 

(b) Desired Improvement:  Same as in Example 1. 

(c) Question: The property owner downdrift of the inlet in ques- 
tion is worried about the interruption in longshore transport due to the 
trapping of sand in the dredged channel. If d« = 5.1 meters, what will 
be the maximum reduction in bypassing rate? 

(d) Solution: From equation (17), the maximum reduction in by- 
passing will equal the maximum trapping rate right after dredging for 
the case of m - 5/2 (constant discharge). 

Max Trapping Rate = RQ [1 - (d1/d2)
2'5] (28) 

= 1250 [1 - (2.5/5.I)2'5] 

= 1040 cubic meters/month 

This type of calculation can indicate the rate at which downdrift 
beaches need replenishment following dredging, if the dredged material 
cannot be placed directly on the downdrift shore. 

SUMMARY 

The basic contribution of this paper is to provide an organized 
method of computing the duration of project depth in a channel 
overdredged through a tidal inlet. 

The duration of project depth, t is predicted by equation (22). 
To solve this equation, the following data are required: the con- 
trolling depth before dredging, the project depth needed for navigation, 
the proposed depth of dredging, and the length and width of the channel. 
These parameters are defined in Figures 2 and 3 as di, d , d^, C, and W, 
respectively. In addition, the longshore transport above the depth do 
must be known, and the effect of dredging on the ebb velocity in the 
channel must be estimated (the value of m in equation (15)). 

The analysis developed here can be used for the following practical 
problems: 

a. computing the duration of project depth (use equation (22) or 
Tables 1 or 2). 

b. testing whether a proposed depth of dredging will last a 
desired length of time (see example 1). 
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c. estimating the decreased rate of bypassing caused by a given 
channel (see example 2). 

Based on the techniques used here, a typical shallow draft channel 
across the ebb tide delta has a lifetime measured in months, but due to 
bypassing the life of the channel is significantly longer than would be 
the case for complete trapping of longshore transport. 
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DREDGING TO MINIMIZE WAVE  PENETRATION  INTO A HARBOUR 

BY 

H.P.RIEDEL1 & A.P.BYRNE2 

ABSTRACT 

Wave protection within a new harbour development has been achieved 
by shaped dredging in place of long breakwaters. The dredging 
shape was initially established through wave refraction 
calculations and then confirmed and optimized in a physical three 
dimensional model. The cost of additional dredging for the 
specified shape was A$100,000 compared to estimated breakwater 
costs of A$l,000,000. 

1.  INTRODUCTION 

For the development of offshore gas reserves near Dampier, 
northern Western Australia, the developers, Woodside Offshore 
Petroleum, required a supply base harbour to be established. A 
harbour site was selected at the southern end of Mermaid Sound. 
See Figure 1. The site is protected from Indian Ocean swell and 
subjected to a relatively mild short period wave climate because 
of limited fetches. However, the area is subjected to cyclones 
with their associated winds, waves and storm surge. 

The harbour site has natural protection from three sides and is 
only directly exposed to waves on the western side. Preliminary 
design had allowed for a breakwater to provide protection from the 
west. During detailed design, shaped dredging was investigated as 
an alternative to breakwater type protection. 

As an aid to design of the facility, a three-dimensional physical 
model had been constructed to optimise the layout with respect to 
wave protection and to assist in the determination of design waves 
for seawall, revetment and breakwater design. In the modelling 
process it was found that a conventional channel approach as shown 
in Figure 2 tended to concentrate wave energy in the northeast 
corner of the basin, A breakwater length of approximately 200 
metres was required to reduce waves to an acceptable height in the 
basin during cyclones. 

B.E.,   M.Sc,   Ph.D.,   Riedel   &  Byrne  Consulting  Engineers   Pty., 
Ltd., Melbourne, Australia. 

B.E.   Riedel   &   Byrne   Consulting   Engineers   Pty.,    Ltd.,   Perth, 
Australia. 
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Figure 1.      Location Diagram 
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It was therefore decided to investigate the possiblity of reducing 
wave heights by shaping the entrance channel so that it would act 
as a diverging lens. Initially, variations in channel shape and 
alignment were investigated by mathematical wave refraction 
calculations. These calculations indicated that shaped entrance 
channel  dredging would reduce wave heights in the basin. 

The calculations were confirmed in the physical model where both 
refraction and diffraction could be simulated. 

2.       CONCEPTUAL  SUPPLY  BASE  LAYOUT 

The layout shown in Figure 2 was chosen to utilise the natural wave 
protection in the lee of Phillip Point. The alignment and position 
of the basin was primarily controlled by geotechnical constraints 
so that rock dredging was minimised. The channel alignment and 
width were chosen to minimise the extent of dredging keeping in 
mind safe navigation for the vessels using the supply base. 

Whilst the supply base design required that damage be negligible 
for a cyclone of 50 year return period intensity, it was not 
intended to provide a haven for vessels during a cyclone. There 
were therefore two sets of design criteria for wave activity in the 
harbour: 

(i) that wave heights along the supply base wharf be less than 
0.5 metre aligned with berthed vessels or less than 0.3 
metres beam on for operational   (non-cyclonic) conditions. 

(ii) that wave heights be minimised to give the most economic, 
safe design of revetments and breakwaters for cyclonic 
conditions. 

The design wave for operational conditions is generated from the 
western sector with H •    = 0.9 m and a wave period of 3.5 seconds. 

Cyclone generated waves can arrive at Phillip Point from any 
direction between west and north. The largest and longest period 
waves arrive from the north and are generated outside Mermaid Sound 
and propagated to the site. The supply base is well protected from 
these waves. Shorter period waves are generated within Mermaid 
Sound. For cyclone conditions these have a significant wave height 
of 2.5 metres and period of 5 to 6 seconds. 

The conceptual layout provided satisfactory wave conditions for 
operational conditions. However, for cyclone generated waves 
approaching from the west, wave heights at the northeast corner of 
the basin were large and for some test conditions even amplified. 
Without a breakwater at Phillip Point, waves as high as 3 metres 
were recorded. 
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In order to reduce waves to a nominal 1 metre height, a 200 metres 
long breakwater would have been required. The 1980 cost estimate 
was A$l million. 

3. ALTERNATIVE CHANNEL DESIGNS 

Since in the physical model it was apparent that the navigation 
channel was focusing wave energy into the basin, methods of 
altering the channel were investigated in the hope of reducing the 
breakwater length. Wave refraction calculations were carried out 
for several channel alignments and finally for a channel with a 
large hole dredged in its northern side. Figure 3 shows the range 
of channels used for wave refraction calculations. The refraction 
calculations indicated a significant improvement for both a 
straightened channel and a channel with the adjacent dredged hole. 
Figure 4, a typical forward ray refraction diagram, shows the 
diverging lens effect of the dredged hole. 

The refraction calculations excluded the effects of diffraction and 
wave reflection which would be expected to have some influence. 

These calculations were sufficient to show that wave heights could 
be reduced significantly in the harbour basin by redesigning the 
approach channel. Confirmation of these calculations was necessary 
in the physical model where the effects of diffraction and 
reflection were included. 

4. MODEL TESTING 

The dredged hole was modified to a shape shown in Figure 5 which 
could realistically be dredged. Extensive model tests were then 
conducted in the three dimensional physical model at an undistorted 
scale of 1:100. Both the straightened channel and the channel with 
the adjacent dredged hole were modelled. A total of 75 tests were 
completed to investigate the two channels and the improvements in 
wave conditions inside the harbour with a range of breakwater 
lengths. Earlier modelling had been conducted on the channel shown 
in Figure 2. 

Figure 6 shows the 2 metre wave height contours in the harbour 
basin for the original channel and the two improved channel shapes 
identified by the refraction calculations for a typical test 
condition. The approach channel with the adjacent dredged hole gave 
consistently calmer wave conditions than a straightened channel to 
the harbour basin. This channel was chosen for detailed model 
testing and design and resulted in the design wave for the 
revetments being halved in height without the need of a costly 
breakwater. 

Earlier model testing had shown that a 200 metre long breakwater 
was required to reduce the design wave heights to these levels with 
the original approach channel. 
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!• 

Figure 2.       Initial Approach Channel 

Seawall 

Dredge   Channels 

     With  hole  on northern side 

—     Original 
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./ 

Figure 3.  Channels Used in Wave Refraction Calculations 
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Figure 4.      Typical  Wave Refraction Diagram for Preferred Solution 

Figure 5.      Design Approach Channel 
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Figure 6. Comparison of Wave Height Contours for Typical  Cyclone 
condition. 

5.      ECONOMIC CONSIDERATIONS 

For the operation of the supply base there was no need for a 
breakwater under non cyclonic conditions with the original channel. 
However, during a cyclone if the breakwater were not present the 
revetments lining the harbour basin would have had to be 
constructed of much larger rock and to a higher crest elevation if 
damage during a cyclone were to be negligible. This would have 
required higher levels of reclamation so that the additional cost 
would have been in excess of A$0.5 million. Also any future 
extension of facilities to the eastern side of the basin would need 
to be designed for these high waves. 

A 200 metre long breakwater would have cost about All million in 
1980. 

By comparison, a dredge hole positioned so that all material to be 
removed was relatively soft and easily dredged with available 
plant, cost about A$I00,000. The dredging of the hole was an 
extension of dredging that had to be carried out for the approach 
channel  regardless of the final  design. 
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6.      CONCLUSIONS 

Shaped dredging can be an effective method of changing wave 
conditions in the lee of the dredged area. For the North West Shelf 
project it was possible to effect substantial cost savings by the 
use of shaped dredging rather than a breakwater to provide wave 
protection for the Supply Base. 

Caution must be applied to ensure that shaped dredging does not 
cause an unacceptable worsening of wave conditions adjacent to the 
site under investigation. 

Dredged entrance channels and harbour basins may have a profound 
effect on waves propagated over them. The effects of wave 
concentration should always be checked in the design stage. 
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Flume test data is presented for the depth of scour in deep water near a vertical cylinder 

placed in a uniform sand and a fine calcareous ocean sediment. The ratio of the depth of 

scour to the cylinder diameter at equilibrium is shown to depend only on the ratio of the 

shear velocity to the critical shear velocity at which bed motion is initiated. 

Protection against scour by placing collars around the cylinder is shown to be of marginal 

value. 
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1 INTRODUCTION 

Scour around cylindrical piles has long been of importance in the design of bridge piers 

and ocean jetties (Durant Claye 1873). In most cases investigators have emphasised the 

influence of the water surface effects and further, most tests have been carried out with 

sand as the foundation material. With the growth of the off-shore industry there is an 

increasing need to estimate scour around piles in water which is many pile diameters deep 

and where the foundation material is made of calcareous particles of a fine sandy 

consistency by the ocean.   Further, scour tolerances on off-shore structures are such that 

attention must be 

focused on the range of shear velocities from the inception of scour to values at which 

bed load motion commences. 

Such data do not appear to exist and this need has led to the above general investigation 

of scour around plain vertical circular cylinders and cylinders with protective collars. The 

sediment used is typical of that found along the whole of the Western Australian 

continental shelf in water between 50m and 200m (see H.A. Jones 1973). The photograph 
in Figure la shows that the particles are an approximate size of 0.1mm, are angular in 

nature and possess irregular shapes. A typical size fraction of these sediments is shown in 

Figure lb and Figure lc shows the size fraction of the fine river sand used in the control 

experiments. 

Recent measurements of velocities very close to the ocean bottom (Caldwell and Chris 

1979) have revealed that the bottom boundary layer possesses a "law of the wall" region 

above the viscous sublayer in which the familiar velocity scaling, 

u =     2.5u* In z 

is applicable, where u is the velocity, u# is the shear velocity, z is the vertical distance 

from the bed and z is the bottom roughness parameter. These measurements imply that 

a useful experiment of the scour depth may be carried out in a laboratory flume, provided 

the depth of water is kept large compared to the cylinder diameter. 

The dominant feature responsible for scour around a pile is the large scale eddy system 

created by the pile itself. It is generally accepted that this eddy system causes the scour 

around the pile to commence at about half the critical threshold velocity. Shen, 

Schneider  &   Karaki   (1966)   reported  that  depending  on  the  pile   type  and  free  stream 
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conditions, the eddy structure may be broken down into regions of a forward horseshoe 

vortex, a wake vortex amalgamation and a trailing vortex system. 

The horseshoe vortex filament is the major influence on scour around a cylindrical pile. 

The variations in the intensity of the horseshoe vortex and in the strength of the 

downflow, and the interaction between them were examined qualitatively by Melville 

(1975) and reinterpreted by Jain & Fischer (1979). 

The horseshoe vortex was reported to be initially small and comparatively weak. When 

the scour hole forms, however, the vortex rapidly grows in size and strength as additional 

fluid attains a downward component and the strength of the downflow increases. The 

expanding cross sectional area increases but, at a decreasing rate as the scour hole 

enlarges. The rate of increase in the cross sectional area is controlled by the quantity of 

fluid supplied to the vortex from the downflow ahead of the cylinder. This downflow is 

determined by the free stream velocity. 

The scour resulting from this flow pattern leads to an increasing depth of scour with 

increasing flow velocity. However, as shown by Shen et al (1969), there is some doubt 

whether scour continues once the critical shear velocity is exceeded. Their results are at 

variance to those of Jain and Fischer (1980), but there is some evidence that once an 

active bed load has been established the rate of filling equals the rate of scouring and a 

type of scour equilibrium is reached. The reader is returned to the article by Breusers, 

Nicollet and Shen (1977) for a good comprehensive summary. 

Thomas Zdenek (1967) examined the influence of protective collars and presented data for 

two collar sizes. The results showed that scour still occurred around the pile under the 

collar but of a lesser depth. With the collar directly on the bed at u# = u^ and D /b = 3, 

where u^ is the critical shear velocity, D is the diameter of the collar and b is the 

diameter of the cylindrical pile, the scour depth was reduced to 24.6% of the scour which 

was recorded when no collar was present. 

A similar reduction was observed by Tanaka and Yano (1967). 

Scour around deep ocean structures can thus not be determined from previous work. 

Little data exists for small surface Froude numbers, although an introductory discussion 

may be found in Carstens and Sharma (1975). Experiments on interlocking-type soils in 

flows with a small surface Froude number are thus required. Such an investigation was 

carried out and is described in this paper. 
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Z EXPERIMENTAL DESIGN 

Scour behind a vertical cylinder depends on the sediment structure and composition, the 

mean velocity field, the turbulent velocity field in the water column and the shape of the 

structure. Defining the depth of scour as d and the diameter of the cylinder as b it is 

possible to write, 

ds/b = f(ut> u*c, u  ,g',d50,h,v) (1) 

where u# is the shear velocity, u*    is the shear velocity at which bed motion is initiated 

over an unobstructed bed, u    is the free stream velocity, g' (= (Hfi- )g) is the effective 
P 

acceleration  due  to  gravity  of   the   sediment   particles,   Ap     is   the   density   difference 

between the sediment and the water,   p    is the density of the water, d_n is the median 

particle size, h is the depth of flow and v is the kinematic viscosity. 

In writing equation (1) it is assumed that the sediment structure and particle size 

distribution are characterised by the parameters u^ and d,.-. Cohesive soils are not 
considered in the present discussion. Further, the mean flow profile and the turbulent 

kinetic energy field are assumed to be that described by the "law of the wall" and so are 

completely characterised by the shear velocity u%. 

Invariance to a transformation of the dimensions requires that equation (1) may be written 

in the form: 

ds/b = f(u«/u,c, u»2/g'd50, h/b, ub/v, d50/h), (2) 

where the dimensional groups have been chosen to reflect the most likely force balances. 

In the order in which the groups appear in equation (2) the following interpretations are 

noteworthy: 

a) u.j./ujj.    is the ratio of the applied shear velocity to the value at which motion is 

initiated on a flat bed. This ratio captures the influence of the drag force exerted 

by the flow on the sediment bed as a fraction of the stress required to move the 

sediment without flow disturbances due to the structure. Scour usually commences 

at shear velocities well below the critical value because the cylinder induces a 

locally higher value immediately adjacent to the perimeter. The value of u + 

captures the erosion resistance characteristics of the sediment and so will not only 

depend on the sediment type and size, but also on its gradation and the final 

packing. 
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^ u*  /g'^ert is the ratio of the inertia force on a sediment particle associated with 

the turbulent fluctuations of the flow to the effective weight of a sediment 

particle. The turbulent fluctation possesses velocities of the order of u^ and so the 

inertia term is merely a reflection of the form drag (pressure 0( p u# ) multiplied 

by the area presented by the particlel on the sediment particle. 

h/b is the depth to cylinder diameter ratio. The importance of this parameter lies 

in the fact that as this boundary layer flow is intercepted by a vertical structure, 

the stagnation pressure at the leading edge of the structure will vary from p u in 

the core flow to 0 at the sediment base. This pressure difference is experienced by 

the flow over the velocity transition layers leading to a vertical pressure gradient 

at the leading edge of the structure of 0( pu ). This pressure gradient induces a 

vortex motion of radius r which is swept around the pile forming a trailing vortex 

pair in the wake of the structure. The velocities associated with this trailing 

vortex pair combine with the mean flow causing a local increase of u^ in the 

immediate lee of the structure. 

3 
ub/v is the cylinder Reynolds number.   For Reynolds number larger than about 10 

little effect may be expected until a value of 10    is reached,    F6r values greater 
5 

than 10  , the separation is retarded by the turbulent boundary layer and the rear 

wake is somewhat  narrower  than  that  which  would be  expected  from  a laminar 

boundary layer.    The pressure field in the wake arising from  this separated flow 

combines with  that   from  the  trailing vortex pair  to produce  the  observed  total 

flow. 

dj._/h is the relative roughness of the bed material. In coarse materials this 

parameter determines the turbulent structure in the bottom boundary layer. For 

the calcareous sediment and the sand under study the median diameter d,-^ ranges 

from 0.04 - 0.125mm and 0.25mm respectively implying that for smooth flat beds 

the flow is hydrodynamically smooth and the parameter d-^/h is of minor 

importance. For strongly roughened or pitted surfaces, however, a new parameter 

e/h must be added. The variable e is used to designate the roughness height of the 

undulations. 
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In the strictest sense the depth of scour will depend on all of the above parameters 

as well as possibly the sediment structure. However, interest here is centered 

around deep water structures for which h/b is large. Assuming experiments are not 

carried out at the critical Reynolds number, it may thus be expected that equation 

(2) reduces to the form: 

d /b   =   f(u*/u#  , u*  /g'd (3) 

and   all  other   variables   would  be   small   scale   effects.     The   experiments   were 

designed to investigate the form of the function in equation (3). 

General arrangement of test Hum 
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3 EXPERIMENTAL PROCEDURE 

The model tests were carried out in the Hydraulic Laboratory of the Department of Civil 

Engineering at The University of Western Australia. The experiments necessitated the 

construction of a 20m tiltable glass walled flume, the installation of a pitot-static tube 

and the design of sediment sample preparation techniques. 

Experimental Flume and Apparatus 

The general layout of the experimental test flume is shown in Figure 2. The flume 

consisted of a 20m long test section with a cross-section 600mm wide and 480mm deep. 

All tests were carried out with the flume in a horizontal position. The supply of water for 

the flume came from the laboratory storage tanks beneath the laboratory floor and was 

routed to the header tank of the flume via two pumps. Under normal operating conditions 

the system allowed the level in the flume to be kept constant to approximately +2mm. 

From the header tank the water moved through a converging entrance into the flume 

section through a multiple pipe diffuser installed in the first bay of the test section. The 
purpose of the pipe diffuser was to dissipate any wave action and uneven flow that may 

have arisen from the introduction of the water into the header tank. 

The normal way of operating the flume was to set the downstream sluice gate at 

predetermined openings (15mm, 30mm, 50mm, 85mm, 100mm and 115mm) and then to 

adjust the two valves at the inflow to yield a full depth test. In this way it was possible to 

repeat experiments with almost identical flow conditions. 

The flume was fitted with two surface rails accurately aligned allowing equipment to be 

positioned accurately within the flume. The pointer gauge, the pitot tube and the test 

section were all fitted in the flume from specially constructed trolleys running on the 

rails. 

In order to be able to fit a 100mm deep sediment tray into the flume bed for the tests, it 

was necessary to construct a false bottom for most of the upstream part of the flume. 

This false bottom was constructed for 3m upstream and lm downstream of reinforced 

P.V.C. sheeting. Upstream of this the flume bed was lined with bricks which were 

covered with a thin grout to yield constant depth of flow. The false bottom was painted 

and then while the paint was still wet, sprinkled with dry sediment. After drying, the 

surface remaining on the paint very closely resembled a smooth sediment surface with the 

same roughness properties as the sediment itself. Great care was taken to ensure that all 

the joints were smoothly aligned and that the sediment test section which fitted into the 
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false bottom through a cavity was accurately placed. The small gaps left were filled with 

plasticine to ensure a smooth, flat bed. 

Sediment Tray 

It was realised at the outset of the experiments that it would not be possible to deposit 

sediment in the total length of the flume. Although this would have been advantageous in 

that it would have allowed tests to be carried out above the critical shear velocity, the 

logistics for obtaining such large quantities of deep ocean sediment and further of 

depositing the sediment in the flume made this impracticable. It was therefore decided to 

construct a test pan 100mm deep and lm long which fitted across the flume. The 

material was sieved and redeposited into this test tray as described below after which 

time the tray was lifted with a small crane and positioned into the cavity of the false 

floor. The tray was constructed of reinforced fibreglass with a strong structural base to 

ensure no movement of the tray base occured during installation of the tray. 

The Pitot Tube 

The velocity in the flume was measured with a standard pitot-static tube with an outside 

diameter of 4mm. The pressure difference in the pitot tube was measured with a 

differential manometer. This manometer was filled with turpentine which had a specific 

gravity at room temperature of 0.808. The use of turpentine and water allowed accurate 

measurement of velocities even down close to the viscous sub-layer. The surface tension 

effect was minimised by choosing 10mm diameter tubes for the manometer. This meant 

that the instrument also had a large damping time allowing easy determination of the 

mean velocity profile. 

Test Cylinders 

The test cylinders were straight circular cylinders with diameters of 25mm, 50mm and 

100mm with and without circular metal collar discs 3mm thick. The discs had diameters 

twice, three and four times the diameter of the cylinders and were made to allow for 

positioning at various heights above the upper surface of the sediment when the model 

structure was in position. 

The leading edge of each of the model cylinders was fitted with a sharp V lip which was 

ground to a very fine edge in order that the whole circumference of the model would cut 

through the sediment with minimum disturbance during installation. A small hole was 

drilled through the upper flange of the model to allow the air to escape as the cylinder 
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was inserted into the sediment. This avoided possible compaction of the soil within the 

centre of the cylinder and the consequent disturbance of the soil adjacent to the cylinder 

wall by bearing capacity failure. 

Sample Preparation 

The 100mm thick calcareous sediment samples were prepared by a wet "sand rain" 

technique in an attempt to reproduce the natural method of in-situ deposition of the 

coastal sediments. This method is similar to the conventional dry "sand rain" technique 

used for uniform granular samples (Jewell et al (1980)). 

A mass of 1.00kg of the sediment which had been packed wet and sealed after collection 

at sea was wet further to a moisture content of approximately 60% and moulded into a 

slurry. This slurry was spread uniformly onto a No, 14 mesh screen of exactly the same 

dimensions as the sample tray and then washed through the sieve with fine water jets into 

the tray below. After allowing at least 45 minutes for the finest particles to settle, all 

water more than approximately 5mm deep over the sample was siphoned off and the next 

layer was rained in until the prepared sample was at least 5mm above the top of the tray 

top lip. When the sample was required in the flume for testing, the excess water was 

siphoned off, the skirt removed from the tray and the soil above the top lip of the tray cut 

off. This was achieved by moving a vibrating cutter fitted with a vacuum system across 

the top of the tray producing a smooth surface without evidence of tearing or drag marks 

on the sample surface. The prepared sample tray was then weighed and lifted into the 

flume for testing. The average void ratio achieved by this method in the large sample 

trays was 1.73 which was somewhat higher than the understood typical field value of 1.35, 

with the layering and structure being reproduced rather well. 

The control tests were carried out with clean, dry, uniform sand sieved to provide a d-„ of 

0.2mm. This was poured slowly into the sample tray which had previously been filled with 

water, vibrated vigorously on a vibrating platform normally used for preparing concrete 

test cubes, trimmed to height with a straight edge and then lifted into the flume for 

testing. The particle size distribution for this sand was almost linear between 0.125mm 

and 0.3mm. 

Flume Performance 

In order to verify the performance of the flume a number of tests were carried out to 

check the logarithmic profile above the smooth plastic false bed, the fixed sand sediment 

bed and the actual sediment tray.   Table 1 summarises the results from this test and gives 
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the flow depth, the water temperature, the flow velocity at 100mm, the shear velocity as 

calculated from the slope of the velocity profile, the measured roughness as calculated 

from the intercept of the velocity profile with the velocity axis and the last column gives 

the ratio of the measured roughness length, z to that predicted for a smooth bed. The 

velocity profiles were logarithmic as shown in Figure 3, and in general the effective 

roughness was in good agreement with the theory (see Table 1). 

Test Results 

All together 22 scour tests were carried out with the following configurations: 

a) Circular cylinders in uniform sand. 

b) Circular cylinders in ocean sediment. 

c) Circular  cylinders with a circular collar disc at the level of the ocean sediment 

surface. 

d) Circular  cylinders  with  a  circular  collar disc  at  a given distance  off  the ocean 

sediment surface. 

In each case the soil tray was placed into position and the flume carefully filled with 

water with the sluice gate closed. The model cylinder was then inserted into the 

sediment, care being taken not to unnecessarily disturb the sediment. The tests were 

started by setting the sluice gate to a 15mm opening and adjusting the depth of flow with 

the upstream valves. Normally, tests were carried out with sluice gate openings at 15, 30, 

50, 85, 100 and 115mm. Each test was recorded on video tape for later reference. The 

velocity corresponding to each sluice gate setting was measured at a height of 100mm 

from the channel floor with the pitot tube attached to the manometer and the shear 

velocity was determined by assuming a logarithmic velocity profile. The scour contours 

were sketched as the experiment proceeded and the depth of the deepest scour hole was 

recorded for each equilibrium situation. The velocity was raised in the channel until 

either scour had reached the sediment tray bottom (100mm) or until the shear velocity 

was equal to or a little greater than the critical shear velocity. Tests for shear velocities 

above the critical value could not be carried out as the experimental apparatus had no 

provision for upstream sediment replenishment. 
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4 RESULTS 

The Critical Shear Velocity 

The critical shear velocity is defined as that shear velocity at which the particles on the 

bed begin to consistently move. In the case of the sand bed the initiation of motion was 

well defined and little ambiguity existed regarding the determination of the critical value 

of the velocity. Two separate tests, specifically conducted to determine the critical 

shear velocity, yielded values of 13mmsec and 15mmsec respectively. These values 

may be compared with the prediction from the Shield's diagram (Vanoni, 1975) of 

13mmsec for a uniform sand of 0.2mm median diameter. A value of 13mmsec was 

chosen for the data reduction of the sand scour tests. 

The determination of the critical shear velocity for the calcareous sediment was made 

difficult by the very patchy nature of the initiation of the bed particle motion. Distinct 

from sand this material formed small scour depressions when close to the critical shear 

velocity. These depressions deepened to about 1mm and widened to an elongated ellipse 

with a size of about 300mm in length and 10mm wide. At this stage further movement 

stopped and the activity shifted to other parts of the bed. It was therefore difficult to 

judge the exact value of the critical shear velocity, but two test trays yielded critical 

shear velocities of Z4mmsec and 23mmsec respectively. During the whole range of 

the other scour tests conducted these values were repeatedly confirmed and so a critical 

velocity of 23mmsec     was chosen for all the data reduction. 

This value of the critical shear velocity for the calcareous sediment may be compared to 

the prediction of 12mmsec from the Shield's diagram for a uniform sand with an 

equivalent diameter of 0.06mm. The calcareous sediment therefore derived from the 

interlocking of the particles an appreciably higher resistance to erosion than sand of 

equivalent size. 

Scour Near A Circular Cylinder:   Sand 

Three sand scour tests were conducted mainly as control to enable comparisons with 

published data. 

The scour patterns from all the tests were geometrically similar. The final depression for 

a test with the 50mm diameter cylinder is shown in Figures 4a and 4b where it is seen that 

the majority of the material which scoured out from near the cylinder was redeposited 

immediately to the rear of the scour depression. 
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Sketch of sand scour depression contours around 50mm cylinder at maximum uA. 
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The vortex motion and turbulence was seen to lift the sediment into suspension near the 

cylinder wall and the mean current carried the material out of the depression. This 

removal of material from the base of the depression always resulted in a slope adjustment 

further up the depression which replenished the areas where scour had taken material 

away. This process, as shown in Figure 4a, was symmetric and the scour depression was 

cone-shaped. Interesting radial depressions formed around the perimeter of the cone due 

to the presence of radial vorticity, but no detailed investigation of this mechanism was 

undertaken (see Figure 4b). 

The equilibrium maximum scour depths are shown in Figure 5 for the tests with 25mm, 

50mm and 100mm diameter cylinders. The data was plotted according to equation (3) and 

it is seen to display a linear trend with scour commencing at a value of u^/u^    = 0.5. 

Scour Near A Circular Cylinder:   Sediment 

The evolution of scour was characterised by a beginning of scour at the rear and either 

side of the cylinder. This happened at a u^/u^ of approximately 0.3 to 0.4. As the 

velocity in the channel was raised the scour depression deepened at the rear and moved 

forward around the perimeter of the cylinder. The mode of deepening was similar in all 

cases. Small depressions would form locally, deepen up to 5mm and then broaden to the 

outer boundary of the depression. This led to sheet like striations at the edge of the scour 

depression as is seen in Figure 6a. This photograph also clearly shows a local depression 

next to the cylinder in the deepest part. The forward bank tended to be very steep and 

the spoils from this scour did not resettle in any of the experiments, but were swept 

downstream into the sump (see Figure 6b). This is further evidence that the particles 

interlock, giving the bed an erosion resistance far greater than the equivalent sand. The 

shear stress required to break this interlocking is considerably higher than that required to 

transport the particles once loose. This is in contrast to the sand case, in which the 

scoured sand was mostly deposited immediately in the lee of the scour depression 

indicating that the scour stress was only marginally higher than the transport stress. 

The thickness of each scour layer evident in Figure 6a is many times greater than the 

individual layering introduced during sample preparation and it is not likely that the 

sample preparation formed the layers. 

It is seen from Figure 7 that the data from the different tests form a linear correlation 

between d /b and u^/u* independent of the internal particle Froude number. The line of 

best fit is given by the equation: 
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Dimensionless plot of scour depth against the shear velocity for a circular cylinder 

in 100mm deep sand. 

FIGURE  5. 
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dg/b  =  Bfu^/u^ - 0.374) (4) 

where the constant B = 2.18. 

Effects of Collars on Scour Depth 

Visualisation of the flow with dye streaks clearly showed the formation of a horseshoe 

vortex around the front of the cylinders which was then swept around the perimeter of the 

cylinder. In the wake the vortex filaments combined to give a fairly confused wake with a 

peak outward flow at the bed of about half diameter in the lee of the cylinder and spaced 

approximately one third cylinder apart. 

It was postulated that placing a metal collar around the cylinder should protect the bed 

from this increased flow intensity and so a series of experiments were conducted with 

differing collar to cylinder diameter ratios and at three levels; tests were carried out 

with the collar level with the bed, 20mm from the bed and one with the collar at 60mm 

from the bed. 

Scouring for all collar ratios, with the collars at bed level, started at a u^/u.,. of about 

0.4 with this initial scour occuring downstream of the collar within the wake region. 

Initial scour did not occur as for the plain cylinder but rather resembled a surface 

scraping process in the wake region well away from the collar perimeter. As the flow was 

increased, the scour area widened and moved upstream up to the collar eventually 

undermining the downstream half of the collar area. For collar to cylinder diameter 

ratios of 3 and 4 the scour depression widened very considerably as seen in Figure 8, 

leading to a depression width of 2-3 times the diameter of the collar. Reduction of the 

diameter ratio led to progressive movement of the scour depression upstream under the 

collar into the cylinder. For the case of a ratio of 2 scour occured around nearly three 

quarters of the cylinder immediately below the collar. 

The equilibrium depth for a particular shear velocity was always achieved by a central 

deepening and then a progressive widening. The final scour depths are shown in Figures 

9a, b and c for the different collar to cylinder diameter ratios. 

From these diagrams it is seen that scour commenced at much the same value of u^/u,,. 

as with no collar, but the rate of scour was slower until d /b of about 1 where upon scour 

seemed to increase.    Although it was not possible to attain in the present facility, the 

data indicate a trend back towards the cylinder without collar curve for ratios of d  /^ 
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larger than about 1. The scour retardation seemed to be more marked the larger the 

value of d /b. 

To investigate the transition back to the plain cylinder case, the effective d was 

increased by raising the collar 20mm above the sediment bed. The results from these 

tests are shown in Figure 10. All ratios of d /b are included and it is seen that there is a 

general trend back to the plain cylinder line until at d /b of about 1.5 the scour depth is 

back to that found in the plain cylinder case. The scour process in the raised collar tests 

differed very little to that described above for the level collar tests. For the ratio d /b = 

3 and 4 the scour developed at the perimeter of the cylinder after which it became 

localised in the region directly under the collar. For the ratio d /b = 2 the scour was very 

erratic, most probably due to the added turbulence caused by the edges of the collar. 

The tests with the 50mm diameter cylinder indicated a disappearance of the effect of the 

collar at d = 75mm to 80mm. Subtracting the 20mm, would imply that a 50mm diameter 

cylinder with a collar at 60mm height would show no effect of the collar. The results 

shown in Figure 10 substantiate this conclusion, indicating that the horseshoe vortex is 

affected by plates or collars for a distance above the bed of about 1.5 times the cylinder 

diameter. This is considerably larger than the horseshoe vortex diameter ratio of 0.25 

predicted by Qadar (1981). 
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5 DISCUSSION AND CONCLUSION 

The work carried out in the present investigation has brought to light the importance of 

the parameter u^/u^ for the-determination of the depth of scour. It appears that the 

other parameter, the internal sediment Froude number, plays only a minor role. In order 

to test this hypothesis further, all available data from the literature for circular cylinders 

in model tests were reduced onto the same graph. Figure 11 is the resulting variation, 

with the data plotted being obtained directly from the publications of Breusers (1977), 

Chabert and Engeldinger (1956), Jain and Fischer (1980), Qadar (1981), Shen et al (1966) 

and of course the present results. The experimental data plotted in Figure 11 is listed in 

Table 2 and is from tests the details of which are included in Table 5. The soil types 

range from the present calcareous sediment with a d,-n .= 0.06mm through sands varying in 

diameter   from   0.2mm   up   to   a   maximum   diameter   of   3mm   (test   of   Chabert   and 

Engeldinger (1956)).   This means that the range of u*    covered in Figure 11 is from about 
-1 -1 C 

12mmsec       to   about   35mmsec    .      Similarly 

covered by the data is from 25mm to 200mm. 

12mmsec       to   about   35mmsec    .      Similarly   the   range   of   cylindrical  pile   diameters 

Only those data which represent ratios of flume depth to cylinder diameter of greater 

than 3 were included in the presentation. An exception to this case is some of the data 

from Shen et al (1966) which included ratios marginally smaller than three. However, 

these values were corrected for the smaller depth to diameter ratio by a formula 

suggested by Breusers et al (1977) who postulated the depth of scour to the depth to 

diameter ratio d /b = 1.5 tanh h/b. 

All the data show a very definite trend about the line of best fit derived from the 

sediment experiments (Figure 7). The scatter is not unusually severe for sediment 

transport or scour type experiments and it is believed that the most important correlation 

is captured in Figure 11. This means that the influence of different void ratios, soil 

structure and soil scour on the resistance is all provided for through the value of the 

critical shear velocity. 

Unfortunately there is very little data available from larger laboratory experiments or 

from bridge pile monitoring of large depth to cylinder diameter ratios, and for values of 
u*/u# *ess tnan unity. The work by Qadar (1981) would indicate that the horseshoe 

vortex diameter is determined by the diameter of the cylinder and to a much smaller 

degree by the height of the bottom shear region. This would suggest that the present 

results should scale to prototype situations. However, the present results suggest a 

considerably larger vortex diameter than predicted by Qadar (1981). 
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The  mechanisms  for  scour in the sediment  and in the sand were discussed in section 4 

where the very different nature of the two mechanisms was pointed out.   In the case of 

sand, scour is achieved by the suspension of the  material and subsequent slumping.    By 

contrast, in the case of the sediment it appeared that the eddying in the horseshoe vortex 

caused local scour which deepened at first and then broadened to form a sheet like scour 

depression.   The failure of the soil was much more by lateral or horizontal scouring by the 

fluid as it swept past the near vertical sediment walls.   There was very little evidence of 

the sediment slumping at any stage of the scour process.   It is therefore quite remarkable 

that  the  sediment data and the sand data show  the same correlation between d /b and s 
u*/u* • l^is implies that, even though the mechanisms are different, it is the turbulent 

kinetic energy that is ultimately responsible for the scour. Similarly it is the single 

parameter u^    which determines the resistance of the soil to scour. 

Installation of a protective collar became effective for collars at least twice the diameter 

of the cylinder. However, even for the large collars, scour holes formed and deepened to 

a depth comparable to plain cylinders for u^/u^ larger than unity, but by the action of 

the wake rather than the horseshoe vortex. For collar diameters equal to twice the 

cylinder diameter the effect of the collar became negligible for d /b beyond a value of 

1.5. 
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INCIPIENT MOTION OF PARTICLES UNDER OSCILLATORY FLOW 

by 

L Lenhoff* 

ABSTRACT 

This paper is aimed at the establishment of a generally 
applicable criterion for the onset of grain motion under 
the influence of oscillatory flow.  Data from previous 
studies are used in a dimensional analysis and an empiri- 
cally derived relationship between the dimensionless para- 
meters R* (shear Reynolds number) and D* (dimensionless 
grain parameter) is proposed as a criterion to be used in 
coastal engineering problems. 

This study forms part of a larger programme by the Sediment 
Dynamics Division of the National Research Institute for 
Oceanology in Stellenbosch, RSA, which is aimed at the re- 
evaluation and updating of the input parameters and rela- 
tionships for the predictive equations for coastal sediment 
transport. 

1.    INTRODUCTION 

Coastal sediment transport formulae are based mainly on the 
transport formulae derived for uniform flow.  In contrast 
with the initiation of sediment motion under wave action, 
the conditions for movement under unidirectional steady 
flow have been widely studied by numerous researchers 
during the past years and well established criteria for the 
beginning of movement exist.  The applicability of the 
criteria for incipient motion under uniform flow to oscil- 
latory motion is, however, questionable. 

A number of excellent studies with respect to oscillatory 
flow have already been done.  The problem, however, is a 
complex one, mainly due to the numerous variables 
involved.  Therefore most authors preferred to base their 
criteria on experimental rather than purely theoretical 
analyses.  Although each individual study was obviously 
well designed and the results were very convincing, the 
different criteria are not always compatible, mainly due to 

Sediment Dynamics Division, National Research Institute 
for Oceanology, CSIR, Stellenbosch, RSA. 

1555 
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differences in experimental set-up and initial conditions 
employed.  The subsequent different ranges of applicability 
also make direct comparisons difficult.  Different authors 
also presented their results in different ways and for 
comparative purposes all the criteria should be written in 
the same form.  This was done by Silvester (1974) who 
calculated the critical near bed velocity at the onset of 
movement under specific boundary conditions, using the 
empirical formulae derived in a number of previous 
studies.  He concluded that little correlation exists 
between the different criteria, mainly because some 
criteria were used outside their ranges of applicability. 

Despite this apparent lack of correlation, it was never- 
theless felt that the vast amount of data which are 
available may still yield satisfactory results if they are 
analysed within a general theoretical framework and the 
results brought together on a single curve. 

All the relevant available studies were subsequently 
investigated with special emphasis on the quality of the 
data.  Aspects which were carefully looked at were, for 
example, the experimental procedure, sediment charac- 
teristics, parameters directly measured during the experi- 
ment and the authors' definition of incipient motion. 

2.   EVALUATION OF AVAILABLE DATA 

The data which were used in this study can be broadly sub- 
divided into four groups based on the experimental set-up, 
namely, those tested with: 

(i)  The simple harmonic motion of sediment particles 
through still water. 

(ii)  Water oscillating in a U-tube over bed material. 

(iii)  Progressive waves over bed material in a conven- 
tional wave flume. 

(iv)  Direct measurement of water movement on the sea 
floor due to surface waves, that is, prototype data. 

According to these four types of data, the different data 
sources which were used in this study can be grouped as 
follows: 
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Oscillating 
bed 

material 

Bagnold 
(1946) 

Manohar 
(1955) 

U-tube 

Ishihara and 
Sawaragi 
(1962) 
Carstens et 
al. (1967) 

Ranee and 
Warren (1968) 

Wave flume 

Vincent 
(1959) 

Horikawa and 
Watanabe 
(1967) 

Prototype 

Davies and 
Wilkinson 
(1978) 

DEFINITION OF INCIPIENT MOTION 

The determination o 
experiment is norma 
tunately the defini 
cut. Normally it r 
grains on the bed s 
found that at a cer 
were dislodged from 
a short distance fr 
ment of a few parti 
initial movement. 

f the actual onset of movement during an 
lly done by visual observation.  Unfor- 
tion of incipient motion is not clear 
elates to the proportion of moving 
urface.  Manohar (1955), for instance, 
tain critical velocity a few particles 
their position of equilibrium and moved 

om their initial position.  This move- 
cles in the top layer was defined as 

Vincent (1959) considered the initial motion condition to 
be characterised by the displacement of the very first 
grains. 

Carstens e_t a_l. (1967) defined incipient motion on a flat 
bed when approximately 10 per cent of the surface particles 
were rolling back and forth. 

Ranee and Warrent (1968) considered the dislodgement and 
small downstream movement of the first one or two grains to 
be the onset of motion. 

This variation in definitions 
comparative study.  Even when 
properly defined within a sing 
of the exact onset of motion i 
In addition, the particles in 
uniform size, and consequently 
largely dependent on the grain 
material.  This is clearly ill 
data of Davies and Wilkinson ( 
period stayed essentially cons 
tions, the measured horizontal 
pient motion varied by a facto 

is a major handicap in any 
the onset of motion is 
le experiment, the assesment 
s difficult and subjective, 
the sandy bed are not of 
the onset of motion will be 
size distribution of the bed 

ustrated by the prototype 
1978).  Although the wave 
tant during their observa- 
orbital velocity at inci- 
two. 
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4.   RE-ANALYSIS OF DATA 

As it is the purpose of this paper to bring data from 
different sources together on one universal curve, a 
considerable scatter must therefore be expected.  The 
question at this stage would be which parameters to use in 
the dimensional analysis to obtain the most acceptable 
results for application in coastal engineering studies. 
Various relationships have been used in the past to present 
the results of studies on incipient motion.  A typical 
example is the critical sediment number (Nsc) as defined 
by Carstens et aJL. (1967), namely. 

Doc 
f(T, D50, p„, f>g)        ...  (1) 

[As d D50) /2 

where Uoc  =  horizontal orbital velocity at bed at onset- 
of movement 

D50 = median grain diameter of bed material 

Pv,   =  density of fluid 

ps  =  density of material 

As  = relative buoyant sediment density 
(Ps-Pw)/Pw 

The main disadvantage of this parameter in defining 
incipient motion lies in the fact that it does not contain 
the bed roughness in any way and can therefore not be used 
for a unique determination of the critical shear stress. 
Since the sea bottom is normally rippled in the areas of 
coastal engineering interest, the ultimate goal would be to 
extend any incipient motion criterion to ripple bed 
conditions.  The sediment number can therefore hardly be 
unique for flat bed as well as rippled bed conditions. 

The parameters which were chosen for the graphical 
presentation of the data in this study are the shear 
Reynolds number R* and a dimensionless grain diameter 
D* (by analogy with Bonnefille and Pernecker (1966) where 

U* D50 
R*  • —7- ••• <2> 

,4sg, /3 
and  D*   =  (-j-)   D50 ...  (3) 

with  U*   =  shear velocity 

v   =  kinematic viscosity of fluid. 
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The  choice  of  R*  enables  the   inclusion  of  the  bed 
roughness   since 

V*        -      (^)1/2 •••    (4) 
1 2 

with  T  =  mean shear stress =  /4 p fw U0      •••  (5) 

and   fw =  f(a°/r) where 

ao = maximum orbital excursion from mean position 
of the motion of water particles at the bed 

r   =  bed roughness 

fw  =  wave friction factor 

The procedure by which the data were re-analysed depended 
for each set on the parameters which were directly measured 
during the original experiment.  In the case of oscillating 
bed material as well as the oscillating water tunnel, the 
angular velocity (u) and the horizontal displacement (a0) 
were usually directly measured at the onset of motion.  The 
subsequent determination of R* and D* in such cases is 
straighforward, using the standard relationships for simple 
harmonic motion and equations (2) an (3). 

In experiments which were done in conventional wave flumes 
the wave height (H), wave period (T) and the water depth 
(h) at the incipient motion condition were normally 
observed.  It was felt that all the data which were 
obtained by means of progressive waves should be treated in 
the same manner and for this purpose the Vocoidal water 
wave theory of Swart (1978) was employed.  A computer 
program which used the Vocoidal theory was written to 
calculate R* and D* for any combination of T, d, H, D50 
and ps. 

The generalised procedure of analysis may therefore be 
summarised as follows: 

(i)  Computation of the wave properties u0 and a0. 

(ii)  Computation of the bed roughness r using the 
following formulae: 

r  =  2 D90  (flat bed; Kamphuis, 1975) 

Ar 
r  =  25 Ar (T-^)  (rippled bed; Swart, 1976) 

where Ar =  ripple height 

Kr    =    ripple length. 
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(iii)     Computation  of  a°/r. 

(iv)     Computation of  orbital   Reynolds  number 

U0a0 

v 

(v)  Determination of the wave friction factor fw using 
empirical relationships based on more than 600 data 
sets (Swart, in preparation, 1982). 

(vi)  Calculation of R* and D* using equations (2), 
(3), (4) and (5). 

5.   RESULTS 

A total number of 643 data points consisting of combina- 
tions of R* and D* at the onset of movement were cal- 
culated in the above manner.  Figure 1 shows a logarithmic 
plot of the results together with a best fit curve through 
the data points.  This empirical curve was found to be very 
closely simulated by the following parabolic equation: 

log io R*  =  0,092(logi0D*)
2 + 1,158 log D* - 0,367 .. (6) 

It is also possible to test the validity of equation (6) by 
making use of laboratory and field measurements of sediment 
load under waves in conjunction with appropriate predictive 
sediment load equations which include an incipient motion 
criterion.  For this purpose the Ackers and White sediment 
load formula for steady flows, as modified for application 
in the coastal area (see Swart and Fleming, 1980) will be 
used. 

The original formula for the prediction of sediment trans- 
port rates under steady-state conditions was (Ackers and 
White, 1973): 

Vfg    VcgUr     (Fgr)crit 

m 

(7) 

where C, n, m and (Fgr)crit are 9rai-n size dependent 
parameters, for which empirical relationships are given by 
Ackers and White; Fgr is the sediment mobility = 

<U5fg Uic5>/(As 9 D35) /*; 
P is the stream power; Ur the resultant velocity (= u for 
steady state) and U* is the shear velocity = (x/p) /2; 
subscripts "fg" and "eg" respectively denote the "fine 
grain" and "coarse grain" versions of the properties.  The 
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FIG. I    INCIPIENT    MOTION   OF  SEDIMENT    PARTICLES    UNDER 
OSCILLATORY    FLOW -    EXPERIMENTAL     RESULTS 



1562 COASTAL ENGINEERING—1982 

value for fine-grained sediment is obtained by using the 
actual bed roughness r, as described before, whereas the 
value for coarse-grained sediment is obtained by using the 
grain size D35 instead of r in the appropriate equations. 
For steady state conditions the efficiency term reduces to 
(U/U*fg)

n. 

Various adapted versions of the original steady-state 
Ackers and White formula were in use in 1980, varying only 
in the way in which the effect of waves was included in the 
stream power and mobility terms (Swart, 1976; Willis, 1978; 
Van de Graaf and Van Overeem, 1979).  Swart and Fleming 
(1980) discussed these versions and came to the conclusion 
that all three methods quoted above had shortcomings.  They 
then suggested a fourth alternative which used the better 
aspects of each method and discarded the rest.  The main 
points of improvement of this latter method as opposed to 
the earlier modifications were the following: 

(1) The average effect of the inclusion of waves on the 
mean mobility number is calculated by integrating the 
instantaneous mobility number with respect to time, that 
is, 

  T 
Fwc  =  Pgr(t)  =  1A  /  Fgr(t)dt ...  (8) 

o 

where Fwc is the mean sediment mobility for combined 
current and wave action. 

(2) The instantaneous value Ef(t) of the efficiency 
term, as given in equation (9) is averaged to obtain the 
mean value Efwc of the efficiency term for combined 
current and wave action, namely, 

  T 
Efwc =  Ef(t)  =  1/T  / Ef(t)dt ...  (9) 

where Ef(t)  =  (Siail^)  ( a'-.-'-: ) ...   (10) 
U*fg(t)

7J  WgltTDrlt) 

Values for the instantaneous resultant velocity at the bed 
Ur(t) and the instantaneous shear stress at the bed x(t) 
are found by vector addition of the contributions by the 
waves and the currents. 

By equating measured sediment load data under known wave 
conditions to the right-hand side of this adapted version 
of equation (7), values for the critical sediment mobility 
(Fgr)crit were calculated.  Since (Fgr)crit is 
simply related to R* by 
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(Fgr)crit  =  ** D* V2, ... (11) 

corresponding values for R* could be computed. 

The results of this calibration technique for the threshold 
of motion can be seen in Figure 2.  The threshold values 
calculated in the above manner agree very well with the 
threshold criterion proposed in terms of equation (6).  The 
result is also extremely significant in the sense that it 
illustrates the efficiency of the adapted Ackers and White 
formula for the prediction of sediment load under waves, 
provided that equation (6) is used to define the critical 
sediment mobility. 

Equation (6) can be rewritten in terms of a non-dimensional 
shear velocity V*, 

where V*  = U*/(gAsv) /% ... (12) 

This implies that 

R*  =  U* D*/(4sgv)'/3  =  V* D* ... (13) 

Equation (5) therefore reduces to 

. (14) 

The relationship between V* and D* as obtained from 
equation (14), as well as the scatter observed in the data, 
is indicated in the following table where V* represents 
the value obtained from equation (14), while V*max and 
v*min corresponds to the upper and lower envelopes of the 
experimental data: 

D* V* v*max V*min 

4 0,51 1 ,00 0,31 
10 0,63 1 ,35 0,40 
20 0,83 1 ,75 0,55 
50 1,22 2,70 0,86 

100 1,75 3,20 1 ,50 
200 2,75 3,75 2,50 
500 4,60 6,00 4,00 
700 5,71 6,43 4,86 

Comment:  1)  These numbers reflect the maximum variability 
in the data. 

The scatter indicated by this table may look appreciable 
for low values of D* but is in fact of the same order of 
magnitude as that observed in the Shields diagram for 
steady flow and may be attributed to experimental errors 
and the use of different definitions for incipient motion. 
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6.   COMPARISON WITH UNIDIRECTIONAL FLOW CRITERIA 

The conditions for movement under unidirectional steady 
flow have been widely studied by numerous researchers and 
well established criteria for the beginning of movement 
exist.  The work by Shields (1936) and Ackers and White 
(1973) are probably the most widely used and acknowledged 
in this respect.  A direct comparison between these two 
criteria and the results of this study can now be made. 
Figure 3 shows the original Shields and Ackers and White 
data points together with the curve defined by equation 
(6).  The envelope encompasses data scatter for oscillatory 
flow.  The unidirectional data can be seen to fall well 
within the scatter of the oscillatory flow data points.  It 
can therefore be concluded that there is no significant 
difference between the criteria for uniform flow and the 
criterion of oscillatory flow as derived in this study.  A 
single criterion can be applied with the same degree of 
accuracy for both flow conditions.  Consequently it is 
reasonable to assume that the criterion developed in this 
study can be applied for wave-generated flows, current- 
dominated flows and all combined flow modes in between, 
provided that the correct definition of the shear velocity 
is used in equations (6) and (14). 

7.   CONCLUSIONS 

The main conclusions drawn from the present study are as 
follows: 

(1) An empirical criterion, equation (6) or (14), was 
derived for the onset of grain motion on either a flat or a 
rippled bed under the influence of wave action. 

(2) It was shown that the new criterion is not only valid 
for incipient motion due to waves but also does not differ 
from widely used incipient motion criteria for steady-state 
conditions (Shields, 1936;  Ackers and White, 1973).  In 
addition, provided that the correct definition of the bed 
shear is used, it also applies to the case of combined 
current and wave action.  It can therefore be seen as a 
fairly universal criterion for the onset of grain movement. 

(3) Comparison to sediment load data via the adapted 
Ackers and White sediment load formula given by Swart and 
Fleming (1980) yielded values of the incipient motion 
mobility number which would have been required to allow the 
sediment load formula to predict the measured sediment 
load.  These indirectly calculated incipient motion data 
fall within the scatter of the original data used to derive 
equation (6).  This serves as a very strong independent 
proof of the adapted Ackers and White sediment load formula 
given by Swart and Fleming (1980). 
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logio   R»   '   0,092   (logio •*)   t   1,158  log|0D* -  0,367 
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FIG. 3      COMPARISON    WITH   UNIDIRECTIONAL    FLOW    CRITERIA 
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RESUSPENSION OF DEPOSITED COHESIVE SEDIMENT BEDS 

By Ashish J. Mehta1, M. ASCE and Emmanuel Partheniades2, M. ASCE 

ABSTRACT 

Surfieial layers of estuarial fine, cohesive sediment beds are 
deposited from flow and often are in a state of partial consolidation. 
A series of laboratory investigations were carried out to elucidate 
the erosional behavior of deposited cohesive sediment beds in flumes 
using kaolinite. A significant feature of such beds is that they are 
stratified with respect to the density and the cohesive shear 
stength. Under a given bed shear stress, erosion occurs at a 
continuously decreasing rate up to a depth at which the bed shear 
stress equals the shear strength. This bed shear stress is therefore 
also equal to the critical shear stress for erosion at that depth. An 
expression for the rate of erosion relating this rate to the differ- 
ence between the bed shear stress and the critical shear stress has 
been obtained. The critical shear stress increases both with depth 
and with the bed consolidation time. The rate of erosion decreases 
with increasing consolidation time. 

INTRODUCTION 

The sediment at the bottom and in suspension in most estuaries is 
typically fine, cohesive in nature (14). Cohesive sediments are 
comprised primarily of particles in the clay and silt size-range plus 
organic matter and waste materials. Surfieial layers of cohesive 
sediment beds in estuaries generally consist of partially consolidated 
material deposited from flow (9). Such layers have a high water 
content and very low cohesive shear strength which tends to exhibit a 
non-uniform variation with depth below the bed surface. The shear 
strength is however too low for it to be measured, for example, with 
such device as a penetrometer (13). The bed can exhibit two modes of 
failure. The first, known as surface erosion, involves floc-by-floc 
rupture and entrainment of the surfieial sediment. The second, known 
as mass erosion, results from a dynamic shear loading of the bed. In 
this case the plane of failure lies deep in the bed, and failure 
results in an almost instantaneous entrainment of the sediment above 
the plane. Under typical estuarial environment, erosion occurs 
predominantly at the surface and is considered here. Until recently, 
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e = 

dC P(z) dz 
dt " h dt 

the erosional behavior of deposited beds was not investigated 
adequately (9). Attempts to relate the rate of erosion with standard 
soil indices such as the Atterberg limits were unsuccessful because 
these indices do not properly account for the resistance to erosion 
which essentially depends upon the strength of the inter-particle 
electro-chemical bonds (12, 14). Resistance to erosion must be 
characterized by physico-chemical parameters, some of which have been 
identified more recently (8). 

Laboratory investigations were carried out at the University of 
Florida in order to investigate the erosional behavior of deposited 
cohesive sediment beds. The main findings are summarized below. 
Details are given elsewhere (1, 7, 11, 16). 

APPROACH 

The rate of surface erosion, e, expressed as the mass of sediment 
eroded per unit bed area per unit time, is related to the time-rate of 
change, dz/dt, of the depth of erosion, z, below the initial bed 
surface according to: 

(1) 

(2) 

where h = depth of flow, dC/dt = time-rate of change of suspended 
sediment concentration, C, and p(z) = depth-varying dry density of the 
bed. Several investigators measured the variation of dC/dt with time 
t for deposited beds in a closed system and observed that, under a 
constant bed shear stress, tb, dC/dt (and therefore e) generally 
decreases continuously with t, beginning with a relatively high value 
when erosion commences (9). For a certain range of TJ, and "large" t 
ranging from a fraction of an hour to several hundred hours depending 
upon the type of fluid-sediment mixture and the magnitude of -cb, the 
rate of erosion, e,  becomes equal to zero or approaches zero. In 
other words, C becomes constant or approaches a constant value 
asymptotically. Given the bed density distribution p(z), the 
magnitude of the constant value of C and the rate of approach of C to 
this value depend upon 15 (which defines the erosive force), and upon 
parameters which characterize the resistance to erosion. Important 
among the latter is the cohesive shear strength of the bed with 
respect to erosion. 

In the reported studies, resistance to erosion was varied by two 
means: 1) by varying the conditions for bed preparation, and 2) by 
varying the salinity of the fluid. Time-concentration data obtained 
under a wide range of TJ, values have been used together with the bed 
density in order: 1) to elucidate the mechanics of the resuspension 
behavior of deposited beds, and 2) to obtain an expression for the 
rate of erosion in terms of the bed shear stress and parameters) 
characterizing resistance to erosion. 
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APPARATUS AND MATERIAL 

The experiments were performed in two flumes: a rotating annular 
flume and a flow recirculating flume. The two main components of the 
annular flume (Fig. 1) are: an annular fibreglass channel (0.21 m 
wide, 0.46 m deep, and 1.5 m in mean diameter) containing the fluid- 
sediment mixture, and an annular ring of slightly smaller width 
positioned within the channel and in contact with the fluid surface. 
A simultaneous rotation of the two components in opposite directions 
generates a uniform turbulent flow field free from floc-disrupting 
elements such as pumps and diffusors in which very high shearing rates 
generally prevail. By a proper adjustment of the speeds of the two 
components the rotation-induced secondary currents are eliminated, and 
the distribution of the bed shear stress across the channel width is 
found to be uniform (5). The steel recirculating flume, open at the 
top (Fig. 2), is 18 m long, 0.6 m wide and 0.9 m deep, with an 
underflow-type control gate at the downstream end. The return pipe 
diameter is 0.2 m. One side of the flume is made of glass panels for 
visual observations (1). 

A commercial kaolinite with a cation exchange capacity of 
approximately 12 milliequivalents per hundred grams was used in all 
tests. The median diameter of the deflocculated sediment was 1 
micron, with a range of 0.2 to 40 microns. The fluids were: 1) 
distilled water as well as salt water of 35 ppt concentration using 
commercial grade sodium chloride in the annular flume, and 2) tap 
water with a very low total salt concentration of 0.28 ppt as well as 
salt water of 35 ppt concentration in the recirculating flume. 
Kaolinite readily flocculates even in distilled water. The sediment 
was equilibrated with the fluid for atleast two weeks prior to each 
test series. The depth of flow was maintained at 31 cm in the annular 
flume and 23 cm in the recirculating flume. Fluid temperature varied 
with the ambient. The mean was approximately 26°C. 

EXPERIMENTS AND RESULTS 

There were four experimental series. These are described in the 
order in which they were performed. 

Series 1 Experiments 

These experiments were carried out in the annular flume using 
kaolinite in distilled water (7). Two types of beds were used: the 
first was deposited gradually from suspension while the flume was in 
motion and the bed shear stress was kept slightly less than tt,inin> 
i.e., the shear stress at which the entire amount of initially 
suspended sediment deposits eventually (6). The second was prepared 
outside the flume at a density close to that of the deposited sediment 
and subsequently placed and leveled into the flume. The main differ- 
ence between these two beds was with respect to the vertical 
distribution of their cohesive shear strength. In the formation of 
the first bed there was a preferential deposition whereby larger and 
more cohesive floes deposited first while the smaller, less cohesive 
floes deposited later. For this reason the first bed may be referred 
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Fig.   1.    A View of the Annular Rotating  Flume. 

Fig.  2.    A View of the Open,  Flow Recirculating  Flume: 
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to as stratified, a situation commonly encountered in estuaries. In 
contrast, the second bed may be termed uniform, since it had 
practically constant properties in the vertical direction. 

Figure 3 shows the time-concentration relationship for the case 
of a stratified bed eroded under a shear stress -t^ = 0-207 Nm~2. The 
ordinate gives the suspended sediment concentration as a fraction of 
the total dry weight of the bed material. It is observed that the 
slope of the curve, i.e., the erosion rate, decreased with time and 
became nearly zero at the end of the test. This observation is in 
agreement with the erosion test results of Partheniades (13) with a 
bed composed of natural, flocculated, silty-clay from the San 
Francisco Bay and deposited in an open flume at low velocity. The 
predominant clay mineral of that sediment was montmorillonite with 
some illite. 

Figure 4 shows an erosion test for a uniform bed under a shear 
stress of 0.413 Nm"2. Two additional tests were carried out at shear 
stresses of 0.445 and 0.483 Nm"2. The results were similar to those 
shown in Fig. 4. Inasmuch as four sample taps at four different 
elevations were used and since a vertical concentration gradient was 
generally present in the suspension, a spread of data is observed 
during certain times. The solid line represents the mean curve. 
After a relatively short period, the slope of the line, and, there- 
fore, the rate of erosion, became constant. The same was true of the 
two other tests. The corresponding erosion rates, e, were 2.03xl0~s, 
2.64xl0-6 and 2.92xl0~6 g cm-2 min"1. These rates, when appropriately 
non-dimensionalized and plotted against the corresponding bed shear 
stress also in the non-dimensional form, agreed with the earlier 
results of Partheniades (7, 13). 

Two important observations may be made: 1) with reference to the 
results of the experiment with the uniform bed (Fig. 4), the observed 
constancy of the rate of erosion implies that the eroded material did 
not redeposit, since simultaneous erosion and deposition would ulti- 
mately result in a state of equilibrium in which the rates of erosion 
and deposition are equal, and the suspended sediment concentration 
attains a constant value (6, 13, 14). The absence of exchange of 
material between the fluid and the bed during erosion under a constant 
bed shear stress was noted previously by Partheniades (13). In this 
context it may be noted that flow turbulence varies in the vertical 
direction from the bed to the surface. Close to the bed a zone of 
high shear prevails. In the remainder of the flow the shear is 
relatively much lower. Depending upon the size and the strength of a 
settling floe at a given instant and the corresponding instantaneous 
value of the near-bed shear, the floe may deposit, i.e. stick to the 
bed, or may rupture, with the pieces re-entrained above the near-bed 
zone. Absence of exchange precludes deposition but not the process of 
settling and re-entrainment. 2) in the absence of exchange, the 
attainment of a constant value of the concentration in the case of the 
stratified bed may be explained by noting that constancy of the 
concentration occurs when bed erosion is arrested. This is the case 
because the shear strength increases with depth below the initial bed 
surface so that no erosion will occur below the depth at which the bed 
shear stress equals the shear strength. 
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Tb=0.207Nm2 
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Fig.  3.     Relative Suspended Sediment Concentration against Time,  t,  for 
a Stratified Bed using Kaolinite in Distilled Water at TD = 
0.207 Nnr2. 
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Series 2 Experiments 

In these experiments, kaolinite in distilled water as well as in 
salt water was used in the annular flume (16). Stratified beds were 
prepared in a manner similar to that noted under Series 1 experiments. 
An example of the results from tests using distilled water is shown in 
Fig. 5. At the beginning of each test, an almost instantaneous and 
significant rise in the suspended sediment concentration was noted. 
It was concluded that this was partly due to mass erosion resulting 
from a sudden movement of the flume at start. In later experimental 
series, this problem was obviated by starting the flume more slowly. 
After nearly 200 hours, whether or not the suspended sediment 
concentration, C, attained a constant value is observed to have been 
dependent upon the magnitude of xt,- In the test witn "% = °-15 Nm"2, 
C became constant within the first few hours. In the test with Tb = 

0.24 Nm"2, C became constant after approximately 140 hours. In the 
test with x[) = 0-34 Nm-2, C appears to have approached a constant 
value after 180 hours. Finally, in the test with tb = 0.43 Nm"2, C 
was increasing with time at a slow rate even after 190 hours. In 
general, at any instant after test initiation both the magnitude of C 
and dC/dt (and therefore e) are observed to vary with -c^. 

Selecting Cs as the asymptotic value of C which was close to the 
value of C extrapolated to 200 hours, it was found that most of the 
time-concentration data, after accounting approximately for the mass 
erosion effect, agreed with the following relationship: 

C = Cs(l - e-f!t) (3) 

where p is an empirical coefficient whose value was found to be within 
a relatively narrow range of 0.013 to 0.028 hr"1, particularly for 
comparatively high values of TJ,. An example of the agreement between 
Eq. 3 and the experimental values is shown in Fig. 6 for the tests 
corresponding to Fig. 5. Tests using kaolinite in salt water con- 
firmed these trends. Further tests using a natural mud in salt water 
also agreed with Eq. 3. The clay mineral constituents of this mud 
were kaolinite, montmorillonite and illite. 

The observed variation of the asymptotic value of C with tb may 
be examined qualitatively with reference to the descriptive relation- 
ship between the shear strength, ts, and the depth z below the bed 
surface shown in Fig. 7. As confirmed by experimental evidence pre- 
sented later, -cs in a stratified bed increases with z, beginning with 
a small but finite value close to the surface. This increase is more 
significant in the top layer of perhaps a few millimeter thickness 
than in lower layers, where, infact, ts may approach a constant value 
or, atleast, the variation of -cs with z becomes relatively small. For 
a given sediment-fluid mixture, the nature of the ts(z) distribution 
is determined by the flow conditions during deposition, the degree of 
consolidation of the bed and thixotropic rearrangement of the inter- 
particle floe network (7). Given such a distribution of -us(z), under 
a bed shear stress -cbA tfle bed "ill erode to a depth zA at which 
point tbA = tsft. The rate of erosion therefore depends on the 
"excess" shear stress tb -is-    Similarly, if the shear stress is 
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•cbB or -cbC> the corresponding depths of erosion will  be zB or z^. 
Integrating Eq.  2 yields 

C =r    / p(z)dz (4) 
o 

provided h is assumed to be constant.    Since p also increases with z, 
the difference between Cc and CB will  be much greater than the differ- 
ence between Cg and Cft.    This aspect is further noted later.    Finally, 
for a shear stress  xbD> the bed will  continue to erode indefinitely, 
atleast  in principle,  since the condition  xbD = tsD can no* be 
attained.    In a test conducted by Krone (4) using a silty-clay from 
San Francisco Bay, erosion continued even after 500 hours. 

Series 3 Experiments 

These experiments were conducted in the annular flume using 
kaolinite in  salt water.    A schematic description of the manner in 
which the bed shear stress was varied with time during the tests  is 
shown in Fig.  8.    Such a  variation  results in three phases of sediment 
transport.    Phase I  is a mixing stage in which a sediment of concen- 
tration C0 is mixed at a shear stress  xm for a period Tm.    The shear 
stress  -tm must be large enough to prevent any deposition of the 
suspended material.    In Phase II the flow is  reduced to yield a com- 
paratively lower shear stress  xd j, which is maintained for a 
duration Td x.    Deposition will  occur in this phase.    Given a suffi- 
cient duration T(j i and shear stress  xd i<fbmin• tne entire amount of 
sediment will  deposit and the flow will  be clarified.    On the other 
hand,  if  iyi>'tbmin' a certain fraction c£q of C0 will   remain in 
suspension indefinitely  (6).    In the latter case,  a second lowering of 
the shear stress to ^(^bmin)  ^or a Per^0(' ^d2 w^   clarify the 
suspension.    The last sequence in Phase II  is a period Tdc with no 
flow.    During this period the remaining small  fraction of the sediment 
in suspension will   deposit  rapidly and the bed will  consolidate. 
Phases I and II together define the pre-erosion stress history of the 
bed, which is  characterized by C0,  T^,  xdl,  xd2, Tm, ldl    Td2 

and Tdc.    In order to investigate the influence of consolidation on 
the rate of erosion, T(jc was varied while maintaining all other 
parameters nearly constant. 

Resuspension will  occur in Phase III  in which a series of shear 
stresses  xj, i>  xb2 etc., of increasing magnitudes are applied over cor- 
responding durations  (time-steps) Tl5 T2 and so on.    In choosing the 
magnitudes of  xb i,  xb2 etc., it is convenient to select the normalized 
differential   shear stress  Axbi  =  (xbi + i - tbi)/tbi • where i  = 1, 2, 
etc.,  as an experimental  parameter.    The selection of Axbi  and the 
corresponding period T,   is an important factor in experimental   design 
(11). 

As an example of the results, the time-concentration relationship 
obtained during a test is shown in Fig.  9.    Values of the various 
parameters selected for the test are given in the figure.    The shear 
stress xd 1( was less than xbm-jn (= 0.15 Nm"2).    During each time-step 
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Approach Schematized in  Fig.  8. 
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i, the rate of erosion decreased from an initially high value, as 
noted in the previous two experimental series. This trend was found 
to be qualitatively similar to that suggested by Eq. 3. An important 
difference between the profiles in steps i = 1 through 7 and steps i = 
8, 9 is that in the former (which will be referred to as Type I), the 
concentration appears to have approached a constant magnitude, whereas 
in the latter (Type II), the concentration did not attain a constant 
value at the end of the time-step. This difference between Type I and 
Type II profiles is also apparent from Fig. 10, in which C(T-j), the 
concentration at the end of the time-step, i, is plotted against 
t[)i > for consolidation times T^c  = 24, 40 and 135 hrs. In general it 
appears to be possible to represent the C(T-j) - xbi curve by two 
straight lines meeting at a point where xbi = xcn, a characteristic 
value of the bed shear stress (11). When xbi > xcn> C(T-j) increases 
more rapidly with xbi than in the case when x^ < tcn. The value 
xch also increases with T^,-. Similar trends can be discerned from the 
data presented in Fig. 5 as well as from the results of a number of 
previous investigations (2). The significance of these trends can be 
recognized with reference to Fig. 7. In qualitative terms, 
•ubA and T5g are both less than xcn, while -t(,c and tbn are greater 
than xcn. The value xcn lies somewhere between -t^g and t^p, and the 
corresponding depth of erosion is between zg and ZQ. Since the 
increase in the shear strength, xs> with z is more significant in the 
range of xb < xCb in comparison with the range of T5 > xcn, if erosion 
is allowed to proceed for a constant duration T-j under a given bed 
shear stress, the amount of bed scour will be much greater when 
tk > xcn than when xk. < xcn. Consequently, the rate of change of 
C(T-j) with xt, will be much more pronounced in the range of 15 > xcn in 
comparison with the range of xb < xcn. 

The above explanation can be used to examine the difference 
between Type I and II time-concentration profiles in Fig. 9. As long 
as the condition represented by the shear stress xbn, in Fig. 7 is not 
attained, i.e. as long as the shear strength xs < xb at some depth z, 
it is possible to obtain Type I profiles. This may be achieved by 
increasing T-j, i.e. the time allowed for erosion under a constant bed 
shear stress. Type II profiles result because T-j is insufficient for 
the bed to scour to a depth where xb = xs. 

For Type I profiles, since the condition xb = xs is attained, the 
depth-variation of xs can be determined, provided the depth z of 
erosion at the end of each time-step i (when xb = xs for that time- 
step) is known. This can be done using Eq. 2 if p(z) is known. The 
variation of the bed density with depth at the end of Phase II, i.e. 
just prior to resuspension, was determined for various periods, 
Tjjf., with the help of a specially designed 2.5 cm diameter metal tube 
in which the bed core samples were frozen in situ, using a mixture of 
alcohol and dry ice (11). These tests were carried out in a separate 
series in which conditions in Phases I and II were identical to those 
for the resuspension tests. Figs. 11a,b present the density profile 
and the corresponding variation of xs with depth for the test shown in 
Fig. 9. The xs(z) distribution is qualitatively similar to the 
description of Fig. 7. The value of xs at z = 0 corresponds to the 
minimum value of the bed shear stress required to initiate erosion in 
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Fig.   10.     Concentration,  C(T-j), against Corresponding Bed Shear Stress, 
T[ji .  for Three Tests using Kaolinite in Salt Water at Three 
Values of Consolidation Time,  JdC  (9). 
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the flume. Indeed as noted further in the following, T:S obtained in 
this way is, in general, also equal to the critical shear stress for 
erosion at the corresponding depth. 

Series 4 Experiments 

These experiments were similar to those conducted under Series 
3.    Kaolinite in tap water was used in the recirculating flume  (1). 
Test characterizing parameters were:  C0 = 21.7-24.1 gl"1, h = 23 
cm,   tm =  0.46  Nm"2, T„ = 4 hr,   td1 =  0.026 Nm"2  (which was  less 
than   -ubmin = 0.18 Nm"2), Tj x = 12 hr,   %&2 = 0 Nm"2, Td2 = 1 hr,  bk\>\   = 
0.52 and Tj   =  1 hr.    Nine tests with values of Tdc = 2,  5,   11,  24,  48, 
72, 96,   144 and 240 hr were conducted. 

Figures 12a,b are normalized plots of bed density variation with 
depth.    After T^,. = 48 hr, the variation seems to conform to the 
dimensionless  relationship  (1, 9): 

f =  C  (f)l (5) 
P 

where z'  = H-z, H = bed thickness,   p = value of p averaged over H,  c = 
0.794 and z, = 0.288.    It  is observed that H decreased and p increased 
with increasing TdC.    Equation 5 is in agreement with the reanalyzed 
data of Owen   (10)   and of Thorn and Parsons   (15)   for four natural  muds 
which  gave  c =  0.660 and  $ =  0.347   (1). 

The time-concentration data were found to exhibit a trend which 
was qualitatively similar to that shown  in Fig.  9.    These data were 
analyzed as follows:  1)  it was assumed,  as noted before, that at the 
end of time-step i  of the Type I  profile,  the bed shear stress 
•% = Tc = xs» wnere ^c ^s defined as the critical  shear stress for 
erosion. 2) using this assumption the variation of tc with z was 
obtained as in Fig.  lib.  3)  a relationship between the rate of 
erosion,  e, and the normalized excess shear stress  (x(,-tc)/i;c was 
empirically derived'from the time-concentration variation for each 
time-step of the Type I  profiles.    In obtaining this  relationship,  e 
was calculated using Eq.  1 for each value of dC/dt.    The corresponding 
value of xc was obtained using Eq.  2 together with the p(z) 
distribution   (Figs.   12a,b or Eq.   5 for Tj,-  > 48 hr)  and TC(Z) 
distribution  (e.g.  Fig.  lib).    Finally, 4)  it was assumed that the 
rate expression was applicable over the entire depth of erosion.    The 
time-concentration data of Type II  profiles were then used, together 
with representative depth-mean  values of the coefficients  (e0 and a as 
noted below)  of the rate expression based on Type I profiles,  to 
determine the variation of uc with depth z below the depth where this 
information could not be obtained from Type I profiles.    The erosion 
rate expression was found to be: 

|-=exp[a-^] (6) 
eo \ 
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Fig.  13.    e/c0 against a(it,-TC)/TC for a Test using Kaolinite in Tap 
Water with Tdc = 24 hr. 
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where eo and a  are empirical coefficients. In Eq. 6, tc is a function 
z and, therefore varies with time t. With increasing time, TC 
increases and approaches tb in sucn a manner that the ratio 
("b " "t) / Tc decreases and, therefore, e decreases. As an example, in 
Fig. 13 Eq. 6 has been compared with test results corresponding to 
T(jc = 24 hr. The value of a ranged from 5.6 to 15.0 and e0 from 
0.38xl0"'( to 1.53X10"1* g cm"2 min"1. Similar results from tests 
with Tdc = 48 and 240 hr are shown in Figs. 14 and 15. In Fig. 16, 
reanalyzed data from the test shown in Fig. 9 under Series 3 
experiments are plotted in the same manner. In this case, a  ranged 
from 5.5 to 8.4, and eQ from 0.04x10-'* to 0.30X10"

1* g cm'2 min"1. It 
was, in general, found that in each test, e0 and a  appeared to vary 
somewhat with the time-step, and therefore with depth z below the bed 
surface, in a systematic manner. Further investigations are required 
for elucidating the precise nature of the dependence of e0 and a on 
z. In general it was noted that e0 and a. became nearly independent of 
z for depths greater than a few millimeters. These two coefficients 
were also found to be independent of consolidation time, J^c.    In Fig. 
17, the depth-average value EO of e0 from each test is plotted against 
the corresponding Ifc.    Results from Series 3 (kaolinite in salt 
water) as well as Series 4 (kaolinite in tap water) are included. In 
Fig. 18 a similar plot is given for a. Overall mean values of eQ and 
a are: 7.9xl0"5 g cm"2 min*1 and 9.3, respectively, for kaolinite in 
tap water (Series 4) and 4.0xl0"5 g cm"2 min"1 and 5.9, respectively, 
for kaolinite in salt water (Series 3). The mean e0 and a  for 
kaolinite in tap water are higher than for kaolinite in salt water. 
These differences imply that kaolinite is resuspended with greater 
facility in tap water than in salt water. This trend appears to be 
consistent with the flocculation characteristics of kaolinite in the 
two fluids (5, 6, 9). 

As an example of the variation of tc with depth z, Fig. 19 shows 
results from four tests with T,jc = 2, 11, 48 and 144 hr. In 
general, %c  increased with T^ for all z > 0. The value of v 
remained practically invariant at the surface. This observation is in 
agreement with a similar observation made by Partheniades (13). As a 
result of the exponential form of Eq. 6, the significance of the vari- 
ation of tc with Tjjc is that the rate of erosion, e, decreases 
measurably with increasing value of T(jc. 

The form of Eq. 6 has been predicted previously from a ^inter- 
pretation of the rate process theory of chemical reactions (1, 3, 
12). This theory involves the activation energy concept according to 
which a "threshold" energy barrier must be crossed for the conversion 
of reactants to products. As Paaswell (12) has noted, Eq. 6 makes 
possible the understanding of erosion as an internal energy/external 
energy system, where e is a measure of the work done on the system 
(reflected in x^) and %c, a  and e0 represent measures of internal 
energy, and therefore the resistance to the erosion of the deposit. 

CONCLUSIONS 

1. The rate of surface erosion of stratified, deposited beds 
continuously decreases with time and can even become zero as the 
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Fig.   14.     e/eQ against a(xt)-TC)/TC  for a Test using Kaolinite in  Tap 
Water with T<jc = 48 hr. 
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Fig. 15. e/e0  against OI(T|,-TC)/TC for a Test using Kaolinite in Tap 
Water with T(jc = 240 hr. 
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with Tap Water (9). 
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depth of erosion increases. On the other hand, the erosion rate 
of uniform beds remains practically invariant. 

2. The decrease in the erosion rate of stratified beds occurs because 
the cohesive shear strength with respect to erosion of the bed 
increases with depth. During erosion floes are detached from the 
bed and entrained, but redeposition of the entrained sediment does 
not occur. Erosion is arrested at a depth where the bed shear 
stress, tb, equals the bed shear strength. This value of ib is 
equal to the critical shear stress, tc, of the bed at that depth. 

3. An expression for the rate of surface erosion is found. The rate 
varies exponentially with the normalized excess shear stress, 

4. The critical shear stress in general increases with depth below 
the initial bed surface and also increases with bed consolidation 
time. As a result the rate of erosion decreases with increasing 
consolidation time. 
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BED LOAD TRANSPORT OF FINE SAND BY LAMINAR AND TURBULENT FLOW 

by 

Anthony J.Grass* and Ragaet N.M.Ayoub** 

ABSTRACT 

An experimental study is described in which the rate of transport of 
fine sand over a flat bed was measured as a function of the shear 
stress exerted on the bed by both laminar and turbulent flows, for a 
range of water temperatures. The results confirm the great sensitivity 
of the transport rate to changes in both shear stress and temperature 
over the test range. The hypothesis is propounded that in certain 
specified circumstances, the net rate of local bed load transport 
generated by an arbitrary unsteady flow, can be estimated by 
integration, using the measured steady laminar flow transport 
relationships in conjunction with the time history or probability 
distribution of the fluctuating bed shear stress. The concept has been 
tested using the measured data with encouraging results. It is 
suggested that this method of linking the characteristics of the near 
bed flow field to the local induced rates of sediment transport could 
be productively applied in a range of studies including the initiation 
and development of bed sand ripples by the action of various 
combinations of waves and steady currents. 

1. INTRODUCTION 

Over the past decade, considerable progress has been made in 
developing instrumentation such as the laser doppler anemometer for 
flow velocity measurement and also numerical mathematical modelling 
techniques for predicting flow behaviour. These advances coupled with 
significant improvements in digital data processing methods, have led 
to a rapidly expanding knowledge and understanding of the complex 
turbulence and other near bed flow charactertistics in both steady and 
unsteady boundary layers and separated flows. (See for example 
Grass(1971,1982), Kemp and Simons (1982), and Etheridge and Kemp 
(1979)). 

As in the past, progress in sediment transport research has lagged 
very much behind due to the formidible theoretical and experimental 
difficulties. In order to fully exploit the new fluid mechanics 
information in the study of coastal and other sediment processes, 
including for example, the formation of bed ripples by 
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waves and currents, it will be necessary to establish improved links 
between the measured or computed characteristics of the fluctuating 
driving flow and the corresponding response of the bed sediment. 

A primary objective of the present investigation was to derive one 
such linking relationship for the case of bed load transport of fine 
grained sand. 

2. BED LOAD SEDIMENT TRANSPORT 

Consider an arbitrary, unsteady fluid flow inducing transport on a 
flat bed of non-cohesive sediment. Then, for a particular fluid 
viscosity, physical reasoning suggests that there will be a close 
correlation between the instantaneous flow velocity immediately 
adjacent to the bed and the simultaneous local shear stress acting on 
the bed and hence the induced instantaneous rate of local bed load 
sediment transport. Experimental evidence supporting this postulation 
has been previously presented and discussed by Grass (1970,1971) based 
on photographically recorded observations of the response of fine bed 
sand to the rapid fluctuations in bed shear stress generated by a 
turbulent boundary layer flow. 

For fine grained sediment producing an hydraulically smooth boundary 
condition in typical water flows, the fluid forces are transferred to 
the bed sediment primarily by viscous shear. The hypothesis is 
advanced that under these conditions the instantaneous local bed load 
transport rate produced by a particular instantaneous value of viscous 
bed shear stress,T,can be represented by the transport rate, q . (T), 
induced by a steady laminar flow with the same bed shear stress and 
fluid viscosity. 

In a situation where the fluctuating bed shear stress is a known 
function of time,t, as for example in the case of an oscillatory 
laminar boundary layer, then the net mean sediment transport rate, 
q , over a time interval T, can be calculated using the following 
equation: 

*sl (t)dt 

(1) 

If however, the fluctuating bed shear stress is random and 
unpredictable as in the case of turbulent boundary layer flows induced 
by a random wave spectrum, then the following alternative equation can 
be used to estimate the net be load transport rate: 

qsi  (T)P(T)dT 

(2) 

where p(x) is the probability density function of the fluctuating bed 
shear stress T. 
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The hypothesis expressed in equations (1) and (2) was tested in the 
present investigation by comparing the measured values of bed load 
sediment transport produced by a steady unidirectional turbulent 
boundary layer flow with the corresponding values calculated using 
equation (2) substituting q .(T) values provided by corresponding 
measurements in a steady laminar flow. This procedure circumvents 
severe difficulties in attempting to measure the instantaneous 
fluctuations in bed load sediment transport rate directly. 

3. EXPERIMENTAL TECHNIQUES 

A fine 140 micron quartz sand from the Mersey Estuary was used in the 
present experiments as in the earlier study of initial movement of bed 
sand grains by Grass (1970). The bed load sediment transport rate was 
measured as a function of mean bed shear stress and water temperature 
(4°C,17°C,30°C) under laminar and fluctuating turbulent flow 
conditions. Novel experimental apparatus and techniques were employed 
which have been described in detail by Ayoub (1977). These tests broke 
new ground in that they were designed to obtain strictly flat bed 
transport rates for bed shear stress values ranging up to 25 times the 
critical shear stress for initial sediment movement. This was achieved 
by measuring over short sample times prior to the formation of flow 
disturbing sand ripples. 

The laminar flow experiments were carried out using the specially 
designed apparatus illustrated in Figure 1. A low Reynolds number, 
high bed shear stress laminar flow was produced between two closely 
spaced parallel plates 2 millimetres apart and 1 metre long and 0.4 
metres wide. The carefully levelled flat sand bed was contained in a 
recessed pit 0.4 metres long and 0.25 metres wide located at the 
downstream end of the lower plate. Water was supplied to the test 
section from a constant head tank and the bed shear stress was 
determined by monitoring the streamwise pressure gradient. The 
sediment transport rate was measured by collecting and weighing sand 
samples over a know time interval using the sliding box arrangement 
shown in Figure 1. Very short and accurately measured sampling times 
were achieved using a sliding plate inlet valve and an automatic 
timing device attached to the sampling box. Sampling times were 
reduced with increasing bed shear stress down to periods as low as 1 
second in the case of the higher bed stress values in order to 
avoidsignifleant erosion of the sand bed surface. Repeated tests at 
the same bed shear stress indicated good reproducibility of the 
individual measured values of bed load sediment transport rate. 

The turbulent flow was generated on a flat plate 1.5 metres long and 
0.3 metres wide which was supported on a carriage and towed through 
still water as shown in figure 2. A sand bed 0.4 metres long and 0.2 
metres wide was located at the downstream end of the plate.The plate 
boundary layer was tripped by means of a wire close to the leading 
edge and achieved a steady stable state very soon after the plate had 
been rapidly accelerated to its constant terminal velocity. Once 
again, the bed load sand transport rate was measured by weighing the 
sand collected in a specially partitioned box located under the 
downstream end of the sand bed.Differences in the weights of two sand 
samples collected from two experimental runs in which the bed plate 



1592 COASTAL ENGINEERING—1982 

FIGURE 1. Laminar flow channel used to measure bed load sediment 
transport induced by a laminar boundary layer formed between closely 
spaced parallel plates. 

^B 

ti"""""'rf 

FIGURE 2. Apparatus used to measure bed load sediment transport 
induced by a turbulent boundary layer formed on a flat plate towed 
through still water. 
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underwent identical acceleration and deceleration phases but travelled 
different known intermediate distances at a common constant velocity, 
were used in these bed load calculations in order to eliminate end 
effects. Sampling times, which were simply and accurately determined 
from the travel distance and the known carriage velocity, were again 
kept very short (down to 1.5 seconds for the highest bed shear stress) 
in order to avoid bed erosion and also the formation of nascent sand 
ripples on the bed surface. Mean bed shear stresses were obtained from 
velocity profile measurements using a carefully calibrated hot film 
anemometer. This instrument was also used to record the velocity 
fluctuations in the viscous sublayer at the downstream end of the bed 
plate. The probability density functions of the fluctuating bed shear 
stress were calculated from these measurements. Tests were repeated 
four times for each of the lower values of mean bed shear stress and 
twice for the remainder in order to obtain closely reproducible values 
of the average bed load transport rates. 

4. RESULTS AND DISCUSSION 

The measured sediment transport rates are shown plotted in terms of 
the relevant non-dimensional variables in Figure 3 in which uA is the 
bed shear velocity, d is the sand diameter, p and p are the sediment 
and fluid densities respectively. The slope of the fitted linear 
regression lines indicates that over the central experimental range 
the bed transport rate varies as approximately the fourth power of the 
bed shear stress for both the laminar and turbulent flows. 

Consistent with the results obtained by Taylor and Vanoni (1972), the 
sediment transport rate also shows considerable sensitivity to changes 
in bed particle Reynolds number, RA. Between 4°C and 30^C the water 
viscosity, v, is halved which gives rise to a threefold increase in 
the bed load transport rate. 

It is interesting to note that for a particular constant low value of 
bed transport rate, defining the initial movement stage of the bed 
particles, the optimized data correlation presented in Figure 3 
indicates that Shields parameter, T A, will be proportional to 
RA * • This result is in good agreement with the criteria for 
initial motion of fine bed sand previously suggested by Grass(1970) 
for the same range of bed particle Reynolds numbers. 

The use of equation (2) in calculating the net mean rate of bed load 
sediment transport from the laminar flow transport function and the 
probability density function of the fluctuating bed shear stress 
produced by a steady turbulent boundary layer flow, is illustrated in 
Figure 4. The particular probability distribution shown in Figure 4 
and used throughout the present study, is a smoothed curve fitted to 
data measured in the present tests and in experiments reported by 
Grass (1970), Ecklemann and Reichardt (1972), and by Blinco and Simons 
(1974). When the various probability distributions which cover a wide 
range of flow Reynolds numbers and different types of steady 
unidirectional flow, are plotted in standard form in terms of the 
fluctuations in bed shear stress scaled by their standard deviation 
about the mean, it is found that they can be accurately summarised by 
a single unique curve. This takes the form of the positive skew 
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FIGURE  3.  Optimized correlation of measured bed load sediment 
transport rates induced by laminar and turbulent flows. 
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FIGURE 4. Sample illustration of the method of calculating bed load 
transport rate produced by a turbulent flow, q , at a particular mean 
bed shear stress x of 0.3N/m2, from the ^Laminar flow transport 
relationship, q , and the probability distribution, p(x), of the 
fluctuating bed shear stress, x, induced by the turbulent flow. 
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distribution reproduced in Figure 4. 

The calculation illustrated in Figure 4 is for a mean bed shear stress 
of 0.3N/m2. As can be seen, the fluctuations in instantaneous shear 
stress range between approximately 0.1N/m2 and 0.7N/m2. The 
corresponding induced rate of instantaneous bed load transport 
increases by four orders of magnitude over the shear stress range. For 
the lower instantaneous shear stresses there is negligible transport 
over the bed surface whilst the higher shear stress fluctuations 
produce very large instantaneous transport rates. This is in close 
accord with the evidence from direct observations of the fluctuating 
sand transport behaviour reported by Grass (1970), 

The strong non-linearity in the sediment transport rate with 
increasing bed shear stress, produces maximum contributions to the 
next bed load transport rate at instantaneous shear stress values 
greatly in excess of the mean shear stress of 0.3N/m2, in spite ofthe 
rapid reduction in p(x), as indicated by the location of the peak in 
the q p.p(x) curve. In the particular example presented in figure 4, 
the calculated value of net mean sediment transport rate produced by 
the turbulent boundary layer flow with a mean applied bed shear of 0.3 
N/m^t is in excess of twice the corresponding laminar flow transport 
rate with the same bed shear stress. 

A comparison between the experimental and calculated equation (2) 
values of the ratio between the turbulent and laminar flow transport 
rates is shown in figure 5. The experimental results are seen to lie 
satisfactorily in a zone bounded by the values calculated using bed 
shear stress standard deviation to mean bed shear stress ratios, o/x 
of 0.25 and 0.35. These O/T , magnitudes correspond to the range of 
values measured in the present tests with both fixed and mobile beds 
and also to the measurements reported by Mitchell and Hanratty (1966) 
and by Eckelmann (1974). 

The relatively rapid decreasing trend in the magnitude of the 
transport ratio from approximately 2 to 1.3 over the bed shear stress 
range from 0.3N/m2 to 0.9N/m2, the approximate observed the threshold 
shear stress for intial sediment suspension, suggests a possible 
decrease in the effective O/T ratio with increaing flow Reynolds 
number. This is consistent with trends in data obtained in the present 
investigation and by Laufer (1951) and by Blinco and Simons (1974). 

The rapid increase in the transport ratio at the lower end of the bed 
shear stress range indicated in Figure 5 is due to the fact that as 
the shear stress approaches the critical value for intial sand grain 
movement under laminar flow conditions, the laminar flow transport 
rate tends to zero. However, the corresponding transport rate, at 
thesame mean bed shear stress, under turbulent flow conditions remains 
finite and the transport ratio therefore increases asymptotically to 
infinity. 

The detailed physics and charactistics of the two phase flow in the 
mobile sand layer and its interaction with the driving flow are in 
reality extremely complex. These effects are inevitably only partially 
allowed for in the proposed simple bed load transport model. Bearing 
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these facts in mind, the level of agreement between the experimental 
and calculated results in Figure 5 is very encouraging, 

5.CONCLUSIONS 

a.The investigation was successful in providing completely new bed 
load sediment transport relationships for strictly flat bed 
conditions. 

b. The test results confirmed the great sensitivity of the bed load 
sediment transport rate to changes in both bed shear stess and 
water temperature over the experimental range considered. 

c. Under hydraulically smooth bed conditions with fine sands, the 
measured laminar flow transport relationship appears, on the 
evidence of the present results, to provide a satisfactory link 
function between instantaneous bed shear stress and the local 
simultaneously induced bed load transport rate, 

d. The general validity of the proposed method for calculating lo-cal 
net rates of bed load transport under arbitary unsteady flow 
conditions is thus confirmed as are the basic concepts on which the 
method is based. 

e. There are several areas of study where the type of approach 
outlined might be productively applied in both steady and unsteady 
flow situations. These include quantitative mathematical modelling 
of the instability of the sand bed interface involving the initial 
formation of ripples on flat beds and their subsequent development 
and the prediction of their equilibrium height. The relevance in 
this context is demonstrated by the recent work of Sleath (1982) 
and Ruiter (1982). The proposed relationship between the local flow 
characteristics and the induced bed load transport can also be 
applied in modelling certain types of local scour problems. Further 
tests will need to be carried out however in order to assess the 
influence of local bed slope on the laminar flow transport 
function. 
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SURVEY TECHNIQUES/PROCEDURES AND DATA PROCESSING FOR 
MONITORING NEARSHORE SEDIMENT TRANSPORT 

by 

J ZACKS 

1. INTRODUCTION 

The cost of many coastal projects is often increased by the expensive 
beach repair and maintenance required to remedy the destabilising 
effects of structures on the adjoining coastline.  Physical and/or 
mathematical models have been developed for use in planning these pro- 
jects in order to predict  and quantify  the effects of marine sediment 
transport on the coastal topography. 

Such models need to be calibrated against prototype data and one method 
of gauging volumetric sediment movement is by successive bathymetric/ 
topographic profiting surveys  which are performed seasonally and an- 
nually.  Since large quantities of sediment are related to small changes 
in bed elevation it is clear that this profiling needs to be done with 
the utmost precision* 

The areas most affected extend from the beach through the surf zone to 
water depths of about 25 metres.  The surf zone in particular is a 
dynamic and hostile area which falls outside the traditional activities 
of both the hydrographic and land surveyors.  Consequently innovative 
methods, deficient in sound survey principle and practice, have often 
been pursued in this area without any attempt being made to assess the 
tolerance on the data. 

This paper attempts to show that it is possible to produce reliable and 
verifiable results to the required accuracy by using conventional  survey 
equipment and techniques, also by taking the necessary precautions against 
the many possible sources of survey error.  The procedures and techniques 
described have evolved from NRIO's involvement over the past decade in 
major projects at Richards Bay, Durban, Koeberg and in False Bay.  The 
results of a recent verification investigation are fully reported in this 
paper. 

2. METHODOLOGY 

In principle the method is to survey a number of parallel profiles  ortho- 
gonal to the coastline and extending across the beach, tidal and surf 
zones.  Staff/polling methods are used from the beach to as far into the 
water as an operator can walk (or use a dinghy).  A skiboat fitted with 
precision echosounder is used to work from behind the surf, and through 
the surf zone, towards the beach. 

1600 
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FIG. |     KOEBERG    SURVEY   LOCATION 

By regulating the work to span the low and high spring tides, a degree 
of overlap can be achieved between these two independent methods which 
permits verification of the data. By repeating certain profiles along 
the same lines (very exactly) further verification of the accuracy can 
be obtained. 

The problem of precisely repeating the same echosounder footprint and 
the corrections required (for boat squat, wave profile, tides, etc) are 
dealt with in the following sections in which procedures are described 
for eliminating random  errors and minimising systematic  errors. 

3.   POSITION AND HEIGHTING 

The profiling surveys are always preceded by a control survey to establish 
or replace substantial reference beacons  erected along the coastline, 
based on the national trigonometrical co-ordinate and benchmark systems 
as datums for position and heighting.  These beacons provide a reference 
for all measurements along a profile and for precise relocation of pro- 
files during successive surveys.  The location of the beacons should 
ensure unrestricted visibility, also security against erosion and wilful 
disturbance or removal. 
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3. 1  Equipment 

The use of electronic instrumentation is limited by the high initial 
cost, expensive maintenance (in the coastal environment) and the logistic 
requirements for recharging DC power supplies in the field.  Optical/ 
mechanical survey instrumentation is robust, portable, easily replace- 
able and is also required for the control survey. The close proximity 
of the survey area to the shore facilitates the use of conventional 
optical survey instrumentation with a resolution of 5 mm/km. 

The basic instrumentation requirements are: 

(a) Electronic distance measuring (EDM) equipment for control survey 
(and beacon replacement) measurements. 

(b) Three precise (single-second) theodolites for accurate measurements 
over distances up to about 5 km. 

(c) Two sounding poles consisting of aluminium tubing of 5 m length, 
63 mm diameter, fitted with a flat base of 200 mm diameter and 
clearly marked in lengths of precisely 1 metre (painted white/ 
black alternately). 

(d) Four (plus back-up) radio transceivers (operating on VHF/HF fre- 
quencies) to synchronise observations and for general communication. 

(e) Three measuring tapes to determine the elevations of theodolites 
above the beacons. 

(f) One levelling staff. 

(g) A lightweight dinghy (roof-top) powered by an outboard motor, for 
pole soundings in calm conditions (waves £ 0,5 m). 

3.2 Procedure 

The field party of five  consists of three trained survey technicians, 
who undertake all optical measurements, and two others (boat/echo- 
sounder operators) who assist in the control survey and beach profiling 
(as pole carriers). 

The reference beacons are linked by a closed traverse between two fixed 
survey stations (triangulated or Trig beacons) with orientation rays 
(full arc) being observed at each beacon.  The levelling is connected 
to a benchmark at each end of the traverse, differences in elevation 
being determined from simultaneous reciprocal vertical observations 
(observed on both faces) between two theodolites and the measured 
heights of instruments above the beacons.  The observers advance al- 
ternately (leap-frog) for successive measurements. 

Position and heighting along a profile are both determined by indirect 
measurement from synchronised  optical observations.  Theodolite inter- 
section techniques are used to determine accurately, relative to the 
survey beacons, the positions and corresponding elevations of targets 
(either stationary or moving) as they progress along the profile line 
at regularly incremented distances. 



NEARSHORE SEDIMENT TRANSPORT 1603 

For beach profiling the traditional tachymetric survey method is 
discarded in favour of simultaneous observations by two (or three) 
theodolite observers to the pole  which is held upright on the beach 
(at regular intervals) as the carrier progresses down the beach and as 
far as possible into the sea (to -2,00 MSL during 3 hours spanning low 
spring tide).  The pole observations can be extended seaward to -6,00 
MSL using the dinghy.  The advantages of this method are: 

(a) Economy of observations, three readings per pointing instead of 
five required for tachy, resulting in less pressure on the observer 
and more rapid progress. With good coordination a team of three 
observers and two carriers can complete nine beach profiles per hour. 

(b) Greater length of beach profile can be covered since no fine staff 
graduations need be distinguished for the observation. 

(c) Greater reliability and accuracy of the data (due to accurate dis- 
tance, ± 5-10 cm) especially in the surf where the base of the 
staff is rapidly eroded during the observation. 

For bathymetric profiling two theodolites are set up at suitable beacons, 
to fulfil the geometric requirements for accurate intersection, while 
the third instrument is set up at each intermediate beacon (in rotation) 
in order to position and continuously guide the boat by radio commu- 
nication. 

The boat traverses a fixed path (within two meters laterally), corres- 
ponding to the exact heaving  of the profile sections, while theodolite 
observations are made at regular intervals of about 30 seconds.  The 
boat operator assists in maintaining a straight track by visually align- 
ing transit marks (topographic features) situated inland.  For subsequent 
surveys the respective profiles are exactly relocated from the beacons. 

The observations are made at regular intervals of about 30 seconds to 
a target mounted on the boat.  These consist of simultaneous  deter- 
minations of vertical and horizontal angle measurements, synchronised 
by the echosounder operator by radio, which are manually recorded, to- 
gether with annotation of date, time, line and "fix" numbers. 

3.3 Error Reductions 

By maintaining a high degree of accuracy in the control survey (± 1 cm 
in elevation and position) it is possible to determine when beacons have 
been tampered with or replaced by unauthorised/unqualified persons.  Af- 
fected or missing beacons are accurately replaced and verified by inde- 
pendent measurements from both  the adjoining beacons. 

Systematic errors in heighting, due to incorrect measurement of instrument 
elevation, are eliminated by routinely  observing vertical angles to both 
the adjoining beacons (or instruments) prior to profiling.  This also 
serves to verify the data of the control beacons which are used in 
further calculations. 
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Orientation errors in the intersection positions are eliminated by ob- 
serving the known orientations to two distant beacons at the start and 
at the end of the observations for each profile. 

The effects of random errors in observations of reciprocal vertical 
angles can be eliminated (and accuracy increased) by observing to both 
the instrument and the top of the beacon. 

Instrumental error is eliminated by determining the corrections to be 
applied to the observations and by avoiding "creep" in the clamping/ 
tracking mechanisms of the instrument.  The index error (for correction 
to vertical observations) is determined by observations on both faces 
of the circle while the telescope is pointed at a distant object, 
correction = \  x index error (i.e. <360°>).  The slow-motion tangent 
screws should always be turned against the spring to avoid creep. 

Refraction and curvature corrections, to be applied to heighting over 
distances longer than 500 metres, can be verified by the index error 
observations if the distant object is a survey beacon. 

Vertical accuracy in indirect heighting is increased by the accurate 
measurement of distance, from which the height is derived, or by 
reducing the elevation between the beacon and the target. 

Observation and/or data processing errors are identified in the inter- 
section method by comparison of the independently calculated elevations. 
A third observation enables an independent evaluation of accuracy to be 
made and allows the elimination of errors without loss of data.  The 
conventional tachy method produces unchecked data. 

The use of a theodolite for heighting, in preference to a level, enables 
the heighting error, due to the tilt of the staff, to be eliminated 
by sighting to a mark near to the base. 

The accuracy of observations, when tracking a moving target, is depen- 
dent on the relative motion of the object.  By maintaining a minimum 
distance of about 700-1000 metres from the boat, the movement can be 
followed accurately using the clamp and tangent screws of the the- 
odolites. 

The comparative accuracy attained in past surveys are 0,1 to 0,4 metres 
in position and 0,01 to 0,08 m in elevation for distances up to 3 km. 
Typical results for beach profiling are illustrated in Table 1. Similar 
pole soundings were previously made from a dinghy, to -3,0 MSL during 
neap tide, and a vertical accuracy of 2-3 cm (probable error) was ob- 
tained. It is estimated that a probable error of <0,I0 m is possible 
for pole soundings at 5 m depths. 

4.   ECHO SOUNDING 

The short period fluctuations in the elevation of the echosounder, 
resulting from waves or swells, are mirrored accurately in the con- 
tinuous record of the depth profile provided that the sea bed is a flat 
sediment surface with regular changes of slope.  For an irregular rocky 
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bottom along the profile, the effects of water level fluctuations and 
topographic undulations are combined to produce a confusing echo trace 
which cannot be resolved with sufficient accuracy. 

4. 1  Equipment 

A 5,6 m skiboat, powered by twin outboard motors to ensure high 
manoeuvrability and safety in the surf zone, is used as a platform for 
the echosounder.  A cabin houses the essential electronic instrumen- 
tation and provides protection and shelter to the crew.  A spherical 
target (120 mm diameter) is fitted, for theodolite observation, to a 
mast projecting above the cabin. 

The survey echosounder can operate on single/dual frequencies of 30 kHz 
and 210 kHz, the latter for greater accuracy in profiling and cali- 
bration, and has facilities for recording analog and/or digital depth 
data.  The analog facility has an expandable depth scale producing a 
maximum resolution of 5 m/200 mm chart width, providing a resolution of 
about 1 cm, for accuracy in the calibration of the instrument and 
recording depths in calm sea conditions.  Both transducers are mounted 
inboard  in a well which is moulded onto the centre of the hull, and 
operate effectively through the hull with little loss of power provided 
that the well is filled with water (no splashing) and that no aiv  is 
entrapped in the laminations of the hull. 

A calibration bar is used to physically calibrate the echosounder 
during the survey.  The bar consists of a 1,8 m length of open gal- 
vanised steel pipe, 125 mm in diameter, with a 14-metre length of 
light chain welded to each end.  Tags are attached to the short links 
of both chains at predetermined distances from the pipe and exactly 
1 metre apart. 

An accurate tide gauge must be installed to record the sea level con- 
tinuously throughout the survey.  The resulting tide data are used to 
relate the recorded depth profiles to the vertical datum of the bench- 
marks (and beacons). 

Radio communications are used to coordinate the operation of the echo- 
sounder with the theodolite observations. 

4.2 Survey Procedure 

The marine operation is performed by two operators (the crew) who can 
interchange their respective duties.  The surveyors complete the man- 
power requirements for launching/recovering the boat from the beach 
when necessary. 

The following relationships must be determined accurately for each 
survey boat: 

1 The elevation of the transducer face relative to the reference 
target which is mounted on the mast. 

2 The elevation of the transducer face relative to the gunwales, to 
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the deck and also relative to the sea level while the boat is 
stationary in the water. 

3 The squat (settling in the water) of the boat while it is moving 
at various survey speeds ranging from 4 to 7 ms 

These specifications are determined in a sheltered harbour under calm 
sea conditions with the aid of a theodolite, used as a level, and a 
levelling staff.  The theodolite is set up at a slipway, near to the water 
level and aimed at the staff to measure the elevation of the various 
parameters.  The respective rev-counter readings are noted at the 
various constant speeds. 

Calibrations of the echosounder are performed twice daily  in the work 
area.  Instrument controls (for adjustment), which are initially set 
by the echosounder operator, include switches for the channel (frequency) 
selection, chart calibration settings and the attenuation of signal 
strength and stylus voltage in order to produce an optimum trace of the 
seabed at the maximum profile depth. 

The boat is anchored  and the calibration bar is then suspended below 
the boat by both chains so that the pipe hangs horizontally in a ver- 
tical plane through the transducers and directly below, the corres- 
ponding tags of each chain being held exactly on the edges of the gun- 
wales while the top surface of the pipe is precisely 12 metres (or 
more) below the transducer faces.  Further settings of the recorder 
controls are made for vertical scale expansion (set to maximum), the 
transducer depth below sea level (set accurately below zero line) and 
the "sound velocity" is finally adjusted to correct the recorded depth 
of the bar to the exact value.  The depth of the bar is now decreased, 
in stages of 2 m (or 1 metre) throughout the depth range, while the 
measured depths are recorded and checked (should be exact).  The bar is 
taken aboard. No further adjustments are necessary (or permissible) 
other than depth phasing, scale expansion and paper speed. 

On completion of the day's depth profiling, a second calibration is per- 
formed as before. 

The bottom trace is recorded (at anchor) for three minutes, using the 
event marker, in order to measure the dominant wave period and wave 
height for determining the relationship between wave form and water depth. 

The survey boat traverses the profile line continuously from a predeter- 
mined depth to a least depth of 1,5 metres, thereby obtaining bathymetric 
data (to about -0,70 MSL) during a period of 1§ hours spanning spring high 
tide, while position fixes are coordinated by the echosounder operator 
for the theodolite observations. 

The boat speed is regulated so as to be overtaken by 5 to 6 swells per 
minute (confirmed by the echo trace), a requirement for accurately eli- 
minating the wave action from the depth profile. A constant  speed must 
be maintained between position fixes to permit interpolation of inter- 
mediate positions, speed changes should coincide with the fixes.  The boat 
must also maintain its position between the breakers, hanging back while 
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avoiding aeration in the water which will strongly attenuate the trans- 
ducer signal.  Repeated runs may have to be made in the surf in order to 
obtain the required profile coverage.  The decision, to terminate the 
profile, rests with the skiboat operator who is advised by the echo- 
sounder operator on the clearance beneath the boat. 

The observed position fixes coincide with the manually activated event 
marks which are on the analog depth trace.  These marks must be fully 
and correctly annotated for time, date, line and fix numbers. 

All profile lines are run vnshove  only.  Previous attempts at running 
the lines in alternate directions produced a consistent difference of 
about 0,2 metres in the respective depths recorded (in/out), presumably 
due to the greater vertical acceleration resulting from a higher fre- 
quency of wave-crossings on the outward track. 

Twelve profile lines (length 1,5 to 3 km) are normally surveyed in 
3 hours each day and the survey may extend over several days because 
of delays resulting from poor sea conditions.  Selected control profile 
lines (2 or 3) are therefore surveyed repeatedly, once each day, in 
order to verify the consistency of the data by comparison of the pro- 
file sections. 

The recorded bathymetric depth data, measured from sea level, are related 
to the benchmark level datum by accuvate  tide data which are recorded 
continuously for the duration of the survey.  The tide data are regularly 
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vevifi-ed  by direct observation and measurement, preferably with the aid 
of a stilling well or other sheltered and damped sea surface, or by com- 
parison with similar data recorded independently nearby.  The chart 
recordings must be meticulously annotated with reference to time, date 
and location. 

Suitable tide-gauges, infrequently calibrated due to shortage of staff, 
are operated at various South African ports by the Hydrographer of the 
Navy and these data are freely available. 

4.3 Error Reduction 

Differences of about 300 mm (or more) often occur in elevation between 
recorded prototype tide data and predicted data, as prepared by the S A 
Navy and published in the TIDE PREDICTION TABLES, largely due to the ef- 
fects of fluctuating meteorological parameters (see Figure 2) and there- 
fore the predicted data are totally unacceptable  for sediment profiling. 

Inaccuracies in the time-scale of recorded tide data are a common cause 
of systematic error in the reduced bathymetric depth profile. By sur- 
veying only for a limited period spanning high tide, when the rate of 
change in elevation is small, the effects on individual profiles are 
reduced while the cumulative effect on the survey is eliminated. 

Localised areas of rock outcrops along the profile must  be identified 
and excluded from the comparisons.  Large areas of rock may totally 
disqualify the location as being unsuitable for monitoring. 

Temperature profiling should be carried out at random in the work area 
to ensure a consistent propagation (speed) of sound for all profiles. 

The second calibration (each day) verifies the initial one and ensures 
that no "drift" in the electronics of the echosounder has taken place. 
The data are discarded and the profiles resuvveyed if the calibrations 
differ. 

When surveying in the vicinity of river estuaries during periods of 
flood or heavy run-off, the 30 kHz facility is used simultaneously 
with the 210 kHz as a precaution against the presence of dense layers 
of sediment (in the water column) which could mask the seabed and cause 
a false bottom to be recorded. 

The boat speed is calculated between fixes to verify the squat cor- 
recction (which is applied with the tide level correction).  Squat 
varies in relation to the boat speed, from 10 - 11 cm at 4 ms-1 to 
3 - 4 cm at 6 ms   .  Care must also be taken to note changes in the 
buoyancy of the boat due to leakage of the hull and varying content 
of the 240 litre inboard fuel tanks. 

The elevation of the boat is determined from theodolite observations to 
the target in order to verify the effects of wave set-down/set-up in 
shallow water.  Observations beyond the breakers serve to further 
verify the tide data for gross errors. 
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The profile data is abstracted directly from the echo trace and tabu- 
lated together with the range distances for determining profile section 
and areas.  The necessary precautions have been taken to ensure direct 
profile comparisons  by the precise relocation of all profiles. In no 
circumstances need profile data be interpolated from contour plans. 

5    DATA PROCESSING (GENERAL) 

The processing of survey data requires a special awareness of the 
potential survey inaccuracies and the need to personally scrutinise 
the many outputs of comparative data at different stages of the work. 

Independent checks are systematically applied during each phase of pro- 
cessing the data which is first validated before being further applied. 
Sufficient observations are made to verify and correct any errors which 
had been made in the measurements. 

Much of the data is processed manually and this also requires specialised 
experience and a knowledge of local conditions.  To increase consis- 
tency in reducing the data of successive surveys, the manual reductions 
are always undertaken by the same persons (to reduce the effects of per- 
sonal error) in successive surveys and scrutinised by a second party. 

5. 1  Equipment 

Portable calculators are used in the field for processing the essential 
control survey data while an on-line mainframe computer is available 
for the processing of the resultant statistical data (profile section 
areas, etc) at headquarters. Printers are used (with the calculators) 
to reduce the probability of transcription errors being made in the 
data. 

5.2 Procedure 

The processing of all survey data is performed, both in the field and at 
headquarters, by the survey technicians of the field party. 

All data relating to the control survey are processed manually and fully 
validated before the profiling survey is commenced.  During periods of 
unfavourable weather or sea conditions, the available time is utilised 
by processing the other survey observations.  All calibration data are 
immediately validated by inspection and comparison.  Independent checks 
are systematically applied to all the survey data. 

A graphical comparison is made of the recorded and predicted tide data, 
and with independently recorded data, in order to check for anomalies 
(such as errors in the time-scale). 

The effects of swell and waves on the analog recording of the profile are 
reduced graphically, prior to applying the tide corrections, by applying 
an established theory to relate wave form to water depth (see Figure 3). 
The reduction graph is based on the VOCOIDAL WAVE THEORY (Swart 1977) 
defining the relationship (Nc) of the mean water level (WL) to the crest 
and trough of a design wave relative to water depth.  The parameters of 
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wave height and wave period are derived from the initial calibration 
record of each day and critical depth values for Nc = 0,5 and Nc = 0,67 
(also Nc = 0,83) are determined from the graph. 

The inverted wave crests on the echo trace are all joined by straight 
lines, as are the inverted troughs.  The corrected WL image is then re- 
constructed in accordance with the Nc/depth relationship and smoothed. 
This is regarded as the true image of the sediment bed.  All intermediate 
changes in slope are annotated and their proportional range distances 
are derived from the calculated "fix" positions.  Tide (and squat, etc) 
corrections are then applied to all the recorded depths of both the 
"fix" and annotated positions and the data are then abstracted for the 
determination of the profile sections. 

Graphical comparisons are made of the overlap of profile data derived 
independently from the beach and sonic profiling. 

6   RESULTS OF A VERIFICATION EXPERIMENT 

During a regular profiling survey at Koeberg in September 1982, a number 
of additional profile sections were surveyed in order to evalulate the 
probable error in the depth soundings for various sectors along the 
profile. 

Line 10 was chosen as the control profile and ten runs were made over 
the profile in a consistently calm/moderate sea state with swell height 
of about 0,5 to 0,7 metres.  There were four runs on 16 September and 
six runs on 17 September.  No overlap was obtained with the beach pro- 
file, neither were vertical intersection angles observed in this 
exercise.  The abstracted profile data are listed in Table 2. 

6.1  Sounding Error 

The following methods were used to determine the values for the probable 
error of the soundings: 

1   The average  depth was determined for each range position at inter- 
vals of 50 metres along the profile, these values were adopted as 
the oovvect  values and the respective errors were determined for 
each of the range positions throughout the profile length from 
range distance 300 metres to range distance 2 050 metres.  These 
error values are plotted against the range distance, from the 
reference survey beacon, to indicate the error distribution (see 
Figure 4).  The standard deviation was likewise calculated and also 
plotted against the range distances (see Figure 4). 

The probable error of a single depth sounding in the surf zone 
varies from ±0,06 m to ±0,10 m while offshore the probable error 
of a depth sounding varies from ±0,02 m to ±0,04 m where 

P.E. = 0,6745 
\/[dd] 
V (n-1) 
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TABLE  2 - SOUNDINGS TAKEN AT LINE   10,   KOEBERG 

DEPTH  IN  METRES   (MSL  DATUM) 

RUN  NO 1 2 3 4 5 6 7 8 9 10 AVE 7/9 
(m)   DIST 

250 -2,1! -1,77 -1,90 -1,91 -2,09 -1,94 -1,97 -2,09 -2,35 -2,10 -2,023 t 1 
1  -1,87 

300 2,55 2,16 2,49 2,44 2,52 2,43 2,34 2,57 2,60 2,62 2,472 CD '     2,42 

350 3,00 2,77 2,89 3,06 3,00 2,94 2,77 3,07 2,85 3,13 2,948 § ;     3,02 

400 3,55 3,49 3,45 3,64 3,55 3,57 3,70 3,66 3,65 3,80 3,606 " „     .     3,70 

450 4,38 4,37 4,27 4,46 4,70 4,50 4,72 4,76 4,71 4,60 4,547 t  c     '•     4,34 
500 5,14 4,88 4,86 5,23 5,03 4,91 4,95 5,11 4,82 5,30 5,023 ££     •     5,07 

550 4,88 4,80 4,90 4,74 4,93 5,06 4,81 4,80 4,91 5,00 4,883 a     '     4,4? 
600 5,15 4,87 4,94 4,96 5,30 5,16 5,07 5,08 5,08 4,92 5,053 ".H     '     5, 12 

650 5,67 5,59 5,60 5,66 5,76 5,67 5,60 5,74 5,53 5,63 5,645 '• «     :     5,98 

700 6,27 6,40 6,36 6,34 6,35 6,37 6,42 6,41 6,23 6,34 6,349 £           6,64 

750 7,02 7,13 7,09 7,01 6,96 7,02 7,10 7,04 6,96 7,05 7,038 £     •     7,17 

800 7,64 7,66 7,70 7,70 7,67 7,65 7,67 7,64 7,69 7,69 7,671 o           7,74 

850 8,16 8,17 8,20 8, 18 8,08 8,19 8,17 8,13 8,08 8,21 8,!57 8,20 

900 8,54 8,49 8,52 8,54 8,64 8,61 8,55 8,59 8,47 8,59 8,554 8,55 

950 8,89 8,82 8,83 8,89 9,02 8,91 8,88 9,00 8,87 8,92 8,903 8,89 

1000 9,24 9,14 9,16 9,19 9,3! 9,19 9,21 9,30 9,24 9,24 9,222 9,15 

1050 9,57 9,45 9,48 9,47 9,60 9,48 9,52 9,61 9,60 9,57 9,535 9,48 

1100 9,87 9,76 9,76 9,78 9,88 9,79 9,80 9,91 9,88 9,85 9,828 9,77 

1150 10,20 10,07 10,10 10, 10 10,18 10, 10 10,08 10,20 10,17 10,13 10,133 .   10,03 
1200 10,52 10,39 10,42 10,44 10,48 10,41 10,38 10,50 10,47 10,43 10,444 10,33 

1250 10,81 10,72 10,73 10,79 10,77 10,73 10,73 10,80 10,77 10,73 10,758 10,67 
1300 11,13 1 1,04 11,11 11,14 1 1, 10 11,06 11 ,08 1 1,10 1 1,06 11,10 11,092 11,02 
1350 1 1,48 11,37 11,50 11,49 11,46 11 ,40 11,42 1 1,43 11,42 11,47 11,444 »     j    11,39 
1400 11,84 11,70 11,88 1 1,82 11,82 11 ,74 11,75 11,76 1 1 ,78 11,83 11,792 ;    11,72 
1450 12,18 12,03 12, 18 12, 17 12,18 12,08 12,07 12,09 12,14 12,19 12,131 a              12,10 
1500 12,51 12,36 12,47 12,51 12,51 12,42 12,40 12,44 12,47 12,54 12,463 S         i    12,36 
1550 12,84 12,70 12,76 12,85 12,84 12,76 12,76 12,78 12,79 12,90 12,798 •g             12,66 
1600 13,20 13,02 13,10 13, 16 13,17 13,10 13,11 13,13 13,10 13,24 13,133 w         :    13,00 
1650 13,54 13,41 13,42 13,45 13,49 13,40 13,46 13,43 13,38 13,52 13,450 x         i    13,33 
1700 13,89 13,74 13,76 13,74 13,81 13,7! 13,70 13,72 13,64 13,77 13,748 13,70 
1750 14,12 14,00 14,08 14,01 14, 13 14,01 13,93 13,99 13,89 14,02 14,018 !    13,97 
1800 14,32 14,27 14,28 14,30 14,34 14,26 14, 16 14,28 14, 17 14,26 14,264 14,22 
1850 14,52 14,53 14,48 14,56 14,50 14,47 14,40 14,48 14,44 14,50 14,488 14,46 
1900 14,71 14,68 14,63 \              / 14,67 14,61 14,62 14,68 14,63 14,71 14,660 •    14,63 
1950 14,89 14,78 14,76 \          / 14,81 14,72 14,73 14,82 14,75 14,83 14,788 14,71 
2000 15,00 14,86 14,86 \      / 14,92 14,82 14,87 14,94 14,84 14,89 14,889 14,84 
2050 15,14 14,95 14,97 \  / 15,02 14,91 15,02 15,03 14,94 14,97 14,994 14,96 
2100 15,30 15, 15 15,15 V 15, 14 15,06 15,18 15, 17 15, 11 15,18 15,160 15,08 
2150 15,49 15,38 15,32 A 15,36 15,33 15,32 15,37 15,34 15,46 15,374 :    15,22 
2200 15,69 15,64 15,62 A 15,60 15,60 15,50 15,58 15,58 15,73 15,616 ;     15,46 
2250 16,02 15,95 15,91 / \ 15,85 15,90 15,91 15,89 15,82 16,00 15,917 j    15,80 
2300 -16,38 -16,26 ~16,20 / \ -16, 16 -16,24 -16,29 -16,22 -16,16 -16,27 -16,242 ' ]-16,13 

(  1 ] -0,050 +0,052 +0,028 -0,004 -0,034 +0,022 +0,027 -0,026 +0,021 -0,047 0,000 yS      j+0,044 

Speed 
m/s 

4,27 3,70 3,81 4,20 4,51 4,62 4,06 4,60 4,25 4,74 4,28 /'•/ 
Date 16/9/82 17/9/82 
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The error limits within the 95% confidence band  were found to be 
±0,20 - 0,33 m in the surf zone and ±0,07 - 0,13 m offshore (for 
9 degrees of freedom). 

In comparing the average  elevations of each run with the mean 
elevation (of all 10 runs), the differences are found to have a 
standard deviation of ±0,04 m. 

Of special interest in Figure 4 are the apparent node points in 
the error distribution which recurs at regular intervals of 500- 
600 m apart and is apparent again at a range distance of about 
2 500 m (for only three runs). These nodes indicate some tide 
level phenomenon, similar to a "standing wave" situation, which 
accounts for 50% of the probable sounding error beyond the surf 
zone. 

The profile data listed in Table 2, under column 7/9, were re- 
corded on 7 September during an earlier survey which was aborted 
because of deteriorating weather and sea conditions. A comparison 
of these data, with those which were acquired on 16-17 September, 
indicates the consistency of the profile data obtained during 
routine surveys. 

2   No correct  value is assumed for this analysis and the errors are 
derived on the basis of direct comparison between any pair  of 
measurements taken, in all there are 45 possible combinations (from 
10 measurements).  Calculation of the probable errors of a depth 
sounding (as in the first method) yields values which are con- 
sistently 40% higher than previously. Within the 95% confidence 
limit, the errors are ±0,27 - 0,42 m in the surf zone and ±0,09 - 
0,18 m in the offshore area. 

Profile section areas  were calculated for each of the 10 profile runs 
and the error values were determined from the mean values, a distinction 
being made between the surf zone, offshore and for the overall section. 
These results are shown in Figure 5 together with the probable error, 
indicated above (n = 10).  For the 95% confidence band the magnitude of 
error value is increased by a factor of 3,35. 

A second analysis was done of the section areas, as for the sounding 
error, and the probable errors are also indicated in Figure 5 (as n = 45) 
except for the overall chart where n = 36. For the 95% confidence 
band the magnitude of error is increased by a factor of 3. 

6.2 Spacing Error 

The effect of spacing error, due to the insufficient density in the profile 
spacing, was investigated by surveying an extra four profiles (marked A-D) 
which were fairly evenly spaced between the regular profiling lines 10 
and 11.  The section areas of profiles A-D were calculated and these 
values are tabulated in Table 4 and indicated graphically in Figure 6 
(where comparative elevations are shown for volummetric calculations). 
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TABLE 3 - COMPARISON OF SECTION AREAS WITH AVERAGE PROFILE 

RANGE 

DISTANCE 

(m) 

RUN 

1 2 3 4 5 6 7 8 9 10 
Average 

1-10 

250- 
600 

Aai 

1356 
+5 

1289 
-62 

1314 
-37 

1350 
-1 

1371 
+20 

1347 
-4 

1341 

-10 
1378 

+27 

1363 
+ 12 

1398 

+47 

1351 
RMS 

±31 

600- 
1850 
Aaz 

13164 

+47 
13056 
-61 

13110 
-7 

13125 

+8 

13172 

+55 

13094 

-23 

13084 

-33 
13140 

+23 

13078 

-39 

13146 

+29 

13117 

RMS 

±39 

600- 
2250 
Aa3 

19239 

+89 

19090 
-60 

19135 

-15 X 19207 

+57 

19104 

-46 
19103 
-47 

19178 

+28 

19094 

-56 
19197 

+47 

19150 

RMS 
+56 

250- 
1850 

Aa« 

14520 
+52 

14345 
-123 

14424 

-44 
14475 
+7 

14543 

+75 

14441 

-27 
14425 
-43 

14518 

+50 

14441 

-27 
14544 

+76 

14468 

RMS 
+64 

250- 
2250 

Aa5 

20595 
+95 

20379 
-121 

20449 X 20578 
+78 

20451 

-49 

20444 

-56 

20556 
+56 

20457 
-43 

20595 
+95 

20500 
RMS 
+81 

Aa * Deviation from the average area (Profile OP.10) 

RMS(250-600)  - ±9m2/100m;  RMS (600-2300)  = ±3m2/100m; RMS (250-2300)  - ±4m2/l00m 

• COMPARISON OF INTERMEDIATE SECTION AREAS WITH PROPORTIONAL AREAS 

PROFILE SECTION 10 A B C D 11 

Calculated area (mz) 20595 20566 20574 20518 20504 20374 

Proportional area (mz) 20539 20504 20467 20422 ^x^ 
Aarea - (m2) +27 +70 +51 +82 ><[ 
Profile spacing 

(m) 
53,96 I  42,71 1  46,21 1 55,27  j  58,72 

256,87 
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The apparent result of spacing error in the volume, as calculated from the 
end section areas, is 10 143 m2 which is equivalent to an average error 
in elevation of 0,02 m (which is well within the accuracy indicated for 
the probable error). From a visual comparison of the intermediate areas, 
A to D in Figure 6, with their assumed profile areas (indicated by the 
broken line from profile 10 to profile 11), it is obvious that here the 
disagreement is also within the limits of the sounding error. 

The spacing of about 250 m between profile lines 10 and 11 is adequate 
for this particular section of the sea bed.  Since the bathymetry of the 
area is very regular and the coastline is straight (see Figure 1), the 
profile intervals are assumed to be acceptable although further sampling 
of the spacing is required. 

7   CONCLUSION 

The results of the experiment indicate clearly that the required ac- 
curacy of measurement can be achieved under normal conditions by 
standard survey procedure and that the effects of systematic errors 
are significantly reduced.  The spacing of profiles, about 250 m, is 
apparently acceptable in the case study. 

The field operation is cost efficient in terms of capital outlay, re- 
liability of instrumentation and optimum productivity of personnel.  The 
required technical expertise is easily acquired without specialised 
training. 

The survey procedure is highly efficient in the identification/elimination 
of random errors and the evaluation and reduction of systematic errors 
thereby increasing the degree of accuracy which is attained. 

The precise relocation of profiles in successive surveys, together 
with the verification of the data, serves to confirm the validity of 
the resulting quantitative assessment of sediment transport. 



FIELD INVESTIGATION OF LONGSHORE TRANSPORT DISTRIBUTION 

by 

E. P. BeretJ1', A.M. ASCE and R. G. Dear/2), M. ASCE 

ABSTRACT 

Following a change in wave direction, the active contours in an 
idealized pocket beach respond by rotating such that they approach a 
perpendicular orientation relative to the incoming wave rays. 
Assuming that cross-shore sediment transport does not contribute to 
this contour rotation, and that the contours are in the early stages 
of this equilibration process, the amount of contour rotation can be 
interpreted as the cross-shore distribution of the longshore sediment 
transport. 

As part of the Nearshore Sediment Transport Study, detailed 
nearshore profile measurements were conducted at Santa Barbara, 
California. Twenty-two of these profile lines were located on 
Leadbetter Beach, which is a quasi-pocket beach. To explore the 
concept described above, two of the nine intersurvey periods were 
selected due to their strong indications of wave direction change. 
Analysis of these data sets yielded two estimates of cross-shore 
distribution of longshore sediment transport which were compared with 
those presented by Komar, Fulford and Tsuchiya. Although these three 
distributions differ significantly, the effect of the tidal variations 
is to "smear" the differences in the inferred distributions as evident 
in the contour displacements. It was found that none of the 
relationships for longshore transport distribution predicted the 
amount of transport inferred in water depths greater than one meter. 
It is possible, especially for one of the intersurvey periods that the 
changes in contour locations were so extreme that substantial cross- 
shore sediment transport was induced and would be interpreted as 
longshore transport occurring in water depths greater than had 
actually occurred. The method introduced here should be useful in 
other field and laboratory programs to investigate the cross-shore 
distribution of longshore sediment transport. 

"'Research Engineer, Amoco Production Co., Tulsa, OK 74102; 
Formerly Graduate Assistant, Department of Civil Engineering, 
University of Delaware, Newark, DE 19711 

^ 'Graduate Research Professor, Coastal and Oceanographic 
Engineering Department, University of Florida, Gainesville, FL 32611; 
Formerly Professor, Department of Civil Engineering and College of 
Marine Studies, University of Delaware, Newark, DE 19711 

1620 



LONGSHORE TRANSPORT DISTRIBUTION 1621 

INTRODUCTION 

Practically all coastal engineering projects require quantitative 
estimates of the longshore sediment transport at the project site. 
This information can be derived from a variety of sources including 
experience at nearby structures, channels which impound sediment and 
computations based on local wave characteristics. Generally, even if 
impoundment data are available, computations are employed, partly in 
the interest of developing confidence in the impoundment estimates, 
but also because of the uncertain quality of most impoundment 
documentation. For example, much of the initial nearshore 
accumulation at jetty structures can be the result of the onshore 
transport of a portion of the material which formerly resided in the 
ebb tidal shoal. In addition to the need for estimates of total 
longshore sediment transport, there are a number of project/problem 
types that require estimates of the distribution of longshore sediment 
transport across the surf zone. Examples include: design of the 
length and elevation of the weir section of a weir jetty system, 
design of the length of a groin or jetty, computation of the total 
longshore sediment transport in cases where a portion of the surf zone 
is paved by beach rock or particles too coarse to yield significant 
amounts of transport, etc. 

The Nearshore Sediment Transport Study (NSTS) was sponsored by 
the National Sea Grant Office of the National Oceanic and Atmospheric 
Administration (NOAA); the objectives of this study included the 
enhancement of general knowledge and understanding of nearshore 
hydrodynamics and sediment transport processes with an emphasis on the 
improvement of the capability to compute longshore sediment transport 
for engineering purposes (Duane and Seymour, 1978). One component of 
the NSTS directed specifically at this latter objective was an 
eighteen month measurement program carried out at Santa Barbara, 
California. Through measurements of volume accumulations by the near- 
complete trap formed by the spit in the lee of the breakwater and 
portions of the updrift beaches, the net longshore transport could be 
documented with good accuracy. The wave characteristics were provided 
by two S  gages located in a water depth of approximately 7 m 
directly off Leadbetter Beach. The initial plan did not include an 
attempt to determine information relating to the cross-shore 
distribution of longshore sediment transport. However, as the data 
from a number of surveys accumulated, the "rotation" of the nearshore 
contours resulting from shifts in the dominant wave direction 
suggested that some of the available data sets were well-conditioned 
to address the problem of longshore sediment transport distribution. 

REVIEW OF RELATED WORK 

The difficulties of conducting field measurements of the cross- 
shore distribution of longshore sediment transport have prevented the 
determination of any well-accepted results. Methods attempted include 
bed load traps by Thornton (1973) and tracer studies. Thornton 
estimates the efficiency of the bed load traps to be between 40 and 
100 percent. He also stated that the traps appeared to be more 
efficient under light wave conditions and tend to bury themselves 
under heavy wave conditions. 
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Thornton (1973), Komar (1977), and Tsuchiya (1982) have developed 
predictive equations for the cross-shore distribution of longshore 
sediment transport. Thornton utilized a Bagnold (1963) model and 
considerations of the role of the longshore current to develop a 
predictive relationship for qv(x), the distribution across the surf 
zone of the longshore sediment transport. Thornton's results 
expressed q„(x) as proportional to the product of the average energy 
dissipation per unit bed area and the longshore current. The 
proportionality factors were considered to be different inside and 
outside of the surf zone due to the different causes of energy 
dissipation. The field measurements conducted by Thornton included 
sediment transport as determined by the bed load traps and longshore 
currents based on surface float trajectories or current meters. The 
transport proportionality factor outside the surf zone exceeded that 
inside the surf zone by slightly more than an order of magnitude. 
There is substantial uncertainty regarding the efficiency of the bed 
load traps. Integrating Thornton's results across the surf zone 
results in a proportionality factor, K, for the total transport which 
is approximately two orders of magnitude less than the commonly 
accepted value of 0.77 (Das, 1972, Figure 6). 

Komar combines the sediment transport concepts of Bagnold with 
longshore current distributions as developed by Longuet-Higgins (1970) 
and modified by Komar (1976). The resulting expression for qy(x) is 
proportional to the product of the bottom shear stress and the 
longshore velocity. Results are developed in which the bottom shear 
stress is based on the gradient of Sxy (the onshore flux of the 
longshore component of momentum) and this gradient augmented by the 
longshore current. Komar finds that the magnitude of qv(x) depends on 
the breaker height to depth proportionality factor, a mixing parameter 
which controls the form of the longshore current and the friction 
factor for the profile. The maximum of q„(x) is predicted to be at 
approximately 0.8 x/x. , where x, is the offshore breaking distance. 
Due to the predicted abrupt discontinuity in bottom shear stress at 
the surf line, q is also discontinuous at this location. 
Additionally, Komar's distribution does not include any "swash" 
transport, i.e. landward of the mean water line. An example is 
presented in Figure 1. 

Tsuchiya (1982) bases his predictive relationship on an equation 
which appears to be appropriate only for suspended sediment transport 
and which does not account for the correlation, over the vertical, of 
the suspended sediment distribution and the longshore current 
distribution. Tsuchiya combines the longshore current representation 
by Longuet-Higgins (1970) with earlier work conducted by Tsuchiya on 
sediment transport by currents. In the brief 1982 abstract, Tsuchiya 
does not present his method in detail; however, it appears that the 
basic form of the longshore sediment transport is approximately 
proportional to the product of the longshore current distribution and 
the depth. An example of Tsuchiya's results is presented in Figure 1, 
in which the continuity of sediment transport across the surf line and 
lack of swash transport are evident. 

Fulford (1982) determined an empirical distribution of longshore 
sediment transport based on a wave basin study conducted by Savage 
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Breaker Line 

-0.5 0 0.5 1.0 1.5 2.0 

RELATIVE DISTANCE OFFSHORE, x/xb 

Figure 1. Illustration of Cross-Shore Distributions of Longshore 
Sediment Transport as Determined by Various  Investigators. 

(1959).    In the tests utilized,  Savage allowed the beach processes to 
equilibrate under the action of waves approaching at an angle.    A long 
high impermeable groin was then introduced into the system.    The 
analysis by Fulford was based on the two-dimensional   equation of sand 
conservation 

5x        sy    '  Jt      u (1) 

in which q„ and q    represent the local  sediment transport rates per 
unit width in the^offshore and longshore directions, respectively and 
h represents the local water depth.    To determine the distribution of 
1V(*)> tne above equation was integrated with respect to y 

y »q„ y aq„ y Rh 

0 ay at dy (2) 

with the assumption that in the early stages of accumulation by the 
groin, the offshore sediment transport is zero, i.e. the first term is 
zero and the second term can be integrated directly to yield 
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qy(x,y) - qy(x,0) = / ^ dy (3) 

The second term is zero if the groin is impermeable. If the 
integration is carried out to a sufficient distance (y value), then 
the unaffected transport is determined. The distribution determined 
by Fulford is presented in Figure 1. Note that a considerable amount 
of transport is located in the "swash" zone and that the maximum of 
Fulford's distribution is considerably landward of those in the Komar 
and Tsuchiya distributions. 

SITE CHARACTERISTICS 

Santa Barbara is located on the Southern California coast, 150 km 
northwest of Los Angeles and 560 km southeast of San Francisco. The 
beaches lie on the Santa Barbara Channel which is separated from the 
Pacific Ocean by the Channel Islands. Because of the origin of the 
waves, the sheltering influence of the offshore islands, and the 
refraction of the waves (O'Brien, 1950), the wave pattern at Santa 
Barbara is nearly the same for most of the year, with the exception of 
infrequent waves from southeast storms. 

During 1927-28 a detached rubble-mound breakwater with a concrete 
cap was constructed off Point Castillo to protect the Santa Barbara 
harbor. The breakwater was 1425 ft. in length roughly parallel to 
shore, with a 400 ft. arm directed towards shore. The resulting 
diffraction pattern in the lee of the breakwater caused the sand 
normally transported along the shore to be deposited in this area. 
Because of this undesirable effect, the breakwater arm was connected 
to shore in 1930 (Figure 2). 

The now L-shaped breakwater was an effective trap of the 
longshore transport and the area west of the breakwater soon developed 
into a substantial beach (Leadbetter Beach) where the present 
experiment took place. Leadbetter Beach is therefore bordered on the 
east by the breakwater which, depending on beach contour planform, can 
act as an effective barrier to eastward sediment transport. The 
western end of Leadbetter Beach, approximately 1 km from the 
breakwater, is bordered by a high cliff, with many rocks at its base, 
extending oceanward to Santa Barbara Point. This western boundary 
essentially precludes any sediment transport out of Leadbetter Beach 
to the west. Wiegel (1964) has presented an excellent summary of the 
Santa Barbara breakwater construction history and resulting shoreline 
response. 

After forming Leadbetter Beach, which represented a shoreline 
advancement of some 300 m, the sand moved along the breakwater and 
eventually began infilling the harbor area. By 1935 it was necessary 
to begin a program of periodic harbor dredging. From 1938 to 1953, 
maintenance dredging was done biennially, placing most of the dredged 
material on the beaches to the east, which had suffered substantial 
erosion after the breakwater construction. In 1954 it was decided to 
allow part of the continuously forming sand spit at the eastern end of 
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the breakwater to remain as protection to the harbor from southeast 
storms. A wooden structure has been constructed along the axis of the 
spit extending almost due north from a distance of about 20 meters to 
about 270 meters from the centerline of the breakwater. This spit 
area is believed to trap all the sand being transported alongshore at 
Santa Barbara and was used as the major site of NSTS Task 4-C (Dean, 
Berek, Gable and Seymour, 1982). 
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Fig.  2.    Study Site,  Survey Lines,  and Location of the Two S 

Wave Arrays xy 

SURVEY PROCEDURES 

Ten surveys were conducted at Santa Barbara from October 1979 to 
February 1981 (see Table I). Conventional land surveying techniques, 
overlapped by bathymetric surveys were utilized. Survey lines were 
run on the spit, on the seaward side of the breakwater and along 
Leadbetter Beach. A total of 22 lines were surveyed on Leadbetter 
Beach, two originating from the same point near the "elbow" of the 
breakwater, the others being at 50 m intervals along the beach, see 
Figure 2 for a survey plan and location of the S„„ gages. xy 

The bathymetric survey was accomplished by a recording fathometer 
from a boat precisely located by a Cubic Autotape system. To 
eliminate the effects of waves, each line was surveyed three times and 
the depth and distance determined by averaging the values obtained 
over a five meter interval in the offshore direction. 
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Table I. Survey Dates 

Survey Number Survey Dates 

1 10/18/79 to 10/22/79 

2 11/30/79 to 12/04/79 

3 01/20/80 to 01/25/80 

4 02/25/80 to 03/01/80 

5 04/10/80 to 04/13/80 

6 06/03/80 to 06/09/80 

7 08/25/80 to 08/28/80 

8 10/22/80 to 10/25/80 

9 12/16/80 to 12/20/80 

10 02/26/81 to 02/28/81 

Tide elevations in Santa Barbara Harbor were documented during 
the bathymetric surveys to correct the fathometer data to Mean Sea 
Level. In addition, the surveys were checked at distances far 
offshore at water depths presumed sufficiently great to be outside the 
region of sediment transport. Fathometer calibrations were made 
frequently during bathymetric surveys. 

In addition to the sediment data, wave information was obtained 
by an S  array consisting of four bottom-mounted pressure sensors as 
describe*! by Seymour and Higgins (1978). In general, wave data were 
recorded at six-hour intervals. 

Beach profiling was performed during low tide periods, whereas 
the boat surveys took place during high tides to attempt to maximize 
overlap distance as much as possible. The profiles were taken with 
rod and level at five meter intervals, or pronounced changes in beach 
slope. In general, the overlap was satisfactory. The survey line 
locations are shown in Figure 2. A more complete description of site 
characteristics and survey procedures is provided by Dean, Berek, 
Gable and Seymour (1982) 

ANALYSIS METHODS 

Interpretation of Idealized Pocket Beach Response 

The estimation of the longshore sediment transport distribution 
across the surf zone is based on the idealized response 
characteristics of a pocket beach to a change in wave direction. If 
no sediment flux into or out of a pocket beach can occur, and if a 
change in wave direction occurs, the pocket beach will respond such 
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that the contours will approach an orientation which is approximately 
perpendicular to the incident wave direction. Other contour 
modifications can occur due to a change in wave height and/or 
period. For example, it is well-known that an increase or decrease in 
wave steepness without a change in wave direction can cause the 
profile to flatten or steepen, respectively. Figure 3 summarizes the 
assumptions utilized in this study: that the even and odd portions of 
the contour displacements are due to cross-shore and alongshore 
sediment transport, respectively. 

"7/ 

/ 

a) Pocket Beach 
Showing Representative 
Contour 

m u i "1 
i / 

/ 
/ 
/ / f '"] 

b) Contour Change Due 
to Change in Wave Height 
and/or Wave Period 

^ % 
rrr 

c) Contour Change Due 
to Change in Wave 
Direction 

Figure 3.    Representative Contour Displacement Signatures for an 
Idealized Pocket Beach Due to Cross-Shore  (Sketch b) and 
Longshore (Sketch c) Sediment Transport. 

The interpretation of the odd component of the beach contour 
displacements is as follows.    Consider the contour changes shown in 
Figures 3b) and c) and the two dimensional  equation of continuity. 

ax      ay at    u W 

If the depth change effect is separated into an even component (—) 

due to the cross-shore sediment transport and an odd component [—) 
due to alongshore sediment transport, then by assumption        o 

aq 

ax 

ah 
(5) 

aq   ah 
—X = r—i 
ay  "-atJ (6) 

It is the odd component which will be of primary concern here. Since 
contour displacements, rather than depth changes are required, the 
transformation is introduced relating the time rate of change in depth 
to the time rate of displacement of a particular contour h , i.e. 
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'•at^ ax i. at >0    ay 
v ' 

ah. 
and where (-r-*-) 1s the slope, mc, of the beach profile at the contour 
of interest? Integrating from an arbitrary location y to the end of 
the beach compartment, y = i, where the transport, q is zero, 

%     ax 
qy(hc,y) = - n, / tf)    dy (8) 

•' y     o 

which relates the longshore transport along a particular contour, h , 
to the integral of the time rate of displacement of that contour. If 
the location y is taken as the centerline of the pocket beach and if 
the contour change is approximately linear as shown in Figure 3c, with 
slope, p, then the magnitude of the longshore sediment transport rate 
is 

|qy(hc,y)| a   mc tanpc (9) 

Without discussing in detail the time response of a particular 
contour to a change in wave direction, it is relevant to note that the 
initial effects are manifested at the ends of the compartment and that 
an odd contour change that is linear is indicative of an adjustment 
that has nearly achieved equilibruim under the changed wave 
direction. The ideal data set for establishing the transport 
distribution is one in which all of the contours have rotated 
sufficiently to allow volumes transported to be measured accurately, 
but a sufficiently small transport such that offshore transport has 
not been induced nor has equilibrium been achieved. In the general 
case, it would be necessary to employ Eq. (8) rather than Eq. (9). 

There are three main limitations to the method described for 
determining the distribution of longshore sediment transport from 
contour rotations in pocket beaches. The first and most obvious 
limitation is that the pocket beach should be "sand tight" such that 
any alongshore transport along a contour will be manifested by a 
rotation of that contour rather than by being transported out of the 
system. The second limitation is that the method assumes that sand 
transported along a contour will remain on that contour. It is clear 
that as a result of steepening or flattening of a profile, offshore 
and onshore sediment transport will occur, respectively. The final 
limitation relates to the duration between intersurvey periods 
relative to the time required for the system to achieve equilibrium 
under the altered wave conditions. Given sufficient time, all active 
contours would "rotate" into the incoming wave direction and therefore 
it would be impossible to determine any information relating to the 
cross-shore distribution of longshore sediment transport. Thus the 
response should be documented in the early stages of the equilibration 
process. 
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Determination of Odd and Even Contour Displacement Components 

For each survey, the locations of various depth contours were 
determined from the data by interpolation. The computer program which 
determined these locations also established the changes in the contour 
positions between consecutive surveys. These contour displacement 
data were then smoothed and the number of lines along Leadbetter Beach 
reduced to ten, resulting in a spacing of one hundred meters between 
lines. This smoothing was accomplished by a simple moving average 
filter: 

Xl ° Xl (10) 
Xi = 0.25 x2._2 + 0.50 x2i_1 + 0.25 x.^   ; i = 2, 10 

where:  X; = smoothed displacements 
x.j = measured displacements 

To separate the contour displacements into even and odd 
components, the following formulas were used: 

(f \    = i " (N-i) (HI 
^ToddJi      2 U1' 

(f   ) = i + (N-i) (12) 
^even'i      2 K    ' 

where:  N = total number of points (i.e., 10) 

The odd parts of the contour displacements are, by definition, 
antisymmetric about an axis through the center of the beach 
planform. This axis is therefore a pivot point about which contour 
rotations are measured. 

Have Analysis 

Wave information was obtained throughout the period of study from 
an S  array consisting of four bottom mounted pressure sensors, as 
described by Seymour and Higgins (1978). Wave recordings were 
normally available every six hours and spectral information 
summarizing the wave characteristics of each recording period was 
provided by R. J. Seymour and D. Castel of the Scripps Institute of 
Oceanography. 

For longshore transport calculations the wave quantities of 
particular importance are the root mean square breaking wave height, 
Hh, and the breaker angle, ak. A value of P, , the longshore n , arm tne DreaKer angie, a. . n  value OT K,< 
component of wave energy flux, was calculated" as 

5/2 
Pls = Cx   (Hb)      sin  2ab 
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where C, is a proportionality factor and H. and a. were obtained by 
refraction and shoaling computations which transformed the data from 
the gage location to the breaker line. 

Prediction of Average Longshore Transport Along a Particular Contour 

Including the Effect of Tidal Variations 

Consider the application of a particular predictive distribution 
for longshore sediment transport, q'(x). In this relationship, the 
origin of x is at the mean water lifie and the application must account 
for the effect of the varying tide, TL.(t). In the approach utilized 
herein, the distribution with distancJ q'(x) was first transformed to 
a distribution with depth, q''(h), by th« relationship 

«;•(") =^q;(*) (13) 

in which the beach slope, m-, was determined from the representative 
beach profile presented in Figure 4. 

OFFSHORE  DISTANCE , x (m) 
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Figure 4. Representative Beach Profile. 

The longshore sediment transport along a particular depth contour (hc) 
then becomes 

qy(hc,t) = PK(t) q''(h + ^(t)) (14) 

where the distribution q''(h) is normalized to unit area and is scaled 
at each time in accordance with the breaking depth hfa(t) associated 
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with each Pj-(t). This procedure is illustrated schematically in 
Figure 5. The values of qv(

n
c>t) were calculated for the time-varying 

tide and wave characteristics at time increments of one hour. The 
average computed longshore transport values for each contour were 
determined by integrating Eq. (3) over the time interval of the 
intersurvey period. These computations were carried out for the, 
distributions of Komar, Fulford and Tsuchiya as presented in Figure 1. 

RESULTS 

Two intersurvey periods showing significant planform rotations 
have been analyzed: June-August, 1980 and October-December, 1980. 
The character of the net beach response to the wave environment was 
fundamentally different in the two cases; this difference will be 
discussed briefly. Considering the schematic diagram of Leadbetter 
Beach in Figure 6, the beach contours during the June-August period 
rotated counterclockwise (Figure 6a), and during the October-December 
period the rotation was clockwise (Figure 6b). Because the breakwater 
does not extend sufficiently far seaward to prevent all the longshore 
transport, the system is "leaky" when the contours rotate clockwise. 
When the contours rotate counterclockwise the system is "sediment 
tight" or "not leaky". 

Following the procedure described earlier for the determination 
of the odd components of the contour displacements, the survey data 
were analyzed and the results are presented in Figures 7a) and 7b). 
The odd components are of course antisymetric about the center-line of 
the beach compartment. Based on these figures, values for the slopes 
of the contour displacements, p , defined in Figure lc were 
determined. The resulting transport is proportional to the product of 
tan p and the local beach slope, m , 

qy a mc tan pc 

It is of interest to note that for the October to December intersurvey 
period, the value of pc decreases monotonically from the mean sea 
level contour to the deeper contours. The value of p for the June to 
August period changed in a more complex manner; first increasing 
slightly from the mean sea level contour to the 1.0 meter contour, 
followed by a decrease. This pattern leads to a very different 
expected profile for q (x)/q (0) for the two intersurvey periods, as 
shown in Figure 8. Th^ June^August period distribution shows the 
transport distributed over a much wider .range of depths, with 
transport being greater than q (0) to the 1.0 meter contour. 

These two measured distributions have been compared with three 
predicted distributions, which are also shown in Figure 8, and are due 
to Komar (1977), Fulford (1982), and Tsuchiya (1982). 

During the June to August intersurvey period and for depths 
greater than 0.5 m, all of the predicted transport distributions are 
less than that inferred from the measured contour displacements. 
Recalling the earlier discussion of the effect of large contour 
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n  qy(x) at Time t2 

f   f qy(x)at Time t 

Note : Distribution qy(x) is 
scaled in x by the 
breaking  depth hb. 
Area under distribution 
curve proportional to P^s 

P*s      • 
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Figure 5.  Illustration of Procedure for Predicting Longshore Transport 
Distribution for Varying Wave Conditions and Fluctuating 
Tides. 
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displacements on the inferred distribution and referring to Figure 7a 
and Figure 4, it appears likely that the contour displacements of 
approximately 17 m at the ends of the pocket beach compartment may 
have caused cross-shore transport. As noted, under the assumptions 
employed herein, the deposition resulting from cross-shore sediment 
transport would be interpreted as longshore sediment transport in 
greater water depths than had actually occurred. Moreover, the 
triangular distributions of the contour displacements for this 
intersurvey period (Figure 7a) suggest that an equilibrium planform 
had been achieved, at least for depths of 1 m and shallower. Although 
the contour displacements were in a direction such that the 
compartment should be sand tight, the violations of the assumptions as 
noted above would appear to invalidate the results of this particular 
intersurvey period as a basis for evaluating the cross-shore 
distribution of the longshore sediment transport. 

The contour displacements associated with the October to December 
intersurvey period are clockwise and thus the pocket beach would tend 
to be "leaky". However, examination of these displacements in Figure 
7b indicates that the other two requirements are satisfied much better 
than for the earlier intersurvey period: (1) the contour displacements 
are much smaller, and (2) the form of the displacements suggests that 
the equilibration process may be in the early to intermediate 
stages. The comparison of the distribution inferred from measurements 
and those based on the predictions is presented for this intersurvey 
period in Figure 8b. In water depths less than approximately one 
meter, there is good general agreement, with the Komar distribution 
providing the best fit. In greater depths all predicted transport 
values are less than the measured with Fulford results being in 
slightly better agreement than the other two. It appears that in 
water depths greater than one meter, there may be some effect of 
cross-shore transport induced by the contour displacements. 

SUMMARY AND CONCLUSIONS 

Summary 

Following a change in wave direction, the active contours in an 
idealized pocket beach will respond by rotating such that they 
approach a perpendicular orientation relative to the incoming wave 
rays. A method has been presented for interpreting the rotation of 
various contours to determine the cross-shore distribution of the 
longshore sediment transport. The requirements for the method to be 
applicable are: 1) the longshore and cross-shore transport gradients 
result in odd and even changes in the position of a contour, 
respectively, (2) the pocket beach compartment should be sand tight, 
(3) the contour displacements should be sufficiently small that only 
minimal cross-shore transport is induced as a result of the 
perturbation of the equilibrium beach profile, and (4) the contour 
displacements should be documented while the equilibration process is 
in its initial stages. 

The method has been evaluated by analyzing the NSTS Leadbetter 
Beach profile data from two intersurvey periods. These results are 
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compared with predictions based on three proposed longshore transport 
distributions. 

Conclusions 

1. The two intersurvey periods analyzed herein were for June to 
August, 1980 and October to December, 1980. Neither of these two 
data sets satisfy entirely the requirements identified for 
determining the longshore sediment transport distribution from 
contour displacements. For the first period, the contour rotation 
was counterclockwise such that the compartment would be sand 
tight; however, the amount of change and duration of transport 
prior to documentation appear to result in an indication of 
excessive transport in water depths greater than one meter. For 
the second period, the clockwise rotation of the contours tends to 
result in a somewhat "leaky" system. However the character of the 
contour displacement indicates that little cross-shore transport 
was induced and that the equilibration process was in the early 
stages. Thus, greater confidence is assigned to the second 
intersurvey period. 

2. Although the forms of the three trial distributions differ 
substantially, the effect of "tidal smearing" is to reduce these 
differences as manifested in predicted contour displacements and 
inferred distributions. 

3. Although the three distributions (after tidal smearing) are not 
markedly different, for the second intersurvey period, which is 
considered to satisfy more completely the requirements of the 
method, the distribution of Komar provides the best agreement in 
depths less than one meter and that of Fulford agrees best in 
water depths greater than one and one-half meters. 

4. To better evaluate candidate distributions, it would be desirable 
to apply the procedure in locations where no tide is present, such 
as the Great Lakes if a beach segment with proper planform 
controls could be identified. If applied in areas with tides, the 
tide range should be small compared to the representative breaking 
wave height. 

5. It is hoped that the method will be useful in further 
determinations of the cross-shore distribution of longshore 
sediment transport, both in laboratory and field studies. 
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NEW FRAMEWORK FOR PREDICTION OF LONGSHORE CURRENTS 

by 

C A Fleming1) and D H Swart2) 

ABSTRACT 

The accuracy of prediction of longshore sediment transport 
depends largely on the accuracy with which the wave-driven 
longshore currents within the breaker zone can be predic- 
ted.  Longuet-Higgins (1970) developed a formulation for 
longshore transport which is widely used today.  In the 
present paper the basic theory of Longuet-Higgins is re- 
examined.  The effect of bed roughness on the magnitude of 
the longshore current is quantified with the aid of over 
350 individual data sets and the theory is theoretically 
extended to include the effect of random waves, in a 
similar way to Battjes (1974), and higher-order waves.  For 
this latter purpose the Vocoidal water wave theory of Swart 
(1978) is used.  It is shown that the use of Vocoidal 
theory leads to a velocity distribution which is in closer 
correspondence to measured data than that predicted by 
using linear wave theory. 

1.   MOTIVATION AND BACKGROUND 

The magnitude and distribution of the wave-driven longshore 
current in the breaker zone depends on the momentum 
balance, which in turn depends on the underwater profile, 
the incident wave characteristics and the wave breaking 
mechanism.  In 1970 Longuet-Higgins solved this momentum 
balance equation in the longshore direction in the shore 
area by making specific assumptions regarding three 
individual terms, namely, the driving force or radiation 
stress term, the bed shear and the lateral mixing, the 
latter two being dissipative terms. 

The momentum balance in the longshore direction x as given 
by Longuet-Higgins is: 

1) Sir William Halcrow and Partners, Swindon, UK 

2) National Research Institute for Oceanology, CSIR, 
Stellenbosch, RSA 

1640 
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5RVX 3DV --gf +   BX   +   J   =   o ...   (i; 

BRVX 
where  —^— = variation in flux of x-momentum with ay distance y offshore; 

Bx   =  bed shear in the direction of the 
longshore current; and 

By exchange of momentum due to lateral 
mixing. 

The type of solution obtained, or more specifically the 
variation of the current with distance offshore, depends on 
the assumptions made regarding these three terms. 

Predicted longshore sediment transport rates are very 
sensitive to the distribution and magnitude of the long- 
shore current.  An error in prediction of the longshore 
current of 10 per cent could cause an error in the predic- 
tion of the longshore sediment transport of as high as 70 
per cent. 

In a laboratory study into current patterns in the vicinity 
of a proposed coastal structure it was observed that the 
longshore current velocities generated by regular waves on 
a very flat beach (» 1 in 100) were between 2 and 5 times 
higher than predictions with the Longuet-Higgins model 
would tend to indicate (CSIR, 1978).  This anomaly is 
seemingly coupled to the bed roughness. 

In the shallow water region where sediment transport cal- 
culations are normally performed the waves are decidedly 
non-linear.  Swart and Loubser (1979) have shown that 
linear theory does not allow for a proper representation of 
the time-dependent wave properties in this area.  In a 
comparison of the applicability of 13 different wave 
theories they found that Vocoidal water wave theory, 
developed by Swart (1978), is the most applicable theory 
under all wave conditions tested in the shallow water 
region, and was significantly better than the linear 
theory.  In addition, waves in prototype are not regular 
but random and do not always break as spilling breakers, as 
has to be assumed in order to obtain a solution for the 
longshore current profile. 

Swart and Fleming (1980) already reported briefly on the 
effect of the bed roughness and the bed slope on the 
Longuet-Higgins solution without going into the background 
for the re-analysis.  Subsequently more research was done 
into the effect of the non-linearity of the incident waves 
on the longshore current profile. 
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The objective of this paper is to report on progress made 
towards the understanding of the effect of the 
above-mentioned factors.  It will deal mainly with 

the effect of bed roughness; and 

the effect of both higher-order and random waves on the 
type of solution obtained. 

2.   TREATMENT OF LINEAR, REGULAR WAVES 

The theory of longshore current generation by linear, 
regular waves breaking, as spilling breakers, on a plane 
beach was covered authoritively by Longuet-Higgins (1970) 
and will not be repeated here.  Only those points which are 
relevant to the present discussion will be highlighted. 

Driving forces 

The driving force for the longshore current is obtained by 
considering the variation in the flux of longshore momentum 
with distance y offshore. 

ORyj; 5     o 
Sy  =  - 77 r P9<3 tana sine cose ...  (2) 

(Longuet-Higgins, 1970) 

where y    =     breaker index, that is, the ratio of breaking 
wave height H^ to corresponding water depth 
dD; this index is assumed constant throughout 
the breaker zone; 

p = mass density of water; 

g = gravitational acceleration; 

d = water depth; 

a = beach slope; 

6 = angle of incidence of the waves, measured 
between the wave crest and the local bed 
contour. 

Resistive forces: Bed shear 

It was shown (CSIR, 1978) that the general expression for 
bed shear Bx in the longshore direction is: 

BX =   \ P (CLEM 
U

QV   +   ?v2/c£) ...    (3) 
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where CLHI =  a friction coefficient 

=  (-^T)°'5        (CSIR, 1978)        ...  (4) 
2Cn 

u0  = maximum value at the bed of the horizontal 
orbital velocity; 

v   =  longshore current velocity at depth d; 

Cn  = Chezy roughness coefficient = 18 log (12d/r); 

fw  = wave friction factor, as defined by Jonsson 
(1966). 

Longuet-Higgins (1970) assumed that v << u0 and obtained 
a simplified version of equation (3), namely, 

Bx  = \  P CLH U0V ...  (5) 

In the present study the simplified equation (5) as used by 
Longuet-Higgins will be employed.  Any approximations 
introduced in this manner for cases where v/u0 is not 
negligible, which is normally the case, will exhibit itself 
as a scatter in the empirical values of Cm. 

Resistive forces: Lateral mixing 

Longuet-Higgins (1970) assumed that Dy is given by: 

9v 
Dy   =  -M "ay ...  (6) 

where ne   =  horizontal eddy viscosity 

= Npy(gd)0'5 (Longuet-Higgins, 1970) 

N   =  dimensionless constant. 

Although the eddy viscosity as defined by Longuet-Higgins 
increases indefinitely with distance from the shoreline, 
even outside the breaker zone where it would be expected to 
decrease markedly, the results obtained via this method are 
very realistic. 

Solution 

Using equations (2), (5) and (6) above, Longuet-Higgins 
obtained the longshore current profile: 

v   =  vorf(y,P) ...  (7) 

where vQr 
=  scaling velocity at the breaker line 
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5 it  Ylgatw 
v0r  

= Tg ~~r     tana sinGb cos Ob      ...  (8) 

p   = dimensionless lateral mixing parameter; and 
subscript b refers to the initial breaker line. 

After investigating all available data sets on longshore 
current, as summarised by Galvin and Nelson (1967), 
Longuet-Higgins (1970) found that if he neglected those 
data sets termed questionable by Galvin and Nelson the 
parameter C^j varied between 0,0036 and 0,012 with a mean 
value of 0,0082.  He therefore concluded that "CLH is of 
order 0,01".  This has subsequently been interpreted by 
researchers to mean that Cm is a constant.  Since CLg 
is by definition a roughness coefficient this is obviously 
an erroneous conclusion. 

Re-analysis of data 

To settle this matter, the data as tabulated by Galvin and 
Nelson were re-analysed, along with some newer data, in an 
approach similar to the earlier analysis performed by 
Longuet-Higgins.  Only the mean longshore current velocity 
was available for most of the data.  Longuet-Higgins showed 
that the mean current velocity is given by: 

5„    v0,5(gHb)°'5 

v   = Tfi ftn —r tana sinEfe cosG|-,  ...  (9) 

where pm depends on the intensity of lateral mixing, and 
has a mean value of 0,33 with a possible variation of 
plus/minus 30 per cent. 

Equation (9) can be rewritten to obtain Cm in terms of a 
dimensionless parameter 40, namely, 

CLH  = TC ft* Y°'5 *° ... (10) 

(gHb)
0'5 

where <S0   =  —=—    tana sinGb cos 65 ... (11) 
v 

For each data set the parameter 80 is a function of the 
bed roughness and, perhaps surprisingly, of the bed slope. 
If one, however, keeps in mind that the bed slope 
influences the breaker type which in turn is strongly 
related to the extent of lateral mixing, it becomes 
apparent that *0 implicitly contains the effect of 
lateral mixing. 
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In this context lateral mixing is quantified by means of 
the lateral mixing coefficient P, which was found by 
Longuet-Higgins to have a theoretical upper limit of 0,4. 
By inspection of the available data on longshore current 
profiles Longuet-Higgins concluded that the data are 
adequately bracketed by theoretical profiles with values of 
p = 0,1 and p = 0,4.  Furthermore, the mean value of P 
appeared to be P = 0,2.  In the present analysis it was 
therefore assumed that P = 0,2 and that any effect of a 
different mixing coefficient would be rectified for by the 
value obtained for CLH (or <S0 in the present stage of 
the computation).  Keeping the comment about pm in mind 
it is then reasonable to expect that CLH will also 
exhibit a variation of plus/minus 30 per cent, which was 
indeed later shown to be the case. 

For a value of P = 0,2 the function f(y,P) in equation (7) 
becomes: 

f(y,P) 
-1,V4(y/yb)

1'61 + 2(y/yb) for 0 < y/yb < 1 

0,26(y/yb)
3,11 for 1 < y/yb < » 

... (12) 

In analogy with the result in equation (4) it is assumed 
that the actual value of the roughness parameter CLH is 

related to roughness by 

CLH  -  K(^!)°'5 ... (13) 

Parameter K is a proportionality constant which according 
to Figure 1 should be a function of the bed slope. 

With the aid of the data in Figure 1 and equation (10) it 
was found that 

K    =  25(tanct) °>85 ... (14) 

which means that 

CLH  =  25ITT^J    (.tana) ' ... (15) 
2Cn 

A comparison between measured and predicted values of CLH 
is given in Figure 2. 

It is interesting to note that Komar and Inman (1970) in an 
analysis of the same data found that 

CLH  "  0-15 tana ... (16) 
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This would imply that the velocity is independent of bed 
slope. 

Figure 3 gives a comparison of the "goodness of fit" to the 
data when using the present technique, Komar's method, the 
Longuet-Higgins method with the assumption of C^u » 0,01 
and a slight variation to this last approach, which also 
assumes a constant value for CLH and which is the method 
recommended for use by the Shore Protection Manual (SPM, 
1973).  A root-mean-square error was computed for each of 
the four methods tested, based on the comparison between 
the theoretical/emprirical models tested and all 352 
available data sets.  The present method has a rms error of 
0,248, which is only about 40 per cent of that found for 
the Komar method, and which is an order of magnitude better 
than the methods which assume a constant value for Cm- 

It is interesting to note that the two methods with the 
closest correspondence to the data, that is, the present 
method and Komar's method, suggest a very much lower 
dependence on bed slope than predicted by the classical 
theory.  The explanation for this apparent anomaly lies in 
the fact, as was pointed out earlier, that the roughness 
coefficient contains, at least in part, the effect of the 
lateral mixing, which is a function of amongst other things 
the bed slope. 

It should be borne in mind that although the method derived 
here is far superior to the method normally used, it is 
still not applicable to the case of waves breaking as 
plunging breakers or for waves breaking on a barred beach. 

3.   TREATMENT OF LINEAR, RANDOM WAVES 

A theoretical framework for the prediction of longshore 
currents generated by random waves was developed by Battjes 
(1974) which yielded reliable results.  It is comparable to 
the Longuet-Higgins approach for regular waves except that 
wave set-up was not neglected and for the obvious 
differences between regular and random waves.  The method 
has to be applied numerically since no analytical solution 
was found.  Battjes draws the very important conclusion 
that lateral mixing is not nearly as important in the 
determination of the velocity profile for random waves as 
it is in the case of regular waves. 

In this section a derivation will be done for random waves 
at the same level of assumption as was done by Longuet- 
Higgins for regular waves. 

Assumptions 

(i)  Linear wave theory is used; 
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(ii)  Waves are random with a Rayleigh height 
distribution; 

(iii)  Waves break as spilling breakers with a constant 
breaker index y = Hb/db throughout the breaker 
zone ; 

(iv)  The wave spectrum within the breaker zone is 
treated in the same way as done by Battjes (1974), 
that is, waves in excess of y times the water depth 
are reduced to y times the water depth; 

(v)  Wave set-up is initially neglected although its 
effect will be discussed later; 

(vi)  The bed slope a in the breaker zone is considered 
constant; 

(vii)  The bed roughness coefficient C^j is constant 
over the breaker zone; and 

(viii)  Lateral mixing is neglected (Battjes, 1974). 

Governing equations 

The same momentum balance equation (equation (1)) applies 
as for regular waves.  The assumptions outlined above lead 
to the following expression for the driving force term when 
shallow-water wave conditions are assumed: 

^Ryx      5     2        ,-y2d2 , 
—xn— = - T? P Y  (gd) exp [  -"-j J sin S cose tana ... (17) 

" Hfrms 

where Hfrms  =  fictitious rms wave height at water depth 
d, which would have existed under the 
influence of shoaling, refraction and bed 
friction if no wave breaking had occurred. 

When looking at the resistive forces, the bed shear is 
written in the simplified form of Longuet-Higgins (see 
equation (5)), which after substitution of shallow-water 
wave conditions reduces to 

Bx   = \  CLH p(§) v(gd)0'5 ... (18) 

where H = mean wave height at depth d, after including the 
effect of wave breaking. 

Solution 

The combination of equations (17) and (18) yields an 
expression for the longshore current velocity at water 
depth d: 
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5 it 
T5 ^LH 

exp[ 
2j 2 

Y d 

Wr 
tana  sinG  cosS (19) 

If, in analogy with regular waves, one writes, with lateral 
mixing now being neglected 

v  =  v0irf(y) 

it follows that 

5n     Y(gdbs) 
voir = Tg "c£i~ tana sinGbs cosObs 

and f(y) (i-) (£) Y expf- 
y2J2-) l3bV V   yv   W^i 

...    (20) 

... (21) 

... (22) 

where subscript bs refers to the significant breaker line. 

An example of the comparison between the velocity profiles 
as predicted for regular waves with lateral mixing and for 
random waves without lateral mixing is given in Figure 4. 

In the above derivation the wave set-up was neglected.  If, 
however, the depth d is taken to be the still-water depth 
plus the wave set-up, the slope tana should actually read 
(3d/8y), then a very good first approximation of the actual 
effect of wave set-up is obtained.  For the present 
equations (21) and (22) can be used together with the value 
°f cLHr as given by equation (15).  However, it is deemed 
advisable to obtain more data on longshore currents 
generated by random waves, especially under controlled 
conditions. 

Furthermore, in the case of 
random waves breaking as pi 
beach, the longshore curren 
as indicated by, for exampl 
should for the present retu 
However, the effect of late 
since the lateral velocity 
equation (6) are not small 
lateral mixing, especially 

longshore currents generated by 
unging breakers on a barred 
t profile will not be as smooth 
e. Figure 4.  In this case one 
rn to the Battjes approach, 
ral mixing has to be included 
gradients, which according to 
any more, will lead to higher 
near the breaker line. 

4.   TREATMENT OF REGULAR, VOCOIDAL WAVES 

The only known case in the literature of a derivation for 
longshore currents based on a higher-order theory, is that 
of James (1974).  James based his model on hyperbolic waves 
in the nearshore region and on Stokes waves further out to 
sea.  Due to the disadvantage of coupling different wave 
theories at a given water depth, the limited range of 
applicability of the hyperbolic theory and the fact that 
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the longshore current model of James is numerical, this 
method is not considered further. 

Swart and Loubser (1979) made a comprehensive comparison of 
measured wave properties with predictions from 13 different 
theories.  The results indicate that although linear theory 
provides an adequate description of wave profile, wave 
celerity and orbital motions in deep water, the comparison 
deteriorates as the relative water depth becomes less. 
Swart and Loubser concluded that linear theory gives 
satisfactory results only for values of a non-linearity 
parameter Fc < 200 and should not be applied for Pc > 
200.  The parameter Fc is defined by 

(H/d) 0, 5 (T(g/d) 
,2, 5 

(23) 

If one assumes breaking wave conditions with H/d = 0,7, 
the above restriction would imply that linear theory can 
only be applied for T/g/d' less than 8,9.  The following 
table shows values of d, below which the theory should then 
not be applied, for different values of wave period T. 

T   (s) d   (m) 

4,4 

T   (s) d   (m) 

24,1 6 14 
8 7,9 16 31 ,4 

10 12,3 18 39,8 
12 17,7 20 49,1 

It is therefore clear that the use of the linear theory to 
predict breaker-line wave data is not advisable. 

On the other hand, the same study by Swart and Loubser 
indicated that Vocoidal theory adheres well to data for all 
values of Fc covered by the data, which extended to Fc 
= 60 000.  In fact, they finally concluded that Vocoidal 
theory is the only readily applicable analytical wave 
theory having a good correspondence to measured data and a 
good adherence to the original wave boundary value problem 
for the whole range of non-breaking waves.  This theory 
therefore not only provides a good correspondence to data 
but also a sound framework for the derivation of 
expressions for the prediction of secondary wave-induced 
phenomena, including longshore currents. 

In this section those aspects of the derivation of the 
longshore current as driven by Vocoidal theory will be 
highlighted which differ from the theory outlined in 
Section 2. 
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Driving forces 

The radiation stress term Ryx for Vocoidal waves is given 
by 

Kyx 2E^U sine cosO (24) 

as compared to 

Kyx En sinS cose .. (25) 

for linear waves. 

In the above E^u is the kinetic energy per unit surface 
area due to the horizontal orbital velocity, E is the total 
wave energy per unit surface area and n is the group 
velocity/celerity ratio. 

In shallow water the ratio Ri between Rvx as determined 
for the Vocoidal and linear theories respectively becomes, 
if one assumes for the moment that H and 0 are equal for 
the two theories: 

Rl (Ryx)voc/(Ryx>lin 
16eku ... (26) 

where eku is defined by E]<u = e^u pgH . 

As an example of the variation in R], consider the case 
of H/d at breaking =0,8. 

T(g/d)° '5 Rl T(g/d)°>5 
Rl 

0,36 
0,31 
0,27 
0,23 

5 
10 
15 
20 

broken waves 
0,74 
0,56 
0,44 

25 
30 
35 
40 

It is thus apparent that the coefficient of the radiation 
stress term is appreciably lower for Vocoidal theory than 
for linear theory. 

The driving force term in the momentum balance equation 
then becomes: 

9R. yx  _ 
ay 

5ryx  o 
—:Y— y    fyx p(gd) tana sine cos 9 (27a) 

where  R yx ryx   pgH    defines   rvx;   and 
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Lyx =  1 + Lyx 

ar yx 
8d (27b) 

Resistive forces 

Similarly, the bed shear as given by Vocoidal theory can be 
written as 

B„ " •=  aVoc P cs uo v (28) 

as opposed to equation (5), where avoc is the ratio 
between the bed shear in the longshore direction as 
predicted by Vocoidal and linear theory respectively and 
Cs is the. roughness coefficient applicable to Vocoidal 
waves, as opposed to CJ,J for linear waves. 

Again using H/d = 0,8, one finds: 

T(g/d)u,D 10 15 20 25 30 40 
avoc 0,91 0,65 0,50 0,40 0,34 0,26 

Solution 

In setting up a momentum balance equation, the fact that 
the coefficient of RyX is also a function of distance 
offshore should be kept in mind.  When neglecting lateral 
mixing, one finds for the Vocoidal theory at the breaker 
line, that 

5 it vor    -    y^(preg) 
Y(gdb) tana sin0b  cos0b (29) 

where Preg i-s a parameter containing the effect of the 
non-linearity (vocoidalness) of the waves. 

The following table gives values for Preg in terms of y 
and Tc, where Tc = T/g/d'. 

Values of Preg 

T^. 
Y=0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 

5 1,84 1,83 1 ,82 1,81 1,80 1,79 - - _ - 
10 1,77 1,77 1,74 1 ,68 1,63 1,61 1,61 1,65 1,70 - 
15 1,79 1,77 1,71 1,64 1,58 1,54 1,56 1,63 1,69 1,77 
20 1,93 1,87 1 ,80 1 ,72 1,66 1,65 1,70 1,79 1,84 1,90 
25 2,08 2,03 1,95 1,86 1,78 1 ,78 1 ,88 1 ,99 2,06 2,10 
30 2,31 2,24 2,15 2,04 1,95 1,98 2,11 2,24 2,31 2,35 
35 2,60 2,53 2,42 2,29 2,17 2,22 2,40 2,54 2,60 2,63 
40 2,98 2,90 2,77 2,62 2,46 2,56 2,75 2,89 2,95 2,95 
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The above table shows that Preg i-s a function of the 
deep-water wave steepness and the breaker index. 

Equation (29) is identical to its linear theory counterpart 
(equation (8)) except for the inclusion in equation (29) of 
the parameter Preg-  As a first approximation to the 
effect of non-linear waves on the longshore current profile 
one can write 

,)db} f(y,P)       ... (30) 

where subscript d (or dfc,) means that Preg i-s computed 
at depth d (or d^), vor is given by equation (29) and 
f(y,P) is the same function as before (equation (12)) with 
P = 0,2.  The original longshore current data as compiled 
by Galvin and Nelson (1967) were re-analysed to obtain Cs 
in an analogous fashion to that described in Section 2 for 
the computation of Cm.  The equation of best fit is 
given by: 

r* ,. , ffw9-,0 , 37 5 , .    .0,81 ,,,. Cs  =  10,5 (.—?J      (tana) ... (31) 
h (see Figure 5) 

A comparison of values of Cs obtained from equation (31) 
with those derived directly from the data resulted in a 
correlation coefficient r  = 0,9911.  On the ohter hand, a 
comparison of values of CLH as obtained from equation 
(15) with values of CLH derived directly from the data 
yielded a correlation coefficient r2 = 0,9471, that is, the 
correlation is not as good as that for Cs.  Not only does 
the Vocoidal approach therefore yield a description of the 
current profile which is more in line with shallow-water 
waves than the linear theory approach, but it also yields a 
better estimate of the mean longshore current velocity. 

More research is needed where the deep-water wave steepness 
is varied in a more systematic manner to improve this 
relationship.  Nevertheless equation (31) constitutes the 
best estimate of Cs available at present and when used in 
conjunction with equation (30) it should yield better 
results than those predicted with the aid of the linear 
theory. 

In the above it was implicitly assumed that the mean value 
of p remains 0,2 as was the case for linear waves.  This 
assumption may not be correct, as pointed out by James 
(1974) and still needs to be carefully investigated with 
the aid of well-designed experiments. 
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5.   TREATMENT OF RANDOM, VOCOIDAL WAVES 

The same assumptions as those for the case of longshore 
currents generated by random, linear waves apply in the 
present study of random, vocoidal incident waves.  The 
resulting shape of the longshore current profile after 
analogous deductions as in Sections 2 to 4 is: 

5 ix 
T6" lW'5     (S)  exP( 

2j 2 
-Y  d   , 

H?r 
tana sin@  cosS 

(32) 

where Pran is a Vocoidal parameter known simply in terms 
of Vocoidal wave properties. 

Equation (32) is identical to its linear, random theory 
couterpart, equation (19), except for the inclusion of 
Pran in equation (32). 

In the following table values of Pran 
are given in terms 

of Tc and y. 

Values of Pran 

H/d=0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 

5 1,53 1,53 1,52 1,51 1 ,50 1,49 - - - - 
10 1,46 1,46 1,38 1,39 1,34 1,31 1 ,33 1,36 1 ,40 - 
15 1 ,63 1 ,61 1 ,56 1,49 1 ,44 1,41 1 ,42 1 ,49 1 ,54 1 ,61 
20 1,74 1 ,68 1,65 1,55 1,49 1,48 1 ,53 1 ,61 1,66 1 ,71 
25 1,77 1,73 1 ,65 1,58 1,51 1 ,52 1 ,60 1 ,69 1 ,75 1,79 
30 1,79 1 ,75 1,67 1 ,59 1,51 1,53 1 ,64 1,74 1 ,80 1,83 
35 1,80 1 ,75 1 ,68 1,59 1,51 1 ,55 1,66 1,76 1,81 1 ,82 
40 1,70 0,11 1 ,67 1,58 1 ,49 1 ,55 1 ,66 1,75 1,78 1 ,78 

In analogy with linear waves a dimensionless scaling 
velocity v0ir is defined (see equation (21)): 

5TC ,    s   Y(gdbs) 
voir - ye !-pranJbs —gT

- tana sinGbs cosGbs ••• (33) 

It follows that 

v    =  Voir f(y) 

d -, ,6 
where fi Y)  =  (<W ("^ Y^Pran)d/(Pran)dbs] exp( 

... (34) 

2,2 

Hrms 

... (35) 
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The value of the roughness coefficient Cs for Vocoidal 
waves given by equation (31) applies.  The same comments 
about wave set-up which were valid before are valid here, 
except that it has to be borne in mind that a new theory 
for the prediction of wave set-up due to random, vocoidal 
waves will have to be developed and tested. 

6.   SUMMARY AND CONCLUSIONS 

The following is a summary of the main findings from the 
present study: 

(1) The friction coefficient Cm in the Longuet-Higgins 
model for longshore current prediction is not a constant, 
as was suggested previously, but varies with roughness and 
breaker zone beach slope.  This supports earlier work by 
Komar and Inman. 

(2) Using random incident waves a model was developed with 
the same approximations as for regular waves, except that 
lateral mixing is neglected, which gives very realistic 
profiles in close similarity with previous numerical work 
by Battjes. 

(3) Using Vocoidal theory, explicit equations were derived 
for the longshore current profile under both regular and 
random wave attack.  The friction coefficient is redefined 
and although it has a similar dependence on roughness and 
slope as in the linear case the actual values are higher. 

(4) Although not discussed here, these four models, that 
is, for longshore current prediction under regular or 
random wave attack using linear or Vocoidal wave theory, 
have been extended to include the effect of mildly varying 
bed slope and mildly varying breaker index. 

(5) Although the development of these models constitutes 
an appreciable advance, the models are only valid for the 
rare case of spilling breakers on a beach for which the 
water depth shows a monotonic decrease from breaker line to 
shore.  Extensive research is still required on, for 
example, the non-steady nature of the longshore current, 
longshore currents on barred beaches and the effect of rip 
currents on longshore currents. 
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MODELING LONGSHORE CURRENTS FOR FIELD SITUATIONS 
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Abstract 

There is a growing need for generalized numerical models for long- 
shore currents and nearshore circulation that solve the complete equa- 
tions of motion, are flexible in the formulations chosen for various 
terms, and can be applied to field situations at a reasonable cost.  The 
development and application of one such model is described in this 
paper.  The model was first tested by comparing its results to known 
analytic solutions and experimental data.  There was good agreement.  It 
was next applied to a field situation near Oregon Inlet, North Carolina. 
The results appeared to be reasonable and the computational costs were 
modest. 

Introduction 

Over the last two decades, a considerable amount of literature has 
been published on the computation of longshore currents and nearshore 
circulation due to the action of breaking waves. However, most of this 
literature (for example, 2, 6, 8, 10, 12) has been devoted to idealized 
situations such as plane beaches and periodic bathymetries.  Often the 
analytical and numerical models used have been limited in scope.  The 
limitations include assuming a steady state, using a linear friction, 
neglecting advectidn and/or eddy viscosity terms, etc.  The development 
of generalized numerical models (5, 13) that can handle more complex 
situations is relatively recent.  As of now (1982), very little work has 
been reported on the application of numerical current models to field 
situations at a reasonable cost.  In view of the increasing tendency of 
the coastal engineering profession to employ numerical models for sedi- 
ment transport in the nearshore region, there is a pressing need for 
generalized longshore current models.  In this paper, the development 
and application of one such model is described. 
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Equations of Motion 

The governing equations for the problem under consideration are 
obtained from the general equations of conservation of mass and momen- 
tum, after averaging over time (one wave period) and depth.  They are 
expressed in terms of the mean horizontal velocities U , V and the 
mean free surface displacement n as follows (refer to Fig. 1): 

Momentum 

9U 4. IT SU + XT    9U 4. o- ^ 4-   X   -r j.   l     f^** 

9t  U 8x ^ v 3y ^ s 3y ^ pd Tby  pd ^ 9x    *- ; 

Continuity 

|a + |_ (ud) + |- (vd) = o (3) 

Here g is the acceleration due to gravity, p is the mass density of 
water, d is the total depth = h + n , h being the local still water 
depth,  x,   and  x,   are the bottom friction stresses in the x and y 

directions, respectively,  S   , S   , and S   are radiation stresses 
xx   xy        yy 

(refer to Longuet-Higgins and Stewart (7) for their significance ), and 
T   is the lateral shear stress due to turbulence.  For monochromatic 
xy 

waves, the radiation stresses are defined in terms of the local values 
of the wave height H , wave number k , and wave direction 6 .  For 
the numerical model under consideration, the latter variables are obtained 
by using a considerably modified form of the refraction program developed 
by Noda, et_ al. (9).  This particular program has the advantage that H , 
k , and  6  can be computed at the centers of the cells of a rectangular 
numerical grid, and wave breaking can be accounted for by a breaking 
index model for wave heights in the surf zone.  Wave-current interactions 
may also be taken into account; however, this last feature was not used 
in the results that follow. 

Bottom Friction. For the bottom friction, a linear formulation, 
similar to that of Longuet-Higgins (8), was used for the applications 
that are described here.  Thus, 

T,      =pc<|u,|>U (4) 
bx '   orb1 

xu    = p  c <|u    , |> V (5) 
by '   orb1 

where c is a drag coefficient (of the order of 0.01) and <|u , |> is 

the time average, over one wave period, of the absolute value of the wave 
orbital velocity.  From linear wave theory, 
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where T is the wave period.  Eqs. 4 and 5 amount to a "weak current" 
assumption.  The numerical model described here has the flexibility that 
other formulations such as a non-linear friction can be easily incorpo- 
rated in the future. 

Lateral Shear.  In the numerical model, the coordinate scheme was 
chosen such that x was positive offshore and y was in the alongshore 
direction.  An eddy viscosity formulation was chosen for the lateral 
shear, x  .  The eddy viscosity was assumed to be non-isotropic. 

Denoting e  and e  as the eddy viscosities in x and y directions, 

respectively,  in general, e  was assumed to be a constant and £ 

a function of x and y . Accordingly, 

xy      y 3y   x 3x 

For the plane beach application with lateral mixing, the eddy 
viscosity e  was assumed to vary within the surf zone in the manner 

suggested by Longuet-Higgins (8): 

e = N x /gh (8) 

where x is the distance from the shoreline and N is an empirical 
coefficient.  The eddy viscosity was kept constant beyond the breaker 
line. 

For the field application, the eddy viscosity e  was chosen 

according to the relationship given by Jonsson, et al. (6).  Thus, 

(9) 

This represents twice the value used by Thornton (12). It was felt that 
Eq. 9 represented the eddy viscosity values for the field situation more 
realistically than Eq. 8. 

Numerical Model 

Numerical Scheme.  The numerical current model uses a three time 
level, alternating direction, implicit, finite difference scheme.  The 
model is based on a long wave model known as WIFM (Waterways Experiment 
Station (WES) Implicit Flooding Model) (refer to Butler (3) for details). 
In view of the similarity between the equations for long waves and 
currents, WIFM was converted into a model for currents by the addition 
of radiation stress terms and modification of friction and eddy viscosity 
terms, etc.  Because of the advection terms, a stabilizing correction 
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scheme was used.  The numerical model has the capability that the size 
of the grid cells in both horizontal directions may be varied so that 
the grid may be made finer in regions of greater interest such as the 
surf zone, inlets, etc.  For this purpose, a mapping function defining 
the mapping from real (X) space to the computational (a) space is used. 
The function is 

c. 
X. = a. + b. a.1 i = 1,2 (10) 
1111 * v  ' 

where X.. , X„  correspond to x and y , respectively, and the coeffi- 

cients  a., b,, and c.  are calculated for different regions of the grid 
111 & e> 

by an interactive program.  The mapping transforms the variable grid in 
real space to a uniform grid in computational space.  Afterwards, the 
relevant equations are solved in the computational space. 

Solution Technique.  In order to apply the finite difference scheme, 
a rectangular grid is used to represent the region of interest.  In real 
space, the cell dimensions in x and y directions are denoted by 
Ax and Ay .  These dimensions may vary from cell to cell.  This grid 
is mapped into a uniform grid with constant cell dimensions Act-  and 

Aa„ in the computational space.  Let m and n denote indices in the 

x and y directions corresponding to the center of an arbitrary cell 
(refer to Fig. 2).  All the variables except the velocities U and V 
are defined at the cell centers.  Velocities U and V are defined 
respectively at cell faces m + 1/2 and n + 1/2 .  The time level is 
indicated by a superscript k .  The governing equations are written in 
a finite difference form.  To advance the solution from a time level k 
to k + 1 , an intermediate stage of the solution marked by a super- 
script * is introduced.  The solution procedure is carried out in a two- 
step operation.  In the first step, we sweep the grid in the x-direction. 
The x-momentum equation is centered about the cell face m + 1/2 and 
the continuity equation about the center of the cell  (m,n) and the two 

k+1 
equations are solved, using in the process the result U* = U   .At 

-        k+1 
the end of this sweep, we know r\*    and U   .  Next we sweep the grid 
in the y-direction.  In this sweep, the y-momentum equation is centered 
about the cell face n + 1/2 and the continuity equation about the cell 

-k+1 
center  (m,n) .  Upon solving the two equations, the values n    and 
k+1 
V    for each cell are obtained.  Thus the two sweeps together complete 
the solution. 

For each sweep, the governing equations for all the cells together 
with the boundary conditions can be arranged in the form of a matrix 
equation involving the unknown variables.  Since the matrix is tri- 
diagonal, the solution is obtained by recursion. Finally, it should be 
emphasized that even though we have discussed the solution procedure in 
terms of (x, y) coordinates for convenience, actually the governing 
equations are first transformed into the  (a... , oO  coordinate scheme 
and solved in the computational space. 
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Initial and Boundary Conditions.  In order to solve the problem 
under consideration, appropriate initial and boundary conditions must be 
applied.  For the examples reported here, an initial condition of rest 
was chosen so that  n , U and V are zero at the start of the calculations. 
To avoid shock, the radiation stress gradients were gradually built up 
to their full values over a number of time steps.  The solution was 
stopped when a steady state was reached. 

As for boundary conditions, along the shoreline a 'no flow' (wall) 
condition was assumed at the still water line.  Thus, no flooding was 
permitted on the beach.  For the lateral boundaries, a flux type boundary 
condition was often used.  That is, the flux at a boundary cell was made 
equal to that at the next interior cell.  It worked very well.  For the 
offshore boundary, it is common practice to use conditions of either 'no 
flow' (wall) or constant elevation.  However, both of these are highly 
reflective in nature and as a result the transients developed during the 
start-up of the numerical solution tend to bounce back and forth between 
the offshore and nearshore boundaries and take a long time to damp out. 
This is highly undesirable.  In view of this, a radiation boundary 
condition of the type suggested by Orlanski (11) was selected for the 
offshore boundary and implemented in the numerical scheme.  It worked 
quite well and permitted the transients to propagate out of the grid and 
allowed the set-down at the offshore boundary to assume an appropriate 
value. 

Tests for Idealized Conditions 

To develop confidence in the validity of the model and the accuracy 
of its results, several tests were run on the model and comparisons were 
made between model results and available laboratory data and analytic 
solutions.  All of these tests were for plane beaches, for which the 
coordinate scheme is chosen such that the y-axis coincides with the 
still water line in beach and the x-coordinate is measured from the 
still water line.  Note that for plane beaches, there is no variation 
in the alongshore (y) direction. 

Plane Beach:  Normal Incidence.  The model was run for a case of 
normal incidence on a plane smooth laboratory beach, reported by Bowen, 
_et al. (1).  The conditions were as follows:  T = 1.14 sec, deep water 
wave height H = 6.45 cm, and beach slope s = 1:12.  To run this case on 

the model, a 50 x 3 variable rectangular grid with overall dimensions of 
approximately 40 m x 30 cm (the laboratory channel was 40 m long) was 
used with Act. = Aa„ = 10 cm and At - 0.05 sec.  In this example, walls 

were used for the lateral boundaries as well as the offshore boundary to 
correspond to the laboratory situation.  Since for normal incidence, the 
velocities U and V would be zero everywhere corresponding to the 
steady state, advection, eddy viscosity and friction terms were turned 
off in the model.  The solution allowed for the effect of set-up on the 
wave heights in the surf zone.  As the solution proceeded, since n 
changed, the wave heights for cells in the surf zone were computed 
afresh for each time step by using H = y(h + n) > where y  is a 
breaking index and the radiation stresses were changed accordingly.  As 
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suggested by Bowen, et al., a y of 1.15 was used. A build-up time of 
10 At was used at the start.  A comparison of the steady-state set-up 
values from the model (after 150 At) with those observed by Bowen, et^ al. 
is shown in Fig. 3. As can be seen, there is excellent agreement in the 
offshore region.  In the surf zone, the numerical model predicts higher 
set-ups than observed.  This is not surprising since the model does not 
allow flooding and runup.  It is to be noted that the slope of the mean 
water line in the surf zone is approximately the same in both cases. 

Plane Beach:  Oblique Incidence.  For this case, a plane beach of 
constant bottom slope s = 1:30 was selected.  A monochromatic wave with 
the following deep water characteristics was chosen:  T = 12 sec, 
H = 10 ft, and angle of incidence in deep water,  0^ - 20 deg.  A drag 

coefficient c of 0.01 and a breaking index y of 0.82 were used in the 
model.  A 100 x 6 uniform grid with Ax = Ay = 60 ft was used for most of 
the runs.  Uniform flux and radiation boundary conditions were used for 
the lateral and offshore boundaries, respectively. The build-up time 
varied from 15 At to 50 At, depending on the At used. 

First the model was run without allowing for the effect of set-up 
on wave heights and radiation stresses. Mixing and advection were 
ignored.  A time step At of 0.5 sec was used.  The steady-state velocity 
distribution obtained (after 800 At) is compared to the triangular dis- 
tribution of Longuet-Higgins in Fig. 4.  There is good agreement.  Note 
that for positive 6 , V will be negative for our coordinate scheme. 
Later a finer grid (Ax = Ay = 30 ft) with a At of 0.25 sec was used.  As 
can be seen in Fig. 4, as the grid is made finer, the numerical solution 
tends to approach the analytic solution. 

The effect of set-up was taken into account next.  A time step At 
of 1.5 sec was used for this case.  The velocity distribution from the 
model is compared to the corresponding analytic solution in Fig. 5. 
There is good agreement. Note that the numerical solution goes to zero 
at the still water line because a wall was assumed there.  On the other 
hand, Longuet-Higgins' solution goes to zero at the set-up line.  To 
plot his solution, the distance from the still water line to the set-up 
line was estimated by using a relation provided by Dalrymple, et^ al. 
(4). 

The effect of lateral mixing was studied next, without taking the 
effect of set-up into account.  A time step At of 5.0 sec was used for 
these runs.  The mixing parameter P of Longuet-Higgins was varied 
between 0.01 and 0.4.  Note that P  is defined as 

p = "^ (ID 

Fig. 6 shows the effect of P on the numerical solution. As expected, 
the magnitude of the peak decreases, the peak moves closer to the shore- 
line and the velocities offshore of the breaker line increase as P 
increases. 
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Figure 4.     Plane Beach:     Solution for longshore current without 
taking set-up into account 
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Figure 6.  Plane Beach:  Effect of mixing parameter P on the 
numerical solution (set-up is neglected) 
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Difficulties Involved in Applications to Field Situations 

While it is relatively easy to apply a numerical current model to 
idealized cases, one must face several difficulties in applying the 
model to field situations.  Among these is the highly irregular nature 
of the bathymetry, especially near inlets where channels and shoals 
exist.  The topography must be smoothed to a certain extent in order for 
the wave climate and longshore current models to work properly. Yet, 
one must be careful not to completely change the basic features of the 
topography.  The shoreline as well as the breaker line may be irregular 
and may be oblique to the grid axes.  There may be more than one breaker 
line.  There are problems connected with discretization of the shoreline 
and breaker line(s).  Selection of appropriate values for empirical 
coefficients such as friction and eddy viscosity coefficients and 
breaking index is not easy.  There are problems in connection with the 
wave climate model also, especially if wave-current interactions are to 
be taken into account. 

A Particular Field Application 

In order to demonstrate the applicability of the numerical model to 
field situations, the case of Oregon Inlet, North Carolina, was selected. 
Oregon Inlet is a tidal inlet in a barrier island system.  Behind the 
inlet toward the main land is Pamlico Sound.  Most of the problems 
mentioned in the previous paragraph had to be addressed and solved 
satisfactorily in this application.  For purposes of the numerical 
simulation, a rectangular region approximately 62,400-ft long in the 
alongshore direction and 29,400-ft wide in the offshore direction was 
considered.  It included a portion of Pamlico Sound.  The variable grid 
used for the simulation is shown in Fig. 7.  The grid was 77 cells wide 
in the alongshore direction and 54 cells wide in the offshore direction. 
It may be noted that the minimum cell widths in the alongshore and 
offshore directions were 400 and 100 ft, respectively.  These widths 
were used near the inlet and surf zone, respectively.  Note that Act, - 

Aa„ -  100 ft.  The topography used in the simulation corresponding to 

this grid is shown in Fig. 8.  The elevations are shown in feet and the 
datum is Mean Low Water (MLW).  There are several points that must be 
mentioned about this three-dimensional perspective plot.  First, the 
vertical dimensions are highly exaggerated compared with the horizontal. 
Secondly, the depths are plotted in the computational space and not the 
physical space.  So the horizontal dimensions are distorted.  The 
topography was somewhat modified compared to the actual topography, with 
respect to the depths near the offshore boundary and the land elevations 
on the islands.  In spite of these factors, Fig. 8 helps one to visualize 
the irregular nature of the bathymetry.  Also, the locations of the 
channels and shoals in the region of the inlet may be seen clearly in 
the figure. 

A monochromatic wave with a height of 11.39 ft, period of 8.0 sec, 
and 8 = 51.1 deg in 60-ft depth of water was selected for the simulation 
(the depth of water at the offshore boundary of the numerical grid was 
60 ft).  This wave corresponded to the significant wave during a part of 
the Ash Wednesday storm of March 1962 at the inlet.  In this case, 
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Figure 8.  Topography for Oregon Inlet Numerical Model 

Figure 9.  Surface elevation plot for Oregon Inlet 
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besides using 'no flow1 conditions at the shoreline, a radiation boundary 
condition offshore and flux boundary conditions at the lateral boundaries, 
a flux boundary condition was used over a part of the inland side of the 
Sound, while the rest of the Sound was closed off.  A time step At of 
18.0 sec and a drag coefficient c of 0.01 were used in the numerical 
model.  The breaking index y was chosen according to the breaking 
criterion employed by Noda (10): 

H 2ird 
7^-* 0.12 tanh (—--^) (12) 

where L corresponds to the wave length and the subscript b indicates 
values at breaking.  A build-up time of 15 At was used at the start. 
The eddy vicosity e  was chosen according to Eq. 9 and the eddy vis- 
cosity e  was set equal to the value of  e  at the offshore boundary. 

For the case under consideration, the complete equations (Eqs. 1, 2, and 
3) were solved.  An approximate steady-state was reached after 67 At. 
Figs. 9 and 10 represent the corresponding mean water levels and veloc- 
ity vectors, plotted on the grid in the computational space.  The veloc- 
ity vectors are plotted for every other cell in each coordinate direction. 
To avoid confusion, the plotting of velocities with mangitudes less than 
0.1 ft/sec is suppressed. 

Referring to Figs. 8, 9, and 10, let us first consider the two 
portions of the beach away £roxn the inlet. The shorelines in these 
regions are approximately straight and the contours are approximately 
straight and parallel. As we approach the shoreline from offshore, 
there is a small set-down followed by a set-up. The velocities are 
mainly alongshore and the velocity distribution is similar to that for 
a plane beach except that it exhibits two peaks at some locations. 

The situation is more complicated in the region of the inlet (the 
central part of the grid).  Here the breaker line is farther offshore. 
The depth in the main channel decreases first and increases later as we 
go toward the inlet.  Because of these factors, the water sets up around 
the inlet and tends to create a flow into the inlet through the various 
channels, as one would naturally expect.  A part of the main alongshore 
flow goes around the channels and shoals, to the other side. 

Near the shoals, the patterns of mean water level and velocity are 
irregular.  This is because of the fact that the waves refract around 
the shoals and break, creating locally set-ups and currents that do not 
necessarily conform to the general patterns.  As the waves go toward the 
islands, they re-form because the depth increases. 

Figs. 9 and 10 do not reflect the influence of tides and freshwater 
flows through the inlet.  In nature, these phenomena tend to modify the 
patterns shown in these figures. 

Computational Costs.  For those interested in computational times, 
it should be noted that all the computations described in this paper 
were performed on a Cray-1 computer, which has vectorizing capabilities. 
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For the field application involving a 54 x 77 grid with 4,158 grid 
points, the Central Processor Unit (CPU) time for 67 time steps of 
simulation was approximately 15.5 seconds.  The total cost for the job 
including program compilation, CPU time and data file manipulation, was 
approximately ten U. S. dollars.  So the computational costs for the 
model may be considered reasonable. 

Conclusions 

A generalized longshore current model was developed.  It retains 
the unsteady terms as well as advection and lateral mixing terms in the 
equations of motion and can be easily modified for different formula- 
tions of friction, eddy viscosity, etc, 

A radiation boundary condition was successfully applied to the 
offshore boundary.  It permits the transients due to start-up of the 
numerical scheme to be propagated out of the numerical grid. 

Comparisons were made with known analytic solutions and experi- 
mental results.  There was good agreement. 

The model was applied to a complex field situation and the results 
obtained appeared to be reasonable.  The computational costs were 
modest. 

For the future, it is proposed to allow non-linear friction. 
Coordinate transformations will be used to transform the shoreline and 
breaker line(s) into lines parallel to the coordinate axes.  It is 
proposed to simulate also the effect of structures such as jetties on 
the longshore currents and nearshore circulation. 
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SHORE-PARALLEL FLOWS IN A BARRED NEARSHORE 

By 

Brian Greenwood^ and Douglas J. Sherman^ 

ABSTRACT 

A field experiment to measure the horizontal and vertical 
structure of shore-parallel, nearshore currents was conducted at Wendake 
Beach, Georgian Bay, Canada, in 1980. Waves and currents were measured 
with continuous resistance wire wave staffs and bi-directional, electro- 
magnetic current meters, respectively. Substantial variations from 
theoretical horizontal velocity profiles were found as an influence of 
small amplitude nearshore bars. Data smoothing resulted in a Longuet- 
Higgins type mixing parameter estimate of P=0.18. Vertical velocity 
profiles analysis suggests that an estimate of mean, surf zone 
roughness length is of the order of lxl0_3m. 

INTRODUCTION 

Since the seminal work of Longuet-Higgins and Stewart (1962) on 
the concept of radiation stress, a strong body of theory has emerged 
for the prediction of depth-integrated, mean, shore-parallel flows 
generated by non-normally incident progressive gravity waves breaking 
across a planar beach slope (Longuet-Higgins, 1970a b; Ostendorf and 
Madsen, 1979). However, intrinsic to the modelling of fluid motion 
using momentum flux across the surf zone are indices describing lateral 
mixing and bed shear. Unfortunately, prototype experiments of a 
sophistication necessary to test existing theory and also provide data 
for determining the coefficients involved in a stress balance model of 
longshore currents are limited. This limitation is extreme where 
topographic effects-nearshore bars- introduce a potentially important 
modifying effect on current generation. Sonu (1972) provided a quali- 
tative description of a spatially variable nearshore current in the 
presence of a bar but only very recently have more quantitative studies 
been undertaken (Meadows, 1977, 1978; Symonds and Huntley, 1980; 
Allender et al., 1979; Allender and Ditmars, 1981). This paper presents 
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the results of a field experiment designed specifically to examine the 
horizontal  and vertical  structure of the shore-parallel  flow field 
across a non-tidal, barred nearshore under a wide range of incident 
wave conditions and to provide a dataset suitable for determining 
parameters describing the nearshore mixing and bed friction. 

Location of Study Site 

The experimental  site was located at Wendake Beach, Ontario 
(Fig. 1):    the area is a non-tidal, low-energy, storm-wave dominated 
coastal  system with a maximum fetch of 84 km to the WNW but extremely 
restricted in width.    Short period, steep waves that may exceed 2 m 
significant height with 5 to 6 second peak periods are generated during 
the passage of cyclonic disturbances.    Wave approach angles frequently 
change even within a single storm in response to wind shifts in this 
fetch limited environment, and waves are subject to continuous forcing 
within the nearshore zone throughout most of the storm period. 

The nearshore slope is gentle (approximately 0.015) and character- 
ized by 3 bar-trough systems (Fig. 2); the outermost bar is highest 
(0.40 m) and essentially straight with a crest some 110 m offshore, 
while the inner two bars at distances of 65 m and 10 m from the shore- 
line have heights of only 0.15 m to 0.20 m and are sinuous to 
crescentic.    The surf zone width is clearly constrained by these bars 
under many conditions but the general nearshore gradient is so low that 
breaking waves occur lakeward of the outermost bar, with a fully 
developed surf zone landwards, during much of the period of storm wave 
activity. 

Experimental  Design 

Two types of instruments were used to monitor the fluid motions. 
Water surface elevation changes associated with waves were measured by 
surface piercing, continuous resistance wave staffs.    Two or three meter 
long, helically wound steel wires (0.35 mm diameter) set in 18.8 mm PVC 
pipe (groove 0.75 mm, pitch 18.8 mm) were mounted by insulated brackets 
on 37.5 mm galvanized steel  pipe.    The latter was mounted on a two 
meter long base with fin to prevent rotation, and was jetted into the 
bed.    The staffs were field calibrated individually to specific 
oscillator-detector circuits and were linear except for the lowermost 
0.25 m.    RG58A/U coaxial cable provide the shore-link.    The oscillator 
circuit provides a 5 kHz square wave output and a simple half-wave 
rectifier and R-C Filter acts as a detector. 

Shore-normal and shore-parallel flows were monitored using bi- 
axial, electromagnetic flow meters designed by Marsh-McBirney, Inc. 
(Model OEM 512). Based on the Faraday Principle of electromagnetic 
induction, they use a time constant of 0.2 s and measure flow up to 
3 ms-1. Considerable work on the accuracy of these meters has been 
undertaken (Cunningham et a!., 1979; White, 1979; Huntley, 1979 etc.) 
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and while some problems still exist the level  of accuracy is better 
than 10%.    The meters were mounted on a specially designed bracket (to 
allow rotation in both the vertical  and horizontal planes), which 
itself was mounted on a stainless steel  support.    A galvanized steel 
pipe with fin to prevent rotation provide the base support and this 
again was jetted into the bed.    The locations of the instruments are 
shown in Figures 2 and 3. 

All  sensors were hardwired to shore where a computer-controlled, 
data acquisition system (Fig. 4) provided instrument power, signal 
conditioning and detection, and data storage.    A Hewlett-Packard 9835B 
mini computer with 125 K bytes of memory and real time clock controlled 
a high speed scanner-multiplexer (HP3495A) and digital  voltmeter (HP3437A) 
allowing high density sampling of the current and wave sensors.    Up to 
40 channels could be monitored simultaneously.    Record lengths varied 
between nine and twenty-five minutes with sampling at 2 Hz.    Digital 
storage was on magnetic tape cartridges or flexible disc (HP9895). 

Two specific plans were adopted for instrument deployment:    a 
shore-normal array of ten wave staffs and seven flowmeters (Fig. 2a) 
allowed examination of the horizontal flow structure, while two sets of 
3 flowmeters mounted vertically at the locations of wave wires 5 and 7 
gave information on the vertical flow structure (Fig. 2b).    At regular 
intervals during the experiments the system was activated to provide 
synchronous records of waves and currents at different positions across 
the surf zone thus giving a time series for evaluating the spatial  and 
temporal variability of shore-parallel flows under a wide range of 
incident wave conditions.    Specifically the datasets were used to 
evaluate:    (i) the spectral characteristics of the incident waves; (ii) 
the spatial  and temporal variability of shore-parallel  flows;  (iii) the 
parameters necessary to determine lateral mixing and eddy viscosity 
across the surf zone;  (iv) the coefficients necessary to describe bed 
friction;  (v) the influence of the non-planar slope on the above 
mentioned properties.    Two storm events on May 30 - June 1, and June 8, 
1980, will be described in this paper, with emphasis on lateral mixing 
and bed friction effects. 

Nearshore Slope 

An estimate of nearshore slope was obtained by fitting a least- 
squares regression line to measured profile data.    R2 values of better 
than 0.99 were obtained for a slope of 0.013 that intercepted the axis 
(x = 0) at -0.40 m.    For a given value of water depth at the breaker 
line, h|), the slope and intercept approximations were used to predict 
the width of the surf zone.    Then an estimate of the actual  slope was 
obtained using s = h^/xt,.    The process may be summarized: 

(1) 
s = 0.013 hb/(hb -0.40) 

The resulting values of s ranged from 0.017 to 0.014. 
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Storm Wave Characteristics 

During the passage of depressions, waves in excess of 1.3 m mean 
amplitude and 5 s peak period provide the major local forcing for shore- 
parallel flows. Figures 5a and 5b illustrates the characteristic wave 
energy spectra incident to the surf zone during storms. A number of 
features are noteworthy: 

(i)  wave spectra in this continuous forcing environment exhibit large 
energy values over a wide range of frequencies below the peak 
frequency, which itself is marked by a very sharp truncation at 
the lower frequency end in all cases. 

(ii) as expected, spectral growth {Fig. 5a) is accompanied by a 
consistent shift in the spectral peak to lower frequencies while 
there is an equally rapid increase in frequency during the decay 
phase (Fig. 5b). There is some evidence, however, for a 
dispersive effect during the decay period since at 0620 h the 
peak period (4.9 s) is greater than during the storm peak (4.6 s) 
and a broader peak at these longer periods is present. 

(iii) during the most intense part of the storm, wave breaking produces 
a marked bimodal spectrum with the secondary peak at the frequency 
of the first harmonic. 

(iv) in general there is very little evidence for structure in the 
spectra at frequencies lower than that of the incident spectrum. 
Some evidence is seen for a subharmom'c during the early part of 
the storm (Fig. 5a & b) and for an oscillation at a frequency 1/4 
times that of the incident wave; such structure is however, within 
the 95 percent confidence band for the spectra. The lack of low- 
frequency energy probably reflects the distance offshore of the 
wave staff, since under highly dissipative conditions many workers 
have noted the dominance of low frequency components (Huntley, 
1976; Holman, 1981; Wright et al., 1982, etc.). Certainly storm 
conditions at Wendake Beach produce highly dissipative conditions, 
with the surf scaling parameter (Guza and Inman, 1975) ranging up 
to 192 x 102 (Greenwood and Sherman, 1983). Examination of the 
wave spectra nearer to the shoreline does indeed reveal an 
increase in this low frequency component. 

Shore-Parallel Flows 

HORIZONTAL STRUCTURE 

During the storm event 1980:05:31 to 1980:06:01 fourteen records 
of the horizontal variability of longshore currents were obtained and 
Figure 6 illustrates six discrete records, from the periods of wave 
growth (Fig. 6a), the storm peak (Fig. 6b) and wave decay (Fig. 6c). 
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As the storm grows flows accelerate with the increased wave 
driving and become more coherent up to the storm peak at 2200 h. At 
this time velocities reached a maximum of 40 cms-'-, with a maximum 
mean wave amplitude of 1.3 m at this time and peak period of 4.6 s. 

Although bar heights are low and beach slope extremely flat in 
the nearshore, the topography exerts a marked influence on the horizon- 
tal structure of the flow field. Two distinct compartments of flow are 
associated with the outermost two bars. A marked reduction in velocity 
immediately landward of the bar crest should be noted with maximum flows 
in the trough on the landward side where water depth begins to decrease. 
Considerable variability in velocity is evident: excluding the zero 
velocity at the beach face a four-fold variation is present during the 
peak of the storm (2200 h). This contrasts markedly with the relative 
uniformity of surf zone flows across a bar-trough system claimed by 
Allender and Ditmars (1981). High velocities in the trough have been 
noted previously by Teleki et al., (1976) and ascribed to a longshore 
pressure gradient forcing due to wind setup. 

A reversal in wind and wave direction around 2300 h produced a 
rapid response of the shore-parallel flows within the surf zone (Fig. 6c) 
in this fetch limited environment. However, an interesting feature of 
surf zone structure at this time was a horizontal stratification of 
flow reflecting a bi-directional disequilibrium response to the local 
wave forcing. This reversal persisted for more than 3 hours and may 
relate to the existence of a longshore pressure gradient (Komar, 1976, 
p. 196; Symonds and Huntley, 1980). However, it is important to note 
that between 2330 h and 0025 h the bulk of the surf zone flow was 
reversed and accelerated to a speed of 30 cms-1 in association with 
the change in direction of wave approach, thus implying dominance of 
the local forcing. 

LATERAL MIXING 

It is clear that a strong shore-normal variability in the average 
shore-parallel component of flow is evident on barred topography with 
the maximum velocities displaced landward of the initial  break point 
which would occur on the bar crests.    Such a pattern has long been 
recognized (Bowen, 1969; Longuet-Higgins, 1970 a & b) and although the 
shifting position of the breaker zone has been suggested as a 
significant control  in a random wave field (Thornton, 1978) the primary 
control on a planar beach has been thought to be the lateral mixing 
associated with the horizontal Reynolds*stresses present under breaking 
waves.    The latter tend to diffuse the local momentum flux and provide 
a smearing effect on the theoretical monotonic decay of currents across 
the surf zone (Longuet-Higgins, 1970 a & b).    In an effort to compare 
the observations on a barred nearshore with the theory for a planar 
slope developed by Longuet-Higgins, estimates of his lateral mixing 
parameter, P, were attempted. 
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Dimensionless Velocity Profiles 

Relative velocity values across the surf zone were calculated 
following Longuet-Higgins (1970b) by determining:  (a) surf zone width 
based upon incident wave amplitudes, solitary wave breaking criterion 
and mean beach slope;  (b) computed maximum velocity at breaking in the 
absence of lateral mixing, which involved a wave angle measure derived 
from a weighted orbital vector derived from the coherence between the 
surface elevation fluctuations and the measured orbital  velocities;  (c) 
a drag coefficient of the Darcy-Weisbach form assuming fully turbulent 
flow, a smooth boundary, and an equivalent grain roughness (following 
the experiments by Nikuradse). 

Thus the longshore current at the breaker line, V0 (assuming no 
lateral mixing), is obtained from 

y    = 5i   ii ^ sin9 
0     8     C b b 

where a is a breaking criterion (a = 0.39), C is the drag coefficient, 
and e the angle of wave approach at the breaker line.    Figure 7 
illustrates the typical form of these profiles.    Note praticularly the 
drop in velocity in the troughs immediately landward of the bars, and 
the increase to a maximum velocity in the mid trough.    This shift in 
maximum velocities landward from the break point reflects the lateral 
mixing while the velocity differential  from bar crest to the trough 
immediately landward reflects both differences in energy dissipation as 
a result of increasing water depths and differences in mass also as a 
result of increasing water depths. 

Mixing Parameter P 

Estimates of the Longuet-Higgins mixing parameter, P, were 
attempted by averaging and smoothing the relative velocities and then 
fitting the observed distribution to theoretical  distributions based on 
differing mixing values (Fig. 8).    The extreme values associated with 
non-coherent flow reversals and the local perturbations associated with 
the second bar have been eliminated in Figure 8 and the dimensionless 
velocity profiles have been averaged over the storm period and over a 
given interval  of offshore relative distance  (0.2X).    It should be 
noted that in all cases at least six points were averaged in each 
interval, except for the lakeward most unit, represented by one value. 
The upward deflection of the curve at this location is thus less 
powerful an indicator of the nearshore flow. 

Initial examination of the average velocity profile reveals a 
pattern for the whole surf zone which is very similar in its general 
shape to the predicted curves. The distribution is however, skewed 
landwards to a significant degree. To effect a best fit comparison 
with the Longuet-Higgins' curve the empirical-average, relative 
velocities were purposefully adjusted so that the measured maximum was 
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coincident in position with the theoretical maximum. Both an absolute 
uniform adjustment and a proportional adjustment was applied to each 
value. In the former case each relative velocity is translated the 
same absolute distance as the maximum while in the latter case each 
velocity is translated a distance in the same proportion as the maximum 
velocity. Given the constraints of this adjustment, the best fit curve 
suggests a mixing parameter value of about 0.18, similar to other 
estimates that have been made (Longuet-Higgins, 1970b; Komar, 1975; 
Horikawa and Isobe, 1980; Symonds and Huntley, 1980). 

VERTICAL STRUCTURE 

Two sets of three current meters were used to measure the vertical 
structure of the longshore current (Fig. 2b). A depth-averaged, mean 
longshore current velocity was obtained for the storm of 1980:06:08, 
comprising a set of 27 observations. Mean values for specific eleva- 
tions above the bed were also computed. The respective values are 
plotted with the overall mean as illustrated in Figure 10. For vertical 
arrays 1 and 2 (Fig. 9), the depth-averaged, mean velocities were 21 
cms-* and 28 cms-1, respectively. The numbers associated with the 
current meter locations indicate the ratio of mean currents at that 
elevation to the overall mean. Note that the maximum mean variability 
is only about 10% of the depth-averaged flow. These findings are 
consistent with those of Meadows (1977), and the data suggests that the 
common practice of modeling longshore currents as depth-average or 
integrated values is not inappropriate. 

Nevertheless, the form of these profiles also shows a consistent 
deformation of the velocity field strongly suggestive of the influence 
of bed friction. Assuming a logarithmic boundary layer velocity profile, 
and examining data from the lower two current meters in the lakeward 
array (VA2), estimates of boundary roughness may be obtained from 

,„ 7  (V1nZa)-(V1nZb) <3> 
° =      T  \ 

where Z0 is the boundary roughness length, V is the longshore current 
velocity, Z is the elevation above the bed, and the subscripts a and 
b refer to values of the upper and lower current meters, respectively. 
Velocity measurements are obtained directly from the current records. 
Because the sand bed is moveable, however, estimates of instrument 
elevation must be made. 

From direct measurement, the bed elevation before and after the 
storm is known. The maximum bed depression is also known from depth of 
activity rod and box core data (Greenwood et al., 1980). Other values 
for bed elevation are then interpolated between these three points by 
assuming that the magnitude of bed elevation change is directly pro- 
portional to v2 and the total elevation changes through the storm. 
These estimates then provide the basis for solutions to 
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equation (3). By plotting V^ and InZ, estimates of Z0 may also be 
obtained graphically as the intercept of the line representing a 
logarithmic profile. Figure 10 illustrates these profiles. The dashed- 
lines at In 10 cm and 100 cm illustrate the values of Z that would have 
been used without the attempt at modeling bed elevation change. The 
lower dashed line represents a practical lower limit on expected values 
of Z0, as determined from considerations of minimum roughness 
associated with skin friction on a plane bed. This relation- 
ship assumes that a Nikuradse equivalent sand grain roughness Ks, is 
approximated by 2D50, where D50 is mean grain size by weight- 
frequency distribution, and further, that Ks/30 = Z0. It is re- 
assuring that all of the estimates of Z0 from the velocity profiles 
lie near or above this limit. This partially justifies the use of 
two points to determine the logarithmic profile. In terms of absolute 
values, the estimate of 2D50/3O obtained for the Wendake Beach data is 
about 0.013 mm, whereas the measured values range between about .01 mm 
and 3.28 mm. This variability in bed roughness over two orders of 
magnitude is believed to be mainly a reflection of changes in bedforms 
associated with wave orbital velocities, although the velocity profile 
measurements will also reflect changes in the wave boundary layer and 
internal stratification due to sediment transport. Further details 
concerning this analysis are presented in Sherman and Greenwood (1983). 

For estimates of bed roughness effects on the deformation of the 
velocity field, a value for the friction (shear) velocity may be 
obtained from: 

„ (4) 
V7 = i" In (Z/Z) L K O 

where V* is the friction velocity and K is Von Karman's constant 
(0.40).    Values of V* may further lead to estimates of boundary shear 
stress due to the mean current through solving 

w 2 (5) 
To " * V* 

where T0 is the boundary shear stress. 

CONCLUSIONS 

The data obtained during the Wendake Beach experiments allows a 
numerical approximation of key parameters controlling nearshore hydro- 
dynamics. Qualitatively, the strong influences of minor nearshore 
relief upon the horizontal velocity structure have been demonstrated. 
Quantitatively, values for a lateral mixing parameter and a wave-current 
friction factor have been obtained for use in further modeling of the 
longshore flow. Specific conclusions may be summarized as follows: 

1)   On a "statistically" planar nearshore slope, bars of low amplitude 
(less than 0.4 m) exert strong control on longshore current 
development, particularly the horizontal structure . 
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2) By discounting localized topographic effects, averaging methods 
yield an empirically derived, horizontal current structure in good 
agreement with the theoretical predictions of Longuet-Higgins 
(1970 b). 

3) An estimate of the lateral mixing parameter, P, was found to be 
approximately 0.18 for the Wendake Beach nearshore. 

4) Based upon assumptions of a logarithmic vertical velocity profile 
an average boundary roughness length of Z0 = 1 mm is obtained 
from this data set. 

reflecting changes in bedform configuration and sediment transport. 
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FORCES INDUCED BY BREAKERS ON PILES 

by 

Robert L. Wiegel, F. ASCE* 

ABSTRACT 

This paper consists of three parts.  The first part presents a 
method for analyzing the forces exerted by breaking waves on a cirular 
pile.  The force consists of two components, a slowly varying force 
and a much larger but very short duration quasi-impact force (probably 
of the order of 1/100 of a second). The second part is concerned with 
breaker characteristics, with emphasis being given to the few field 
data that have been measured.  The third part consists of a presentation 
of some available data on surf zone bottom profile variations with time. 

Information on all three of these parts is needed for the proper 
design of a pile supported structure in the surf zone. If the bottom 
along the site of a proposed pier is sand, an estimate of the vari- 
ability with time of the profile must be made.  The effect of bottom 
depth and configuration on the height of waves moving shoreward, and 
the effect of this, in turn, on the wave loading is important in the 
calculations of wave-induced moments about the bottom. The ability 
of the structure to withstand these horizontal loads depends in part 
upon the depth of penetration of the piles. If the bottom varies 
with time, then calculations of wave characteristics and wave-induced 
loads on the piles should be made for appropriate bottom configurations. 

INTRODUCTION 

A large number of pile-supported structures have been built that 
extend from a beach through the surf zone (Simison, Leslie and Noble, 
1978), and many more will be built in the future.  The forces exerted 
on the piles and the ability of the structure to withstand these forces 
depend upon a number of factors such as pile shape and material, 
structure configuration, breaker type, beach configuration, tides, 
currents, and wave climate.  The beach configuration changes with 
changing wave conditions, which further complicates the problem, as 
there is a relatively strong interaction between breaker characteristics 
and bottom configuration. Much work has been done in regard to the 
"design wave," but almost no work is available to the practicing 
engineer on the "design bottom profile." Both are needed for a well 
designed structure.  In addition, the effect of possible local scouring 
at the piles or along the entire pier, must also be considered (U.S. 

*Professor of Civil Engineering, University of California, Berkeley, CA 
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Army, Corps of Engineers, Coastal Engineering Research Center, 1982). 

BREAKER FORCES ON PILES 

Only a few measurements are available of the forces exerted by 
breaking waves on piles located in the surf zone. These measurements 
show a slowly varying force similar to that exerted by a nonbreaking 
wave, together with a very short duration rather large force that 
occurs just as the wave breaks at the pile, Figure 1.  Some field 
measurements of forces induced on a circular pile by breaking waves 
in the surf zone are given in papers by Snodgrass, Rice, and Hall, 
1951; Morison, Johnson and O'Brien, 1953; Miller, Leverette, O'Sullivan, 
Tochko and Theriault, 1974.  Results of laboratory studies have been 
given by Hall, 1957; Goda, Haranaka and Kitahata, 1966; Watanaba and 
Horikawa, 1974.  It is difficult to measure this "impact" force 
reliably owing to its very short duration combined with the dynamic 
characteristics of the test system. 

Figure 1.  Force Record [From Hall, 1957) 

The cause of the "impact" force can be understood by considering 
the analogy of the wave loading of a horizontal circular cylinder that 
is alternately in the air and then immersed by a passing wave crest 
(Kaplan and Silbert, 1976; Faltinsen, Kjaerland, Nottveit and Vinje, 
1977; Sarpkaya, 1978).  In this problem, one force term is fifBmy/St), 
where f\  is the time rate of change of the water surface in the vertical 
direction, and m is the vertical component of added mass. fi(3mv/9t 
can be given by 

n(3m /3t)  = f|2(3my/3y) CD 
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Here, 3my/3y is the change in the vertical component of added mass with 
with immersion by the wave of the horizontal structural member. This 
term has been calculated by Kaplan and Silbert (1976) and is shown in 
Fig. 2 as a function of the relative immersion z/r, where r is the 
radius of the circular cylinder and z is the immersion, and p is the 
mass density of the fluid.  Note for z/r - 0, just as the circular 
cylinder is first immersed, the coefficient has the value of IT and then 
decreases rapidly. 

Additional papers of interest in regard to the problem described 
above are Attfield, 1975, Dalton and Nash, 1976, and Kjeldsen and 
Myrhaug, 1979. 

z/r 

Fig. 2. (3m /3y)/pr vs. z/r 
(From Kaplah and Silbert, 1976) 

Fig. 3.  Definition Sketch 

The approach described above can be used to calculate the force 
due to a breaking wave acting on a vertical circular pile, using 
3mx/3x in place of 3m /3y, where x is the horizontal coordinate and 
3mx/3x is the change in the horizontal component of added mass with 
immersion of the vertical pile by the breaking wave (Wiegel, 1979). 
One can calculate the horizontal component of the slowly varying 
wave-induced force using the Morison equation from y = 0 to y = Yb-^lj, 
(see Fig. 3). Then, one can compute the "impact" force on the section 
of the pile that is struck by the vertical or nearly vertical portion 
of the breaking wave (or, "foam" line or bore), An, .  (See the 
variation of dynamic pressure measurements with distance beneath the 
surface by Miller, et al., 1974 for the reason that this can be done). 

11 (3m /3x) I pCsDCb2 (2a), (2b.) 

Here, the maximum value of C = i, D is the diameter of the pile, C^ is 
the velocity at which the breaking wave crest jnoves, and F is the "impact" 
force per unit length of the pile subject to this force, An, . This equation 
is of the same form as the one developed by Goda, Haranaka and Kitahata, 
1966.  (See, also, Watanabe and Horikawa, 1974). A is a function of the 
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type of breaker. For the range of wave steepnesses used in these tests 
and bottom slopes of 1/100 and 1/30,A was less than 0.1. These were 
for spilling breakers. For plunging breakers on a steep slope(l/10), A 
was as great as 0.5. These values of A were obtained indirectly, and 
the original papers should be consulted for details.  Analysis of some 
field data by the writer showed that n./H, ranged from 0.55 to 0.95. 

The interval of time during which C is about at its highest value 
is very short, with C decreasing from this value. Consider a design 
breaking wave height of lp m, and a 1.0 m diameter pile.  From other 
studies C,=1.12 (2g x 10)^ =15.7 m/sec. The time it would take for the 
breaker to immerse completely the An, section of the pile would be 
1/15.7 sec (about 0.06 sec).  The value of C would be decreasing from 
the initial value of TT during this time. Thus, the "impact" force 
would occur during a short time, substantially less than 0.06 sec, 
probably of the order of 1/100 sec. The more slowly varying wave-induced 
force and moment from y=0 to y=y. calculated using the Morison equation 
would probably be used by most design engineers to control the design. 
However, the effect of the large loadings of short duration on the 
fatigue life of the pile must be taken into consideration (see Attfield, 
1975 for a discussion of a similar problem). 

It appears from the work of Snodgrass, et al, 1951; Hall, 1957, 1958; 
and Watababe and Horikawa, 1974, that the Morison equation is adequate 
for waves that have not yet broken, insofar as any individual pile is 
concerned.  A wave breaking in the plunging manner at a pile induces a 
greater force in the An, portion of crest (see Miller et al, 1974). 
"Foam lines" (bores) resulting from plunging breakers exert a very 
large force on a pile in the same manner, Figure 4. Sketches are given 
in Fig. 5, which show the various types of breakers designated in Fig. 4. 
An example of breaking waves passing the test structure taken from the 
individual frames of a motion picture film is given in Fig. 6.  Similar 
results were found in the field tests of Miller et al, 1974, for a vertical 
flat plate of small width and thickness. 

BREAKER CHARACTERISTICS 

Values of breaker characteristics are needed for the calculation 
of wave-induced forces on a pile. These are n , A, H, , d, , and C, (for- 
ward speed of the wave at time of breaking, or bore speed after breaking), 
together with the water particle velocities and accelerations within the 
wave. 

One important parameter used in predicting breaker characteristics 
is the relationship between the type of breaker that occurs and the two 
primary factors; deep water wave steepness and the slope of the beach 
(Patrick and Wiegel). They observed this relationship during an extensive 
field study, followed by a hydraulic laboratory study. For later 
laboratory studies, see, for example, Galvin, 1968, Weggel, 1972, Battjes, 
1974, Singamsetti and Wind, 1980.  The most important factor has been 
found to be the ratio of beach slope to the deep water wave steepness: 

K  = tan a/(Ho/LQ)
1/2 (3) 

where 8 is the angle between a plane beach and the horizontal, H is the 
deep water wave height, and L is the deep water wave length.  This ratio 
has been given the name "surf similarity parameter."  It is sometimes 
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designated the "Irabarren Number," when used in regard to breaker types 
at a rubblemound breakwater.  Numerical values of this ratio and their 
relationship to breaker type have been reported for plane rigid imper- 
vious beaches. A set of calculations has been made to show this rela- 
tionship, and the results are presented in Table 1. 

Relationship Between Surf Similarity Parameter 

(Irabarren Number)(tane/^!Or~ )   and Breaker Type. * 

Beach Slope 
tan 8 

1/5 1/10 1/15 1/20      1/25 1/30      1/40      1/50      1/75      1/100 

^^-—-^.^ 0.2 0.1 0.0667 0.05      0.04 0.0333    C .025    0 .02    0. 0133     0 .01 

Wave steepness 

VL0 

1/10      0.1000 .64 1    .32 .21 .16        .13 .10 08 06 04 03 
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1/25      0.0400 1.00 .50 .33 .25        .20 .17 13 10 07 05 

1/30      0.0333 1.09 .55 .36 .27        .22 .18 14 11 07 05 

1/35      0.0286 

1/40      0.0250 

1.18 

1.26 

.59 

.63 

.39 .30        .24 

.31         .25 

.20 

.21 

15 

16 

12 

13 

08 

08 

06 

06 .42 

1/45      0.0222 1.34 .67 .45 .34        .27 .22 17 13 09 07 

1/50      0.0200 1.42 

1.55 

1.67 

.71 

.78 

.83 

.47 

.52 

.56 

.35        .28 .24 

.26 

.28 

18 

19 

21 

14 

16 

17 

09 

10       • 

11 

07 

08 

08 

1/60      0.0167 

1/70      0.0143 

.39 .31 

.42 .33 

1/80      0.0125 1.79 .89 .60 .45 .36 .30 22 18 12 09 

1/90      0.0111 

1/100    0.0100 

1.90 .95 

1.00 

1.12 

1.23 

.64 

.67 

.75 

.82 

.48 .38 .32 

.33 

.37 

24 

25 

28 

31 

19 

20 

22 

25 

13 

13 

15 

16 

09 

09 

11 

12 

2.00 

2.24 

2.45 

.50 .40 

1/125    0.0080 

1/50      0.0067 

.56        .45 

.61         .49 .41 

1/175    0.0057 2.65 1.32 .88 .66        .53 .44 33 27 17 13 

1/200    0.0050 2.83 1.41 .94 .71         .57 .47 35 28 19 14 

1/225    0.0044 

1/250    0.0040 

3.00 

3.16 

1.50 

1.58 

1.00 

1.06 

.75        .60 

.79        .63 

.50 37 30 

32 

20 

21 

15 

16 .53 40 

Surging 
Breakers — g Breakers Spi 

Bre 

Breaker classes shown a re based upon  trie  following  assumpt 

Surging  Breaker tan8//H0/LQ > 2.0 

Plunging  Breaker 0,4  to  2.0 

Spilling Breaker <  0.4 

Many laboratory measurements have been made of breaker character- 
istics, nearly all for simple plane bottoms, rather than for the more 
complex bathymetry of natural beaches. The design engineer needs data 
on more realistic models of bottom configuration, with tests being 
made with wave spectra as the input.  An even greater need, however, 
is for field data of the type obtained by Suhayda, 1974, Thornton, 
1979, and Wright, et al, 1979, 1982. 

In nature, sand beaches are not plane, nor are they impervious, 
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nor are they uniform in the direction along the beach; in addition, 
the bottom configuration changes with changing wave conditions aad tide 
range. In general, the combination of steep beaches and relatively flat 
waves (swell) result in a relatively highly reflecting wave condition 
(called a surging breaker).  The combination of steep waves (local storm 
waves) and a relatively flat beach result in spilling breakers.  Plung- 
ing breakers occur for intermediate values of the parameter. 

As mentioned above, for the combination of a very steep beach and 
waves of relatively small st>eei<mess, much of the wave energy is reflect- 
ed.  The surging type of breaker is of this type, and the runup of the 
waves on the beach is relatively great, and the drawdown is fast. 
Often, edge waves are formed under these conditions, and these appear 
to be associated with the formation of cusps along the beach.  For flat 
beaches and steep waves, the waves spill over a wide surf zone.  Most 
of the wave energy is dissipated in this process, and the wave runup 
on the beach is rather small.  Through a complicated process there is 
a set-down at and just seaward of the region of breaking, and a setup 
of the water level within the surf zone, landward of the breakers (for 
example,  see Saville, 1962; Longuet-Higgins, 1970; Komar and Guaghan, 
1972; Battjes, 1974; Jonsson and Buhelt, 1978; van Dorn, 1978). On 
ocean beaches this serup varies with time, exhibiting long-period oscill- 
ations known os surf beat (most commonly in the 60 to 150 second period 
range).  Rip currents exist, as a part of a complicated littoral current 
system created by the breaking waves.  Between these two types of 
breakers are the plunging breakers, which occur for intermediate combin- 
ations of beach slopes and wave steepnesses. Strong rip currents are 
also observed under these conditions.  Owing to the complexity of 
natural beaches with one or more bars present, breakers which have plunged 
often run as a bore in water which is somewhat deeper landward of the 
location at which the wave breaks, with the bore dissipating most of its 
energy before finally moving up a small amount onto the beach face. 

Three equations sometimes used to calculate breaker speeds, C,, 
needed in Eq.  2 are: 

Cb = K^gr,,,)
172,  K2(gyb)

1/2,  or K3(2gHb)
1/2   (4) 

The writer analyzed the field measurements made by Snodgrass, et al, 
1951.  In these field tests a marker pole was set 6.04 m seaward of the 
test pile. The wave crest velocity was determined by counting the 
number of frames of the motion picture film for the wave crest to pass 
from the marker pole to the test pile (see Fig. 6).  The film speed 
(in frames per second) was determined from a clock which appeared in 
the film.  During the tests thirty-one waves broke at the test pile, 
or were foam lines (bores) or sharply peaked swell (these broke just 
landward of the test pile).  The average^value of the ratio of the 
measured wave crest velocity to (2gH.)   was 1.12.  The average value 
of the ratio of the measured wave crest velocity to (gy^)  was 1.14. 
Here, both H, and y, were measured values at the test pile, obtained 
from the motion picture film,  y may be calculated for some beaches 
using the equation 

yb 
= V \ w 

where d, is the water depth at breaking and n, is the height of the 
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crest of the breaking wave above the still water level,  a was found 
to be approximately equal to 0-8H, from another set of field measure- 
ments, Figure 7. The average value of nb/H, is in agreement with the 
laboratory data of Wiegel and Beebe, 1956, and van Dorn, 1978.  Values 
of n.are needed in Eq. 5, in the first of Eqs. 4, and in the applica- 
tion of Eq. 2 (to calculate An, ). 

1.0 

0.8 

0.6 

X 

0.4 

0.2 

Result of 
laboratory study- 
average value — 

lv 

(Basic data from Scripps Institution 
of Oceanography (SIO), 1944) 

4     6     8 
Hb, feet 

10 

Fig. 7.  a /H, , Field Data, SIO Pier, CA. 
b b 

The relationships among beach slopes, breaker heights, and the 
the water depths in which the waves break have been studied in the 
laboratory by a number of piople, each of whom has developed a slight- 
ly different semi-empirical equation.  The general forms of the 
equations used to predict breaker heights and the depth of water in 
which waves break are 

^/HQ  = ACtan 6)D(Ho/Lo)
L 

db 
Hb/db = v D(tan 8)^/1,/ 

(6) 

(7) 

Here, d, is the mean water depth at breaking (including setdown) 
and A,B,C,D,E and F are empirically determined coefficients. 
These, and other formulae have been compared by Singamsetti and Wind, 
1980, for several beach slopes. They suggest the use of 
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n nr ^   „,0.031 ,„ ,T .-0.254 0.575 (tan 6)     (H /L ) (8) 

with the range of validity being 0.02<H /L <0.065 and l/40< tan6< 
1/5.  This curve is the "best fit" curve by Singamsetti and Wind 
through the other suggested curves.  Note the relatively insensiy 
tivity to beach slope, except for very steep beaches [(tan8) ' 
is0.93 for tan 6=1/10, 0.91 for tan 8= 1/20, 0.89 for tan 6= 1/40, 
and 0.87 for tan 9= 1/100]. 

The formula for H, /d, recommended by Singamsetti and Wind is 

Hb/dfe = 0.937 (tan e)0,155 (H /L )-°-130      (9) 

with the range of validity being 0.02< H /L <0.06, and 1/40 £ 
tan 8 5 1/5. They state that the results°for the 1/5 slope differ 
considerably from this, and that the following formula is a better 
approximation for the flatter slopes 

0 107        -0 ?^7 
Hb/db = 0.568 (tan8)   u  (H /L ) u  °'       (10) 

with the range of validity being 1/40 < tan 8 < 1/10.  A formula 
similar to the one presented above (due to J.A. Battjes) is 

Hb/db - 1.16 [tan 8/(HQ/LO)
1/2

]°-
22 (11) 

Some measurements have been made of the breaker "bore heights 
as the bores (also called "foam lines") move shoreward over the 
bottom which has a rather flat slope.  These measurements were made 
over the shoreward 150 meters of a wide surf zone (about 400 to 500 
meters) at a beach just west of the entrance to The Coorong in South 
Australia (east of Adilaide).  The beach is composed of fine sand 
(mean diameter of 0.13 mm), with the bottom slope of the 150 meter 
wide section where the studies were being made, of about 1/100.  The 
beach is exposed to long high-energy southwesterly swell.  During the 
experiment the significant breaker height was about 3 meters and the 
wave period in the range of 12-15 seconds ( hence, E,  -see Eq. 3- in 
the range of 0.085 to 0.11). The average spring tide range is only 0.8 
meter and the neap tide range is only 0.4 meter.  No rip cells or beach 
cusps were present during the experiment.  The measurements of the bore 
heights (i.e., "foam lines" after breaking) were made in the shoreside 
150 meter wide portion the the surf zone.  The relationship between 
significant bore heights and local water depth, d, was measured and the 
data presented in the report.  The average value of y   (ft   /d) was found 
to be only 0.42. e 

Van Dorn discovered a rather simple equation for the horizontal 
component of water particle velocity, u, along a vertical line directly 
under the crest of a wave just as it starts to break.  It appears to be 
reasonably reliable for beaches flatter than 1/25.  This equation is 

U/Cb = °-2 + 1.125- (y/yb) ^ 

A reasonable approximation for calculating C, is either 
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Cb = 1.12(2gHb)
2   (13a)  or  Cfe = 1.14(gyb)

2    (13b) 

where H, is the breaker height,  y, nay be cakcukated fir sime beaches 
by Equation 5. 

Much work has been done in the laboratory on the water particle 
velocity (see, for example, Hedges and Kirkgoz, 1981) and acceleration 
fields in breaking waves, while little field data are available (see, 
for example, Miller and Ziegler, 1964; Thornton, 1979; Stive, 1980). 
Space limitations prevent going into this problem in detail herein. 

The main difficulty in applying the several equations presented 
above for breakers is that they have not been checked sufficiently 
by measurements of ocean waves with the variable bottom slopes that 
exist on ocean beaches.  Furthermore, the laboratory studies have 
nearly all been for plane rigid impervious beaches, and these are not 
a good representation of natural beaches. 

A very useful study is that of the field data measured at the 
Scripps Institution of Oceanography pier (Scripps Institution of 
Oceanography, May 1944 and October 1944; U.S. Navy Hydrographic Office, 
1944).  A number of characteristics of breakers (such as H,/d, , the 
ratio of the breaker height to the "still water depth" at the point 
of breaking) were found to depend upon the configuration of the bottom. 
In the report on field measurements it is stated that during the 
period that observations were made, two types of nearshore underwater 
slopes occurred: Type 1, which was a reasonably plane bottom with a 
slope of about 1/40; Type 2, which has an outer portion with a slope 
or about 1/25, then a bar, with a slight trough shoreward of this, 
called the middle portion. The breakers were classed into two groups: 
Group 1, those that broke over the outer portion, and Group 2, those 
that broke over the middle portion.  Values of H, /d, were considerably 
smaller for the Group 2 waves breaking on the Type 2 bottom configur- 
ation than for the other three combinations. 

BOTTOM CONFIGURATION 

Sand is moved along a beach by the action of waves breaking at 
an angle to the beach, by the movement of water rushing up and down 
the beach in a zig-zag motion, and by the longshore currents gener- 
ated in the surf zone by the breaking waves. The littoral currents 
are often three dimensional, with rip currents moving out to sea at 
intervals along a beach, with a number of "cells" existing along a 
beach (Shepard and Inman, 1952; Sonu, 1972; Sasaki, Horikawa and 
Hotta, 1976; Mei and Liu, 1977).  Sand is moved up and down the 
beach, and in and out of the surf zone in an onshore-offshore 
direction by wave action (Wiegel, 1964) and by the currents generated 
gy winds blowing onshore, with return currents near the bottom flowing 
towards the offshore (King, 1959; Kraai, 1969; Sonu and van Beek, 
1971; Sonu, 1972). Neglecting the wind generated currents, anc 
their effects, there is evidence that the parameters that describes 
the direction of the net motion of sand is (Hattori and Kawamata, 

<   (onshore transport, accretive ) 
(H /L ) tan 6 /(w /gT) = 0.5(neutral, equilibrium profile)  (14) 

>   (offshore transport, erosive 
profile) 
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where w is the fall velocity of the median diameter sand grains. It 
can be seen from this, that it is difficult to apply this to actual 
beaches owing to the variation of sand size along a profile. 

Relatively steep waves cause a net motion of sand off a beach face 
into the surf zone, often forming a bar. Waves of low steepness gener- 
ally move sand from the bar and other portions of the surf zone onto 
the beach. These mass movements of sand onto and off the beach cause 
a modification in the characteristics of the breaking waves, the runup 
and rundown of the waves on the beach face, and the littoral currents, 
as mentioned previously. There is a strong relationship between the 
type of breakers and the beach slope (Patrick and Wiegel, 1955; Wiegel, 
1964; Sonu, 1972; Wright, Chappell, Thorn, Bradshaw and Cowell, 1979). 

In planning the installation of a pier (or a pipeline) across 
a beach and through the surf zone, one must consider that the action 
of waves, currents, and winds continuously change the beach configur- 
ation, both on the shore and in the nearshore region. In calculating 
the bending moments exerted on piles by waves during the "design storm" 
one must consider the associated problem of the actual water depth 
along the section of a pier in the surf zone during the design storm 
(Wiegel, 1979), as well as the waves. An example of the variation of 
the bottom profile of a beach subject to heavy wave activity is shown 
in Figure 8. An extremely difficult problem is that of estimating 
where the bottom will be under various conditions (Wiegel, 1980). 
One must estimate the "design bottom profile." 

OCEAN BOTTOM PROFILE 
 — OCTOBER  1975 
  MARCH       1976 
  AUGUST     1976 
  APRIL        1977 

51.00     53.50    56.00    58.50      61.00    63.50    66,00    68.50     71.00 
DISTANCE OFFSHORE .STATION NUMBER 

FItlURE    8 .SEACII AND NEARSHORE PROFILES,  SAMOA. CALIFORNIA, 
OCTOBER 1975-APRIL 1977 (FROM WIHZLEH 1 KELLY,  1976). 

74.50    77.00    79.5C 

There is no simple answer to the question of how much change 
can be expected to occur as a result of a severe storm. It depends 
upon the recent past histories of the waves, tides (i.e., spring 
tide, neap tide, etc.) and beach profile of the particular site in 
question. 

One of the longest set of records of beach and nearshore profiles 
is that obtained by Shepard,1950. He made measurements from a pier at 
La Jolla, California. His data are summarized in Fig. 9. This region 
is not as greatly exposed to waves as are many other regions, such as 
the northern California coast or the southeast coast of Australia. 
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R\ „Lo»a SC.I.PS 
K^N   ,,, (FRCW SHRPARn  

FIGURE   9.h -    ANNUAL   EXTREME PROFILE 
CONDITIONS FOR 6 YEARS, 
DATA  FROM SHEFftRD (JULY, 1950) 
SCRIPPS PIER. 

Shepard studied in detail the bar crest depths (bar depth) and 
bar trough depths (trough depths). It was found that the bar at the 
pier seemed to disappear on some occasions. Whether the bar did 
disappear, or was simply missing along the pier was not determined. 
Bars are not continuous along a beach, and there are gaps in them. 
That this is so can be seen by observing waves breaking on a beach 
where a bar is present offshore. A line of breakers (breaking over 
a bar) can be followed for some distance, separated by a gap, follow- 
by another line of breakers. The waves move in through the gap (where 
the water is deeper, likely about the same depth as the trough) and 
break closer to shore. In considering the data given by Shepard, note 
that the ratio of bar depth to trough depth for the large bars measured 
at very exposed locations along the Oregon and Washington coast is 
about 2 or so, rather than the smaller values at other locations, 
Figure 10. 

Much additional work is needed on the variations of bars with 
wave conditions. These appear to be pertubations about some mean 
bottom profile on sand beaches. Dean, 1977, has found that a mean 
bottom profile curve can be approximated by the following formula, 
neg;ecting bars: 

h = Ax 0.67 051 

Here, h is the vertical distance below the mean low water level, x is 
-13- 

WIEGEL 
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the horizontal distance out from the origin (taken as the inter- 
section of the beach with mean low water), and A is a coefficient 
to be determined empirically. As an example, consider one profile 
across Ninety-mile Beach, Victoria, Australia, Figure 11. Using the 
survey data, and an,average value through the survey, it was found 
that A = 0.235 ft ' . It is important to note that Dean found 70% 
of the values calculated for 502 beach profiles were between 0.1 
and 0.2, and that another 18% were between 0.2 and 0.3. 
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GANSBAAI FISHING HARBOUR - THE DESIGN AND CONSTRUCTION OF A BREAKWATER 

ON A HOSTILE COAST 

by 

W S van Dijk *      A P M Vonk **      G de F Retief *** 

This paper describes the design and construction of a fishing harbour 
on a rocky coastline exposed to the prevailing south westerly swell of 
the South Atlantic and to severe westerly gales. 

Because of economic pressure the first phase of the development was 
undertaken without adequate knowledge of the wave regime or the topo- 
graphy of the sea-bed in the area and resulted in a virtually unusable 
harbour. 

The second phase of construction was therefore only embarked upon after 
extensive hydrographic surveys, wave recording and analyses, and pro- 
bably the most exhaustive series of model tests ever undertaken for 
such a small project. 

These investigations and the good co-operation between research staff, 
engineers and contractors resulted in the elimination of most of the 
initial problems and the creation of a functional fishing harbour, 

INTRODUCTION 

Gansbaai is a small fishing village situated 170 km south east of Cape 
Town as shown in figure 1, and only a few kilometres from Danger Point, 
scene of the tragic wreck of the Birkenhead in 1852.  When this ship 
went aground more than 400 soldiers en route  to the eastern frontier 
of the Cape Colony perished. 

This coastline near the southern tip of the African Continent is 
exposed to the prevailing south westerly swell of the South Atlantic 
and the full force of westerly gales. 

Technical Manager, Fisheries Development Corporation of SA Ltd 

Senior Research Engineer, Fisheries Development Corporation of 
SA Ltd 

ftftft Professor in Ocean Engineering, University of Stellenbosch, 
Stellenbosch, South Africa. 
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A landing place for fishing vessels developed at Gansbaai because a 
deep channel in line with the direction of the waves provided an 
approach route relatively free from breaking waves. 

Although the fishing village has been in existence since the late 19th 
century, the first noteworthy harbour works were constructed in 
1939-1942 when breakwaters were built from the northern and southern 
shores to enclose an area of approximately 4 hectares, of which less 
that 1 hectare was deeper than 3 metres at low water ordinary spring 
tide.   Unfortunately the northern breakwater cuts across the deep 
entrance channel forcing boats entering the harbour to deviate from 
the channel towards the less safe shoaling bottom south of the channel 
(see figure 2). 

Rapid expansion of the pelagic fishing industry in the late 1950's 
created a demand for improved facilities at Gansbaai as at other 
fishing harbours, particularly on the west coast of South Africa. 

CAPE TOWN v. 

Cape Point Ha^|ip 

Danger Point 
ATLANTIC     OCEAN 

Cape  Agulhas 

50 Km 

Fig 1,     Location Plan 
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Fig 2.  Coastline around Gansbaai 

As no obvious solution for the improvement of the existing harbour 
presented itself, other sites in the vicinity notably Roman Bay and 
"The Ship" on the north western shore of the Danger Point Peninsula 
(see figure 2) were investigated.  These options were discarded 
because of the high cost of breakwaters in the deep water at these 
two sites and the additional cost of a road from the existing village 
and it was decided to construct a new breakwater south west of the 
existing harbour at Gansbaai. 
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FIRST PHASE OF DEVELOPMENT 

The new breakwater was to serve a two-fold purpose, viz to protect the 
entrance to the existing harbour and to provide additional mooring space 
which could be developed into a fully fledged fishing harbour at a later 
stage. 

The alignment of a breakwater required to effectively protect the 
entrance to the old harbour, presented difficulties because it would 
have to extend into or across the deep channel, as shown in figure 3. 
Such a breakwater would be expensive and could create the same problem 
as that caused by the existing northern breakwater, i.e. forcing in- 
coming boats into the shoaling water on the opposite site of the channel. 
Reflection of wave energy by the new breakwater could also create tur- 
bulent conditions in the entrance channel. 

\  Domini 
^Wovo 

Original   Proposed   Rubble   Mound   Breakwater  C~~1VJ 

Modified   Alignment: As   built  Caisson Brw  ^^^Mi 

Abandoned  section  

Alternative   Armoured   Rubble  Mound   Extension., cz 

Fig 3. Layout of Breakwaters - Phase I 

In 1964 the South African Council for Scientific and Industrial Research 
(CSIR) was requested to carry out a model study to determine the most 
suitable alignment for the new breakwater.   A fixed bed model was con- 
structed in an existing tank in Pretoria at a scale of 1 in 100. 
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The study was to be based on hydrographic and other information 
supplied by the Fisheries Development Corporation of SA Ltd. 
Unfortunately the urgency of the project precluded the collection of 
adequate wave data.   From the deepsea wave recordings of the fisheries 
research vessel Africana II in 1962/63 (ref 1) it was concluded that 
wave heights of 6,1 m from the west and 5,5 m from the south west 
occurred in the area about 10 times a year for a duration of 6 hours. 

Experienced fishermen in the area maintained that deepsea waves 
exceeding about 6 m in height would break on a series of reefs 
situated about 1 to 1,5 km west and south west of the harbour (see 
figure 2).   Under storm conditions this break was continuous right 
across the bay making the harbour inaccessible.   It was therefore 
concluded that even the highest waves, on reforming, would not exceed 
6 m in height at or near the proposed breakwater.   (Later wave 
recordings proved this assumption to be incorrect because of the focus- 
sing effect of the reefs.) 

The hydrographic survey of the area was also inadequate.   The original 
survey was carried out in a small dinghy with position fixing by 
theodolites on shore.   The high swells and the distance from shore led 
to inaccuracies and an inadequate coverage of the area seaward of the 
proposed harbour.   Consequently the modelling of the sea-bed was not 
sufficiently accurate and did not extend far enough out to sea to en- 
sure correct reproduction of the waves in the vicinity of the proposed 
breakwater.   It was not realised at the time that the outlying reefs 
resulted in marked focussing of waves at certain frequencies on to the 
line of the proposed new breakwater as shown in figure 6. 

Before completion of the model study the pressure for the provision of 
additional harbour facilities became so great that a contract based on 
an armoured rubble mound breakwater was advertised on the assumption 
that minor deviations in the alignment of the breakwater indicated by 
the model study could be accommodated in the course of the work. 

The lowest tender for the work was based on an alternative design by 
an international construction company for a vertical wall consisting 
of concrete caissons anchored to the sea-bed with post-tensioned 
cables.   Although a vertical wall was not favoured and it was realised 
that the seaward face might ultimately require some form of energy 
absorber, it was argued that the cost of such absorber would be offset 
by the advantage of a quay on the inside face of the wall. 

Considerable doubts had also arisen as to the practicability of 
obtaining suitable large rubble from the highly fractured quartzitic 
sandstone in the local quarry.  The contract was therefore awarded in 
1965 on the basis of the alternative design.  Details of the original 
caisson structure are shown in figure 4 together with the modifications 
which later proved to be necessry. 
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3ix 0.276" WIRES 

Penetration       12-lSm 
Anchorage        4,3 m 

Original 
Caisstfn Structure 

Fig 4.  Caisson Breakwater (with armouring added later) 

The wall, 6 m wide in shallow water and 7,3 m wide in deeper water, 
was constructed in open reinforced caissons 3 m long in the direction 
of the wall and divided into 3 cells with 300 to 400 mm thick walls. 
The units, approximately 3 m high, were stacked one on top of the 
other on a bed of broken stone and filled with concrete to within 
;+ 400 mm of the top. 

The deck was cast to a level of 3,6 m above low water and 90 mm 
diameter holes for the installation of the anchor cables drilled to a 
depth of 12 to 15 m below sea-bed level.  The holes were pressure 
grouted to seal off fissures in the bedrock, interstices in the broken 
stone bed and construction joints in the concrete structure, and re- 
drilled.  The wires were grouted in over a length of 4 to 5 m at the 
bottom of the hole, stressed and finally grouted in up to the level of 
the deck. 

During construction of the wall, sea conditions were found to be more 
severe than anticipated. Placing of caissons was only possible when 
the wave height was less than about 1,5 metres. Overtopping hampered 
the work to such a degree that the level of the deck had to be raised 
from 3,6 m to 4,5 m above low water and the splash wall had to be re- 
designed at a very early stage of the work. 
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Fig 5.  Wave attack on vertical breakwater 

During storms the gantry crane which was specially built for the work 
and ran on rails concreted into the deck had to be moved back onto 
land.  The crane was washed off the breakwater twice during the course 
of the work.  It also became apparent that it would not be possible to 
use the wall as a quay and that boats would not even be able to moor 
near the wall because of the excessive overtopping. 

The rock formation on the sea-bed proved to be highly fractured which 
made sealing of the holes for the stressing cables very difficult. 
The grouting and redrilling often had to be repeated several times 
before the hole could be considered watertight.   (This method even- 
tually proved to be ineffective in protecting the cables against corro- 
sion.   This was proved by ultrasonic tests on the stressed cables in 
1977 and confirmed when a portion of the wall was demolished during a 
subsequent contract.) 

When the caisson wall was incorporated in the model the excessive over- 
topping of the wall and the reflection of waves from the vertical face 
was clearly demonstrated.  It was evident that the reflection of waves 
from west north west and north west off the last section of the break- 
water would result in extremely rough conditions in the access channel 
to the old harbour.   Various remedial measures were considered but 
eventually a revised alignment was proposed whereby the wall would 
initially curve westwards and then at chainage 360, bend sharply east- 
wards so that the first section would reflect waves to the south western 
shore and the second section would be almost parallel to the direction 
of the waves (see figure 3). 
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The adoption of this unusual alignment was unfortunate because it moved 
the breakwater towards deeper water and a concentration of wave energy 
near the proposed bend.  Refraction diagrams based on more extensive 
hydrographic surveys carried out later confirmed this focussing effect. 
An example is shown in figure 6. 

As the construction of the wall approached the proposed bend, sea con- 
ditions became more severe and the contractor became more and more con- 
cerned about the prospect of not being able to retrieve the crane 
during stormy weather via the sharp bend in the new alignment of the 
breakwater. 

Doubts as to the efficacy of the stressing system increased as the 
water depth increased and the sea-bed became more highly fractured. 
Eventually it was decided to abandon the idea of a sharp bend in the 
breakwater at 360 metres, and to end the vertical wall at 300 metres. 
The remainder of the breakwater would be constructed as an armoured 
rubble mound as shown in figure 7 which would reflect less energy into 
the approach channel. 

Deapsea   wave direction   11»NofW 
Period   11 sec 

Fig 6,     Wave Refraction 
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ORIGINAL PROFILE 

t Serm  . D?ek raised  ft 
r7000   '       ,-+7.5      *'d«n«d 

-~mtrm~ 

MODIFIED PROFILE 

Fig 7.  Armoured Rubble Mound Breakwater 

Construction of this rubble mound extension of the breakwater proved to 
be no less difficult than construction of the caisson wall.   The 
fractured quartzitic sandstone available for rubble in the core con- 
tained a high percentage of fines of which large quantities were washed 
away.  Due to the shortage of the specified selected rubble a layer 
of 5 ton dolosse was initially placed over the rubble core.  Later 
8 ton rectangular blocks were used for this purpose.  These units 
helped to prevent the immediate loss of core material but allowed 
considerable quantities of fine material to be leached out with the 
passage of time.  This loss of core material combined with the struct- 
ural weakness of the 5 ton dolosse, resulted in marked settlement of 
the deck over several sections.  One section of the deck had to be 
demolished and rebuilt in order to fill the large cavity which had 
developed under the deck. 
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Wave recordings which had commenced in 1968 at a depth of 15 ra on a 
position inside the reefs as shown in figure 2, had indicated that 
waves up to 8 metres could be expected at the breakwater.   Further 
model tests had shown that the 17 ton dolosse used for the armouring 
might not be adequate.   The contractor's plant, however, did not 
allow for the placing of heavier units at the distances required and 
the design could therefore not be altered without prohibitive addi- 
tional costs. 

The weakest section of the rubble mound breakwater was found to be at 
the interface with the vertical wall.   This was probably due to the 
focussing of waves on to this section of breakwater and the lack of 
interlock between the vertical wall and the rubble mound breakwater. 
The deflection of wave energy off the flat end of the caisson wall 
could also have contributed to the damage which occurred repeatedly 
to the breakwater along this section.   Several unsuccessful attempts 
were made to reproduce this damage in a wave flume and in a later 
3 dimensional model study.  The damage was probably aggravated by 
fracturing of the 5 ton dolosse between the core and the deck or the 
overlying 17 ton dolos layer and possibly by low packing density of 
the dolosse. 

The leeward slope of the rubble mound breakwater which was protected 
with 5 ton and later 12 ton dolosse also suffered considerable damage 
in the first year after completion because of heavy overtopping and 
because of the penetration of wave energy through the highly permeable 
5 ton dolos layers underlying the deck.   Reasonably successful attempts 
were made to repair the erosion of the inner face by sealing the 
cavities with concrete pumped into filter cloth bags and providing a 
steeper leeward slope so that overtopping waves could expend their 
energy into the enclosed basin. 

It was feared that the roundhead at the end of the breakwater would be 
particularly vulnerable but it suffered relatively little damage 
possibly because the armour units were chained together above the low 
water level. 

Although at this stage the objectives of the scheme (i.e. to provide 
safe mooring space for additional and larger fishing vessels and to 
improve the entrance conditions at the old harbour where the factory 
was still situated) had not been achieved, the completion of the 
rubble mound breakwater in 1969 marked the end of the first phase of 
attempts to improve facilities at Gansbaai.   The fishing industry had 
by this time entered into a period of decline and additional funds for 
further development were not readily available. 



1726 COASTAL ENGINEERING—1982 

SECOND PHASE OF DEVELOPMENT 

Although the urgency for further development of the harbour had abated, 
a number of questions regarding the durability of the completed portions 
of the work had to be resolved.  The overall stability of the rubble 
mound breakwater was a matter for concern because of the quality of the 
rubble and the inadequate mass of the armouring of 17 ton dollosse. 
(This concern was proved to be justified when a section was destroyed 
in 1979 shortly before it could be reinforced with 25 ton dollosse.) 

An even more serious problem was the uncertainty regarding the stability 
of the caisson wall.   This wall which had originally been designed with 
a factor of safety against overturning of 1,5, had subsequently been 
raised from an effective height of 3,6 metres above low water to 4,5 
metres above low water and was also being subjected to attack from 
waves higher than the original design wave height.  New calculations 
had shown that the factor of safety was lower than originally intended. 
Factors such as the force taken up by the higher splash wall, an 
occasional higher still water level due to set up and transverse 
resonance (recorded locally and confirmed by a mathematical analysis 
by the Danish Hydraulic Institute) were taken into account.   The 
higher SWL also accounted for higher overtopping than expected. 

A series of two dimensional tests confirmed that the factor of safety 
was nearer 1,0 and in some sections of the wall probably less than 1,0. 
The 2 dimensional tests which were being conducted to investigate the 
caisson stability were extended to explore various ways of reducing 
the overtopping of the wall (such as different shapes of splash wall 
and a lower splash wall on the seaward side with a secondary splash 
wall on the leeward side). 

Serious doubts had also arisen regarding the soundness of the stressing 
cables which supplied the major proportion of the moment of resistance 
against overturning.   Ultrasonic tests conducted in 1977 (ref FDC 
report F92-2) revealed that these wires were in fact seriously corroded 
especially at the interfaces between the caissons and the sea-bed and 
the caissons and the deck slab.  The continued stability of the wall 
could probably be ascribed to the angle of wave attack which resulted 
in the forces on the wall only reaching maximum values over very short 
sections of wall at any given instant and the transfer of these forces 
to adjacent caissons through the deck and the keys between the caissons. 

In order to solve the many problems which had by now been identified, 
i.e. stability and excessive overtopping of the completed new break-  ( 

water, and also provide design guidelines for the completion of the 
harbour works preferably as one combined larger harbour, a second 
3 dimensional model study was commissioned in 1975.  Again the FDC 
would be responsible for the field work while the CSIR would carry out 
the model study. 
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An intensive study of the wave regime was carried out between July 1975 
and September 1978.   To obviate the mistakes which had occurred in the 
first model a series of three "Waverider" recorders were installed 
seaward of the reefs and one waverider nearer the breakwater.  As the 
direction of wave attack on the breakwaters had proved to be critical, 
a wave direction recorder (DOSO) developed by the FDC was installed 
seaward of the reef close to the central waverider.  The effect of the 
reefs on wave refraction could therefore be accurately determined. 
The positions of the recorders are shown in figure 2. 

More detailed hydrographic surveys were also carried out (including 
side scan surveys to determine the shape and nature of the rock 
strata).   Accurate refraction diagrams, verified by numerous aerial 
photographs under the complete spectrum of wave attack, as recorded 
by the 4 waveriders and DOSO were used to calibrate the wave repro- 
duction in the model.  The model was constructed on a scale of 1 in 
80 over a much larger area than for the previous model in order to 
reproduce the wave regime as accurately as possible. 

The result of the 2 dimensional tests on stability of the caisson wall 
were verified in the 3 dimensional model by constructing the caisson 
wall of 100 mm wide hinged box sections fitted with strain gauges at 
several elevations.   The forces and overturning moments were determined 
and the results compared well with those of the previous 2 dimensional 
models. 

^Dominating wave 
^directions 

Fig 8. Revised layout of new harbour 
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Many different alignments, sections of breakwaters and absorbing 
structures seaward of the caisson wall were tested under all recorded 
wave directions, heights and periods, as small variations in these 
parameters affected the focussing of waves along the breakwaters con- 
siderably.  A solution was found for the safeguarding of the existing 
new breakwater and an extension of this breakwater to create satis- 
factory entrance and mooring conditions in the "new" harbour was 
successfully tested.   No really successfull solution was found for the 
combination of the old and new harbours because of the distance between 
the ends of the main breakwaters of the two harbours.   One layout 
tested involved the construction of a T-breakwater halfway between the 
two harbours.   The cost of this scheme, however, rendered it unaccept- 
able.   Even the most favoured scheme involving the extension of the 
north breakwater of the old harbour was not justifiable.   The main 
part of the model study was completed in 1978 but additional tests 
involving mainly construction techniques continued up till 1981. 

In 1978 it was decided to proceed with a scheme involving the safe- 
guarding of the existing caisson and rubble mound breakwaters, the 
extensions of the rubble mound breakwater and the construction of a 
quay and approach mound from the southern shore.   This would enclose 
a protected water area of approximately 7 hectares of which 3 hectares 
would have a water depth exceeding 4 metres at low tide. 

The measures adopted to protect the existing caisson and rubble mound 
breakwaters took into account the variation in design wave height along 
the length of the wall in the design of deck and splash wall height, 
mass of armour units and width of berm at the top of the armoured 
layer.  The final deck height was 5,5m above low water and the top 
of the splash wall varied from 6,5 to 7,5 m. 

20 and 25 t dolosse placed to a slope of 1:2 on a core of 8 t corruga- 
ted rectangular blocks were used on the outside of the caisson wall as 
shown in figure h  and 25 t dolosse placed to a slope of approximately 
1:1,75, were used to protect the rubble mound breakwater as shown in 
figure 7,  A horizontal 7 m wide berm at splash wall level (7,5 m) 
was used for additional absorbtion of wave energy. 

Specific attention had to be given to the stability of the toe of the 
dolos layers because of the relatively smooth sea-bed seawards of the 
caisson wall coupled with reflected wave energy from the wall.  Model 
tests indicated that the toe line of dolosse would move out of position 
at relatively low wave heights (1,5 m).  A special reinforced "toe 
dolos" was developed with a lowered centre of gravity to prevent over- 
turning and with two projections on the ends of the lower fluke to 
prevent rocking (see figure 9).  To prevent sliding these dolosse were 
tied back into the mound with heavy chain and a rudimentary anchor. 
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Fig 9.  Reinforcing of toe dolos 

Fig 10.  Storm damage to rubble mound breakwater 
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The contract for the above work was awarded at the beginning of 1979, 
but in August of the same year, before any remedial work could be 
carried out, a major storm breached the existing rubble mound break- 
water.  Other storms followed and eventually almost 60 m of the break- 
water was destroyed as shown in figure 10.  Model studies were again 
carried out to determine the most effective way of repairing the breach, 
and a construction method using 8 t corrugated concrete blocks as a 
core with a double layer of 25 t dolosse as armouring was eventually 
successfully used.  During the repairs to the breach the junction 
between the vertical wall and the rubble mound breakwater was recon- 
structed.  The section of the vertical wall extending beyond the 
rubble mound breakwater was eliminated and a smooth curve introduced. 
Fortunately no severe storms occurred during these critical stages of 
the work. 

The extension of the main breakwater by means of another vertical wall 
more or less parallel to the direction of the waves and the construction 
of a secondary breakwater with caisson quay from the eastern shore were, 
also completed without serious problems. 

CONCLUDING REMARKS 

The construction of the extension to the Gansbaai fishing harbour has 
been successfully concluded but only after a disproportionate volume 
of model testing and other investigations.   The project was carried 
out over a span of almost 20 years which coincided with a period of 
rapid development in the science of coastal engineering. 

The initial mistakes were due to inadequate field data, a lack of 
appreciation of the effect of distant topographical features of the 
sea-bed on the wave regime, the adoption of an untried design without 
model testing and the commencement of construction before completion 
of the model tests. 

The project has highlighted the need for closer co-operation between 
research personnel, designers and contractors. 
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REPAIR TO A DOLOS ARMOURED BREAKWATER 

C.W. Glodowski, B.Eng., Marine Directorate, Public Works Canada 
D.L. Lajoie, Ba.Sc, Marine Directorate, Public Works Canada 
Y. Ropars, Ma.Sc, Quebec Region, Public Works Canada 

1. Introduction 

In recent international experience several breakwaters armoured with 
concrete units have failed shortly after or during construction of 
the structure. Although investigators have not necessarily agreed on 
the causes of these failures, it has been generally implied that 
there is a relationship to breakwater construction in deep water with 
large units and severe wave conditions (4,9). However, the damaged 
sections of the dolos armoured breakwater that is the subject of the 
paper, are in water depths of 6 to 8m with depth limited wave 
conditions. 

The original design parameters for selecting the dolos weight appear 
to have been reasonably accurate by current estimates. The recent 
hydraulic model tests indicate that the breaking wave conditions and 
overtopping of the breakwater have combined with the breakage of 
dolosse in the resulting failure. 

The recommended repair work which was the primary objective of the 
study, consisted of armouring the crest of the damaged section with 
large stone (20t) and leaving the damaged front layer of dolos below 
low water level.  It was judged that the further use of concrete 
dolosse was not economically justifiable and that there did not exist 
a satisfactory procedure to design dolos armour within the scope of 
the study. 

2. Site and Damage Descriptions 

2.1 Location and Breakwater 

Riviere-au-Renard is located on the eastern end of the GaspS 
Peninsula on the Gulf of St. Lawrence in QuSbec, Canada.  The main 
breakwater is about 785m in length and encloses a natural bay to 
protect a fishing harbour facility. The breakwater construction was 
completed in 1972 (see Figure 1). 

1733 
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The outer portion of the structure of about 350m in length, was 
armoured with concrete dolos units of two sizes. Units at the head 
are 12.7t and extend back about 30m on both front and back slopes in 
water depths of 7 to 8m. Dolosse in the trunk are 4.5t and cover the 
crest and front slope only in depths of 4 to 7m. Typical 
cross-sections are shown in Figure 2. Unit placement was in double 
layer random in the densities estimated from the S.P.M. (1) 

The design crest elevation of the breakwater varied from 5.3 to 8.0m 
over the concrete armoured section of the structure. 

2.2 Construction 

Some problems were encountered during construction which may have had 
a bearing on the subsequent damage. 

Initially the contractor had some difficulties obtaining the required 
strength specification of 31 MPa at 28 days. An unspecified number 
of units near the time of the job completion were placed after a 
striking time of about 12 hours. 

The contractor was also allowed to cover sections of the crest filter 
layer with quarry run material to permit equipment access. This 
finer material was not removed from the filter layer. 

2.3 Damage Surveys and Inspections 

Rivi§re-au-Renard has been cited in previous publications as an 
example of a successful dolos installation (7). It can no longer be 
considered as such. 

In 1978 it was visually observed that the crest elevations in 
sections of the main trunk had decreased.  Storms in the fall of 1980 
eventually opened a major breach at one location and severely damaged 
another section, both in the 4.5t units. 

Field inspections in 1981 revealed the following: 

- There was a high percentage of broken dolosse along the full 
length of the structure including the 12.7t head section. 
Estimates for broken units on the front slopes above and below 
mean water level ranged from 10 to 50% not including the areas of 
the breaches. 

- The major breach extended for a length of about 50m and a typical 
section is shown in Figure 3 (i.e. Section +615). Estimates of 
broken dolosse in the breach are about 30% on the front below low 
water, 90% on the crest and front above low water and 65% on the 
back. 

- The secondary breach was in deeper water but extended only 10m in 
length and was not as extensively damaged. However, dolosse were 
also piled at the back side of the breakwater (section not shown). 
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BREAKWATER DESIGN SECTION - HEAD 

RIVIERE - AU - RENARD, QUEBEC, CANADA. 

|  Figure 2 
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Overall the slopes were very steep on the landward side of the 
structure In the area above mean water level.  It appeared as if 
the dolosse In the crest area had been pushed back en masse (see 
Figure 3 of Section +495), however it is not known whether the 
original placement met specifications.  Seaward side slopes were 
varied and irregular but showed some tendency to form an 'S'-shape. 

- The 12.7t dolosse at the breakwater head showed unusual and steep 
slopes that could not be accounted for without assuming 
significant deviations from the design specifications (see Figure 
4 of Section +765). 

- Over most of the breakwater crest the visible filter layer 
material appeared to be composed of or filled with much smaller 
core type stone. 

- Most of the rock berm protecting the front toe was either damaged 
or missing and in areas where the structure resided on sand there 
was a small trough in place of the berm. 

3.  Original Design Parameters 

Although details of the original design calculations are not 
available at the time, the Hudson stability formula was used with the 
KJJ, or stability coefficient probably of the order of 15 to 22 for 
the breakwater head and trunk respectively in breaking waves on a 1 
to 2 slope.  Assuming a Kj> of 22 for the trunk on Riviere-au-Renard, 
the 4.5t dolos were designed for a wave height H = 5.1m;  similarly for 
the 12.7t dolos with KD of 15 the H = 6.3m (Note: slope was 1 to 1.5 
vertical to horizontal). 

The design crest elevation of the dolos section ranges from 5.3 to 
8.0m above datum and high water large tides are 2.44m.  At the time 
of the design and even to date, there are very limited data available 
for estimating wave runup and overtopping and the effects on the 
breakwater stability (8). However, it would appear the breakwater 
was intended to be overtopped especially in the initial sections of 
the 4.5t units. In fact, economic considerations likely dictated 
minimizing material quantities. 

To verify the original design data, wave conditions were hindcast from 
wind data over an 11 year period by a system of computer programs based 
on the S.M.B. technique (2). The system produces hourly values of 
significant wave height and peak period by deep water compass 
directions.  Within this period of data, the largest significant wave 
heights are of the order of 6.5m with an associated peak period of 12 
to 14s.  The deep water wave directions for these conditions are almost 
perpendicular to the breakwater alignment.  The wave climate in 1980 
reaches similar levels to the previous 10 years, however, the 
occurrences of the high conditions are greater than the average year. 
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No detailed refraction analyses were undertaken for this study. The 
bathymetric contours are reasonably uniform and parallel to the 
breakwater and the higher waves approach such that there would only 
be a slight reduction in height due to refraction. The depths and 
slopes in the approaches are such that larger waves are depth limited 
and break offshore and in front of the breakwater. 

It appears that the original 'design wave' data used were of the 
correct order of magnitude with the possible exception being the 
selection of the height for the 4.5 t dolos.  It is noted that 
significant damage has occurred in the larger units as well. The 
design is complicated by other factors such as overtopping and 
breaking of waves, however the resultant level of damage indicates 
that the analysis procedure for stability is not adequate for 
concrete dolosse. 

4.  Hydraulic Model Study 

4.1 Background 

The primary objective of the test program was to recommend remedial 
works to the breached sections of the breakwater with the 4.5t dolos. 
Consideration was given to replacing the lost armour material with 
concrete units of different types or sizes and with large armour 
stone. 

The model test facility available at the time was the 1.8m wide wave 
flume at the National Research Council Canada in Ottawa. The flume 
is approximately 1.25m deep by 67m deep and has the capability of 
generating and measuring irregular waves. Model dolosse were 
available in two sizes in a sulphur concrete material that gives the 
units correct specific gravity and dimensions but does not scale 
concrete strength (i.e. units are not breakable in model loading 
conditions). 

The model scale chosen was 1 to 35 linear such that weight and volume 
were proportional to the cube of the length scale. Preliminary 
calculations had indicated that much heavier armour material would be 
needed but it was also required to model the existing failure as well 
as possible in the 4.5t units. This presented a conflicting 
requirement as only one scale could be used within the time allotted. 
The result was that the smaller lab units were modelled as 12.8t in 
prototype and these units were in fact used in the 4.5t breached 
section. This did not represent a gross inaccuracy since the 
prototype dolosse in the breach were essentially all broken pieces 
and tests were not intended to totally recreate the whole failure 
process. The approach slopes in the flume were modelled out to a 
prototype distance of 800m and depth of about 30m and the modelled 
section was .9m in width. 
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Wave conditions generated by each test were for irregular sea 
states (6). The measurement system in the flume consisted of three 
wave probes at locations along its length. The wave conditions 
generated for the tests were selected combinations of deep water 
significant wave height and peak period, as listed in the following 
prototype parameters:  2.5m and 6s; 4.0m and 8s; 5.1m and 10s; 6.2m 
and 12s; 6.8m and 14s. 

4.2 Test Series 

In general, the wave conditions were run on a test section by 
starting at low levels and increasing to the maximum with a constant 
water level (usually at high tide). Each wave condition was run for 
15 to 30 minutes in model time (note:  time scale approximately 1 to 
6 for model to prototype). 

4.2.1 Damaged Section +615 

Section +615 was chosen as the model section that was typical of the 
main breach. Two tests were run on this section before remedial 
works were undertaken. The section was constructed with deliberately 
broken dolos pieces in the percentages indicated from surveys and 
diving inspections.  The purpose of testing this section was to 
observe the wave-structure interaction at this stage of damage and 
to devise repair work accordingly. 

The following are observations of the hydraulic tests and describe 
the progression of the failure at this stage: 

- Dolos pieces were rocking and displacing at low wave heights (i.e. 
4.2m). 

- Overtopping occurred for 4m waves or larger and was quite severe at 
higher levels. 

- Units and pieces below low water on the front became packed after 
initial movements and remain stable. 

- Dolos pieces at the leading edge (i.e. front at crest) were pushed 
across the top and piled up at the back of the crest. 

- Dolos units and pieces were progressively pushed over and rolled 
down the back slope. 

- The crest was eventually stripped level to the core. 
- The core became dished out behind the leading edge of the armour 
allowing more pieces to move across the top. 

- Continued wave attack piled a mixture of all the materials behind 
the back slope. 

It was concluded that heavier armour material would be required on 
the crest to prevent units from being rolled down the back from wave 
overtopping. Given the excessive movements of modelled dolosse and 
the evidence of breakage even in the 12.7t prototype units, it was 
assumed that a small increase in dolos weight would not be an 
adequate remedial measure. However, a large increase would not be 
economical especially since there were no available methods to 
estimate the structural loadings and behaviour of dolosse. 
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4.2.2 20 t Armour Stone 

Three remedial test series were undertaken using 20t stone to fill 
the breach of Section +615. These included a single layer of armour 
stone, a double layer and a double layer with additional filter stone 
added (i.e. each section elevation was progressively increased). 

The single layer was built directly over a tested section and run 
through a complete wave series at mean water level. The section was 
severely overtopped but remained stable. One or two stones were 
displaced near the front. 

The double layer section was constructed by placing more armour on 
the previous test section. The section was run at mean water level 
for the 6m wave conditions.  Overtopping was still occurring, but the 
section remained stable with no armour stone displacements. 

The third test was constructed on a rebuilt damaged section and 
included 1 to 5t filter stone beneath the double layer of armour such 
that the original design height was achieved.  The section remained 
stable with no armour displacements though it was still overtopping 
at higher wave conditions. 

4.2.3 15 to 11 t Armour Stone 

A series of tests using a double layer of smaller armour stone to 
repair the breach were undertaken in response to initial indications 
that sufficient 20t stone might not be available.  The two test 
series were constructed over the damaged section and included 1 to 
5t filter stone.  The heavier armour (15 to 13t) was placed at the 
front of the crest and the lighter (13 to lit) to the back of the 
crest. 

The first test section was constructed to the original breakwater 
height and run at mean then high water level.  The armour on the 
front experienced some initial rocking with no displacement while 
several stones were displaced down the back at the 6m wave 
conditions. During the high water level conditions one stone was 
displaced at the front, two or three more at the back and the 
overtopping was severe. The section remained stable but sustained 
significant damage on the back of the crest. 

The crest elevation was raised by about 1.5m in the second test 
section with the increase provided by adding core material in the 
centre of the breach. At mean water level the section initially 
resisted overtopping but the 13 to lit stone began to be rolled down 
the back with 5m waves. After continued testing at higher wave 
conditions and high water level, the elevation of the front crest was 
decreased by 2m and the back by 3m.  The severe overtopping 
eventually stripped the back of the crest down to the core material. 
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4.2.4 12.8 t Dolos 

Two test series were undertaken using 12.8t dolosse in the 
cross-section configuration of the original trunk design to provide a 
limited assessment of the stability of the units and the causes of 
the failure. 

The first test used all intact units and appropriate filter layers. 
These tests began at mean water level and indicated rocking of 
several dolossse on the front crest near still water level for 4m 
waves and greater. The rocking was quite severe at higher wave 
conditions and at high water level there was a major displacement of 
units down the back. Further testing could not properly simulate the 
failure at Rivi§re-au-Renard as the dolosse in the model were not 
breakable. 

The test was repeated with broken pieces introduced in the front of 
the crest down to low water level (i.e. about 30% broken units). The 
section went through the stages of:  units and pieces rocking at the 
front then displacing down the front; gaps opening in the front; 
several units being rolled over the back; units and pieces at front 
below low water stabilizing; the top of the crest being eaten down to 
core with material piled over the back.  The results appeared to be 
similar to the damaged section at the site. 

4.3 Summary Comments 

Under the severest of wave and water level conditions, the 20 t 
armour stone remained stable. The 15t stone indicated adequate 
stability with only a minor displacement, however lighter units 
experienced significant displacement. 

The tests with dolosse demonstrated the necessity to account for the 
breakage of units in hydraulic modelling though the techniques used 
here cannot readily be proposed for other applications. 

5.  Conclusions 

5.1 Hydraulic Tests 

Within the limitations of the test procedures, the model appeared to 
give a reasonably accurate scenario of the intermediate stages of the 
failure.  Sections in the model were shaped in a similar manner to 
those in the breach and materials were damaged or displaced in the 
same areas. 

The model did not account fully for the structural behaviour of the 
dolosse even with pieces artificially injected and it may be 
subsequently argued that their performance in all the test series is 
not valid. 
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The model was not used in a predictive manner to estimate number of 
storms vs degree of damage and it is not possible to accurately 
estimate the time frame for the survivability of the existing 
breakwater. However, it would appear that the remainder of the 
breakwater is susceptible to a similar mode of failure at any 
location (probably in 4.5t section first). 

5.2 Causes of Failure 

It is not clear that any one specific factor has resulted in the 
extensive damage to the breakwater at Rlviere-au-Renard.  It may be 
more broadly attributed to the design procedures recommended for 
concrete dolos units. 

The breakage of the dolosse at the front and crest appears to 
precipitate an almost total destruction of the units in a particular 
area. The breakage appears to be related to the potential for 
rocking or displacement of individual dolos and the unit's inability 
to resist the resultant loadings (3). The model tests indicate that 
the breached sections would not have failed in the observed manner if 
the units had remained intact. However, this is not conclusive in 
that heavier units were used in the hydraulic testing compared to the 
prototype dolosse in the breached sections. 

The hydraulic testing and prototype surveys (even for the heavier 
dolos) demonstrated a mode of failure due to overtopping that could 
not be accounted for in the original design procedure. The severity 
of the overtopping was capable of displacing units from the back of 
the crest and down the slope.  This phenomenon is related to a number 
of factors such as the height of the breakwater, the breaking wave 
conditions at this particular site and the degree of absorptivity of 
the filter layers beneath the dolos armour. 

5.3 Remedial Works 

Based on the hydraulic studies and the performance of the existing 
dolosse, the recommended remedial work consisted of filling the 
breaches with a double layer of 20t armour stone (17t minimum) and 
filter material of 3 to 5t. Dolosse were not recommended as there 
was no satisfactory design process to ensure that an increased size 
or a reinforced unit could withstand the loadings in the breakwater. 
The selection of a heavier concrete dolos (i.e.  above the 12.4t) 
would not have proved economical or have provided any guarantee of 
the unit's structural integrity. 

It was assumed from observation of the model tests that the existing 
dolos armour on the front slope below low water would remain stable. 
However, it is recommended that regular inspections of this area are 
undertaken to assess this assumption. 
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The repair was undertaken in the fall of 1981 and the breakwater was 
inspected in the summer of 1982. The remedial work had remained 
stable though a new breach appears to be in the process of opening 
between the two rearmoured sections. It appears that a long term 
solution will be required to maintain the remainder of the 
breakwater. 
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ZEEBRUGGE'S MAIN BREAKWATERS 

ir. L.V. Van Damme* 

ABSTRACT 

The design scheme of the Zeebrugge Outer Harbour, Belgium, consists mainly of two 
breakwaters protruding into the sea as far as 1,750 m beyond the existing mole or 3.000 m 
out from the coastline. The west outer breakwater is 4,450 m long, the east breakwater 
runs 4,300 m out from the seafront. The east outer harbour will accommodate terminals 
for liquid bulk products such as LNG. The west outer harbour will provide space to install 
two harbour bassins to suit general cargo, hazardous cargo, container and ferry traffic. 

In the paper emphasis is put on the environmental design conditions (wave height, wave 
period, water depth), the development of preliminary designs and the final design. Some 
design features such as dimensions, wave breaking carpet, armour units, workable limits 
in respect to rock grade, etc ... are discussed. 

By developing the design the rubble-mound breakwater has been judged to be the only 
viable alternative versus the caisson type breakwater, taking into account costs, technical 
risks, construction  problems and flexibility under changing environmental conditions. 

The main feature of the breakwaters is that a huge concrete parapet will have been avoided. 
A so called flat semi-cube armour unit has been developed. The main advantage lies in the 
substantial economic benefit whilst maintaining the same stability performance as a con- 
crete cube armour unit. 

Principal Engineer, Ministry of Public Works, Ostend, Belgium 
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1.       INTRODUCTION 

The construction of the existing port of Zeebrugge has been a royal decision, 
pronounced by H.M. King Leopold II in 1881. A few years later the construction 
started and in 1907 the port has been inaugurated. 

Almost a century later, in 1970, the Belgian Government decided to the extension 
of the port complex. Prior to this decision the port has been adapted to the prevai- 
ling traffic demands whilst remaining within the boundaries set by its initial deve- 
lopment scheme of 1907. The annual throughput has been some 10 million tons 
in 1971 and 15 million tons in 1981. 

Fig. 1 : General layout of the Zeebrugge Port Extension Scheme 
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The master plan finally adopted provides 3,370 ha sub-divided (fig. 1) as follows : 

Outer harbour, including the existing outerport 
and naval base 1,165 ha 
Inner harbour 1,705 ha 
Port area of Bruges 450 ha 
Transport area 50 ha 

The design scheme of the outer harbour consists mainly of two breakwaters protru- 
ding into the sea as far as 1,750 m beyond the existing m6le. The west outer 
harbour breakwater is 4,450 m long. The east breakwater runs 4,300 m out from 
the seafront (fig. 2). The east outer harbour will accommodate terminals for liquid 
bulk product such as LNG. The west outer harbour will provide space to install two 
harbour basins to suit general cargo, hazardous cargo, container and ferry traffic. 

2.       PLANNING 

The first phase of the east outer port sets up a newly built work harbour as the 
existing outer port is congested and no space is available to install the necessary 
harbour facilities and construction site yards. 

Only the mound type has been retained for the service-port breakwaters. The sand- 
asphalt mound with open stone asphalt revetment has been selected against the 
rubble mound design by balancing construction costs, design and construction risks 
and practical construction aspects. 

The southern east breakwater has been conceived as a sandfilled peninsula of ca. 
36 ha. in order to install the land-based LNG-terminal facilities. The perimeter and 
sea defence of this peninsula are provided by rubble-mound breakwaters of ca. 
1,360 m long to the west ca. 1,200 m long to the east and a north closure of ca. 
500 m long. 

The armour layers and inner slopes have been adapted to wave conditions and ex- 
posure time. The west slope (1:2) with 20 T cubic concrete blocks in single layer, 
the east slope (1:2) in quarry rock 3/6 ton grade and the north slope (1:1,5) in 
double layer 25 T cubic concrete blocks. The inner slopes vary from 2/300 kg 
quarry run to quarry rock 1/3 ton grade in double layers. Several design alternatives 
following different construction schemes and methods have been contemplated. 
Special attention has been paid to the filter construction between the rubble cores 
and the hydraulic sand-fill. (fig. 3) 

The LNG-harbour proper will be completed by a semi-curved 975 m long, low 
crested rubble mound, the so called LNG-breakwater. The layout, planning and 
design of the LNG-terminal harbour works have been finally adopted to satisfy 
the stringent and draconic time schedule of the LNG-terminal project as a whole, 

(fig. 2) 



1748 COASTAL ENGINEERING—1982 

Fig. 2 : Layout Masterplan Zeebrugge Outer Harbour 

j LIMO 'SB    BHEAKWATEH| 

Fig. 3 : Typical cross section LNG '86 - breakwater 
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The northern section of the east breakwater is ca. 2,000 m in length. The west 
breakwater will be 4,400 m long. Up to 1,000 m out from the shore, the area 
between this breakwater root-section and the ancient mole has been hydraulically 
filled with seasand to create a secondary work and marshalling yard for the quarry 
rock to be worked up by truck dumper and crawler crane into the west breakwater. 
Because of the adjoining sandy beaches of the holiday resorts, this breakwater 
section has been conceived with due regard to the environmental visual impact. 

In general the design up to the Z-4.00 bottom contour line (ca. 1,000 m out of the 
seafront) consists of a core built successively in sand, brick debris and quarry run 
with a concrete open pavement revetment on sublayers of crushed gravel and 
quarry rock of grade of 2/300 kg to 1/3 tons. 

3.       ENVIRONMENTAL DESIGN CONDITIONS 

3.1.    The bottom depth in the alignment of the outer harbour breakwaters ranges fair- 
ly between Z-5.00 and Z-7.00 (chart datum Z = mean low water spring + 0.08). 

3.2. The tide is semi-diurnal with levels ranging from amplitudes of 4.40 m at mean 
spring tide to 2.80 m at mean neap tide. The meteorological set-up is up to 2.45 m 
in the defined design period and probability of exceedance. 
The tidal currents at the final breakwater alignment will be (at surface) 1.2 m/s to 
2.00 m/s at spring flood tide and 1.0 m/s to 1.6 m/s at spring ebb tide. 

3.3. The soil conditions in the Zeebrugge area are rather difficult. A comprehensive 
geotechnical survey was undertaken with boreholes, static cone penetration tests 
and continuous seismic profiling. 

The synthetically recorded geological profile is presented in fig. 4. The striking 
point is the rather pronounced accidental surface separating the tertiary sediments 
and the quaternary coverlayers. With as main feature the cuesta of the Bartonian 
clay formation with dips up to 30 % . 

The less resistant bottom "sandwichlayers" consisting of alternate thin layers of 
soft clay and sand, mainly ca.4 to 6 m in thickness, cover in the wester breakwater 
alignment, a considerable deposit of fairly dense to densely packed quaternary 
sand. In the eastern-alignment the deposit of quaternary sand is up to 15 m thick 
upon the tertiary Bartonian clay deposit. This tertiary layer rises towards the sand- 
wich voverlayer at the head eastern breakwater. 
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4.       DESIGN WAVE CONDITIONS 

4.1.    Design wave height 

From 1958 to 1971 waves are systematically measured by shipborne wave recorders 
at the WESTHINDER lightship more than 40 km from Zeebrugge. Since 1977 wave 
riders record steadly at several locations in the vicinity of Zeebrugge. The measured 
data transmitted is analysed and synthesized by computer to statistical profiles of 
several relevant wave parameters. 

The preliminary and final designs are based on the wave climate derived from the 
WESTHINDER data by refraction analyses. This analysis being carried out for 
different approaches, wave periods and waterlevels. The analysis showed that 
the existing seabed gives areas of wave concentration at the northern west and east 
breakwater with coefficients from 1.4 up to 1.9. The channel Pas van 't Zand / 
Ribzand dissipates wave energy, the coefficient at the planned harbourmouth can 
be 0.5. 

The detailed designs are based on the more long-term wave data (1958-1971) com- 
pared and correlated with the more short-term measurements from the wave-rider 
buoys. In the graphs 5 and 6 the results of the comparison with the wave rider data 
of January '78 to December '80 is explained. Summarized : 

For the same probability of exceedance the originally established wave heights 
(Hj) are, compared with the wave rider values, over-estimated by : 

0.40 to 1.40 m at the N.E. - breakwater 
0.40 to 0.70 m at the W - breakwater 
0.10 to 0.50 m at the harbour entrance 

The design wave height of the outer harbour breakwater Hs » 6,10 m needs not 
to be changed as it is still defined by the limiting waterdepth. 

The design wave height of the LNG-breakwater and other breakwater sections 
defined by an average annual exceedance of 10 % (short-term risks of less than 
5 years of exposure time) can be changed from Hs = 5.75 to 4.90 m. 

The workability defined on the Hs = 1.00 m and Hs = 2.00 m threshold values 
has been underestimated by roughly 7 to 8 % . 



ZEEBRUGGE'S MAIN BREAKWATER 1751 

w;— 
 <__ 

fc -- ..._«.„, 

•si 5^~~^j" —„.,..»<."->•, —"•-- : 
—7 -» 

>WBirjR«r pi pm W '-"- r • ••••»."•••..A >S:S» 

•••- H^ illi ̂ h- 
T.•u ,„...«:.,  „'   1 

~  ») ME?   Z^NO U  CABT     •«WA•"   •  

Fig. 4 : Geological profile outer harbour breakwater alignment 
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4.2.    Design wave periods 

From the Westhinder wave measurements and from the 1977 recorded wave-rider 
data the following conclusions can be made : 

the maximum mean period : 7 sec. 
the maximum mean peak period :       9 sec. 
the highest peak period measured :      10 to 11 sec. 

As in the wave flume and wave tank studies performed by the LCHF at Maisons- 
Alfort, wave-trains are applied, the 9 sec. period is used finally for stability research 
and the 10 to 11 sec. period for research of phenomena during overtopping at 
maximum uprush. 

4.3.    Summary of design wave height conditions 

The design wave height conditions, amended on the basis of the '78 - '80 wave 
records, are summarized in following table (fig. 7). By defining these conditions, 
the risk of exceedance of the design wave height has been fixed at 10 % in the 
design life or exposure time. For short wave risks (max. 3 to 5 years of exposure 
time) an average yearly frequency of 10 % has been taken. This results in the 
adopted design wave heights and risks levels reported in the table. 

Wo rkh arbour Southern East breakwater LNG - Outer harbour breakwater 

breakwater East North West breakwater SW                 NW/NE               Mouth 

Design wave height Hs (rr I 4.00 3,00 5.75 5.75 4.90 5a6                 6.10                 6.10 

D,si8n«,,«„llm| Z + 5.20 Z + 6.85 Z + 6.00 Z + 6.00 Z + 6.00 Z + 6.85     ,      Z + 6.85            Z + 6.85 

Accepted damage  (% ) 0-5 0-5 5-10 0-5 0-5                     0-5          '           0-5 

Probability o( exceedanc (%) 40 10 40 25 40 10                       10                       10 

Lifetime or exposure tim (year) 5 EO 5 3 5 50          !            50                       50 

Chart datum Z - mean low low water spring + 0.01 

Fig. 7 : Table : Summary of design wave height conditions 

5.       DEVELOPMENT OF DESIGN 

5.1.    For the LNG-breakwater and outer harbour breakwaters two main alternatives have 
been contemplated in the project definition and pre-project design stage : 

Rubble mound breakwaters 
designed according to different construction methods e.g. 

mounds worked up over the constructed core by truck dumpers in combi- 
nation with or without hydraulic dumped sand-fill. (fig. 8 and 9) 
mounds with rubble cores and armour revetments worked up by purpose- 
built barges. 
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Fig. 8 : Development of design : rubble-mound breakwater alternative 3 b - 
core built by dumping over the head 

Sen VICE  ROAD   CONCRETE  PAVEMENT 

1 ALTERNATIVE SB | • 5 1Dm 

Fig. 9 :  Development of design : rubble-mound breakwater alternative 2b - 
core built by dumping barges 

3 
Fig. 10 : Development of design : caisson type breakwater (typical section at 

LNG-breakwater site) 
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Caisson breakwaters 
prefabricated and floating caissons sunk on a prepaired foundation bed. Fig. 10 
shows the conceptual design for the LNG-breakwaters. 

After balancing the criteria of costs, risks, technical equivalence and construc- 
tion aspects the hydraulic sandfill independent rubble breakwater type has 
been selected (3b). 

The latter being amended for the southern west breakwater. As these sections 
are designed finally with an inner sand-beach, constructed simultaneously with 
the breakwater core. 

5.2.    The caisson type breakwater was judged to be unfeasible for the outer harbour 
breakwaters due to the unadequate soil conditions. 

This initial conclusion should be amended. Indeed, the caisson type breakwater 
should be feasible as for almost all breakwater sections, now under construction, 
the detailed design specifies a foundation pad realized by a soil improvement by re- 
placement of the soft layers with coarse dumped seasand. 

As a matter of fact by the conceptual design of the breakwaters, in 1977/78, the 
seaworthy cutter-suction dredgers needed for such a foundation concept in unpro- 
tected waters, were not available. It was only later, during the construction of the 
northern service port breakwater and the LNG-terminal peninsula, that this soil 
improvement technique was successfully developped. 

However the introduction and development of the soil improvement technique by 
replacement in open sea with dumped sand highlights once again the flexibility 
proper to the rubble mound design concept! 

Indeed the soil amelioration technique has been assessed by evaluating the alterna- 
tive of a mound laid directly on the existing seabed, where the overall stability is 
given by equilibrium embankments at both sides. Even in the instances of allmost 
equal costs, the soil improvement profile still offers a more controlled construction 
and a foundation bed with a higher quality level. 

However, when choosing between rubble mound and caisson type breakwaters the 

other criteria are still valid. 

flexibility : the rubble mound offers more possibilities not only through 
adaption to local soil conditions, but also to the specific hydraulic conditions 
at the site (currents, waves, sedimentation, erosion, etc.). 

costs : compared with the rubble mound, the technical equivalent caisson type 
costs ca. 33 % more. 

construction risks : the construction problems on a site as Zeebrugge, exposed 
to waves, currents and siltation are of paramount importance by caisson type 

breakwaters. 
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FINAL DESIGN 

The final design on the retained concept, the 3b-alternative, was finished in June 
'81. It consists mainly of (fig. 11): 

A foundation pad 

A soil improvement by replacement with dumped sand is executed for all outer 
harbour breakwater sections. Seaworthy self propelled cutter suction dredgers 
with floating discharge hose remove the soft soil layers. The dumping of sea- 
sand is executed by trailing suction hopper dredgers. In general no extra densi- 
fication has been revealed necessary after systematic controlling by static cone 
penetration tests of the performed works. 

Bottom protections 

Simultaneously with the sanddumping operations the sandlayers are covered by 
sea gravel layers of 0.60 m to 1.00 m thick placed by trailing suction hopper 
dredgers or splitbarges. Only a fortnight differ the sanddumping and sea- 
gravel carpet operations to avoid and excess of erosion of sand. 

Fascine mattresses, ballasted from 0.6 t/m2 up to 1 t/m2 by quarry run 2/80 kg 
and 80/300 kg grade by deck shovel barges, are covering the previous laid gravel 
layers. 

Where possible a 1.5 m thick core gravellayer is placed between the fascine 
mattresses. 

Gravel layers between fascine mattresses are covered by quarry rock 2/300 kg 
grade filterlayer. 

Erosion of sand and gravel between operations is detected by systematic sur- 
veys and echo-soundings. When necessary the eroded sand and gravel layers are 
refilled. 

To avoid an excess of materiallosses in the breakwater alignment these foun- 
dation works with bottom protection works have to be planned and executed 
well in advance of the core construction. 

A toe protection 

Provided by a large ca. 35.00 m wide wave breaking carpet on level Z-7.00 
with fascine mattresses and quarry stone embankments of grade 3-6 ton up to 
a maximum level of Z-2,50 m with a gentle slope facing the seaside. The sea- 
ward 3/6 - ton and harbour side 1/3 - ton grade embankments are placed by 
dumpbarges or deck shovel barges. 
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Fig. 11  :  Typical cross-section IMW-NE breakwater 

HARBOUR    MOUTH 
TYPICAL     SECTION 

Fig. 12 : Typical cross-section (axis) at harbour mouth 

Fig. 13 : Typical cross-section (axis) - Design alternative 
harbour mouth (under construction) 
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A breakwater core 

In quarry run 2/300 kg or 1/3 ton quarry rock with filterlayers 1/3 - ton grade. 
The armour revetment is realized by concrete cubes of 25 ton / 2,4 t/m3 

density on a slope of 1:1,5 in the running profile. The head of the breakwaters 
(figs. 12, 13) at the harbour mouth dips 1:2 with concrete cube units of 40 T 
and 2,4 t/m3 on a 3/6 ton filter layer. The worklevel for the 40 ton grade truck 
dumpers, crawler crane, hydraulic cranes and bulldozers, working up the 
material, is Z + 6.80 m. This level guaranties in average a workability of minimum 
90 % of the time. 

A crest levelled to ca. Z + 13.00 

As in the future the adjacent harbour area will be equipped with tidal basins 
and storage areas, no major overtopping will be allowed below the design wave 
conditions. The crest is finished by placing 30 t crest cubes outward and inward 
and a 1.00 m thick concrete pavement. 

The southern west breakwater design differs slightly from the typical outer harbour 
design (fig. 14). The hydraulic sandfill of the protecting inner beach will progress 
simultaneously with the mound construction. The inner beach provides protection 
of the 1:1,5 innerslope in 1/3 - ton grade quarry rock against NW and N oblique 
wave attack as construction is running. 

7.        DESIGN FEATURES 

7.1.    Dimensions of breakwater 

The width of the breakwater core is defined by following considerations (fig. 15): 

The structure is designed in such a way that the construction from core to 
finished crest goes continuous. The worklength e.g. the distance from the con- 
struction front to the finished crest is at maximum 200 to 300 m for the SW 
breakwater and 125 m up to 200 m for the NW/NE • sections. 

The serviceroad on level Z + 8.00 : min. 9.00 m wide, to assure maintenance 
works. 

The temporary workroads on levels Z + 6.80 to Z + 8.00 are 10.00 m wide : 
dubble track road for 40 - ton rockdumpers. 

The level of the construction front is defined on Z + 6.80 by 13.70 m wide 
(including the top of the 1/3 ton grade filterlayers. It assures a workability of 
min. 80 % and the manoevrability of crawler crane and one track for dumpers. 
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7.2.    Crest of breakwater 

To obtain a continuous progress in construction a parapet wall has been avoi- 
ded (figs. 11,14, 15). This has showed to be profitable both for the stability of the 
armour by better wave energy absorption and limited uprush. Force measurements 
in the wave flume concrete pavement with rather limited thickness, showed clairly 
that the overpressures in the core are limited and there is no risk for a resulting 
uplift force. 

7.3.   Wave breaking carpet 

The sedimentological study conducted both on physical and mathematical models 
ascertain the possibility of huge erosion pits in front of the SW/NW - breakwater 
section (from Z - 13 up to Z - 20.00). The NW - breakwater (up to Z -6.00) and 
the W harbour head section (Z - 14.00). 

The aim of the designed carpet is to limit the wave action on the armour to the 
design wave height defined by the existing seabottom on Z - 7.00. Flume and 
wave tanks tests have demonstrated that a carpet of 35.00 m out of the 3/6 - ton 
grade toe protection on level Z - 7.00 will provide this limited wave action indepen- 
dent from the final erosion depth (Z - 13.00 and Z - 20.00 are tested). However the 
final erosion depth plays a significant part in the wave stability of the ballast of the 
fascine mattress. For the applied design conditions Hs ~ 6.10, T = 9 to 11 sec : an 
adequat ballast is found by : 

Z - 13.00 :       1 T/m2    2/80 and 80/300 kg - grade 
+ 0.75 T/m2   0.3 to 1 ton grade 

Z - 20.00 :       1 T/m2   2/80 and 80/300 grade 
+ 2,1 T/m1   1/3 ton grade 

The performance of the 25 T/2.4 T/m3 - armour has been the same in both test 
series. 

It should be noted that the judgment on damage of the mattresses ballast has been 
rather severe as the function of the carpet is essential to the breakwater safety and 
survey of damage detection and maintenance will be very difficult. 

7.4.    Armour units 

For the main breakwater the groved concrete cubic block has been choosen as 
armour unit. However a rather interesting cost optimization was possible. The fig. 16 
shows all different cubic and semi-cubic bloc types in use by the construction. All 
these cube types were cast in only three different forms (8,7; 10,42 and 12,5 m3) 
as for the harbour mouth the alternative 30,6 Ton will be choosen. 
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DETAIL FII-TtHCOfMTHUCI 

Fig. 14 : Typical cross-section - Design alternative at harbour mouth 
(Chainagepoints P1795 - P2150) 
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Fig. 15  : Breakwater construction in progress 
Worklength - typical construction phases 
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Fig. 16  : Summary of cubic or flat semi-cubic armour bloss applied 
or considered for the Zeebrugge breakwaters 
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Flume tests and wave tanks revealed that 25 T/2,3 t/m3 - cubes were necessary at 
the SW/NW bend section. However cost calculations show that armour layers of 
25 T/2,3 t/m3, 25 T/2,4 t/m3 and 30 T/2,4 t/m3 differ only in marginal terms of 
max. 3% . In counterpart the safety margin for the 30 T layer yields up to 13 % 
of the significant design wave height. 

By the same optimization process so called flat semi-cubes (F.S. - cube) were tested 
in the flume and wave tank. The maximum "flatness index" has been h.r"1 > 0.8 
(h = height, r = bottom measure). The tests revealed no significant difference in 
stability between the cubic unit and the F.S. - cubic unit of equal weight. Costwise 
the difference is more substantial : 5 to 6 % of the armour cost in favour of the 
F.S. - cubes. 

The choice of the groved cube for the armour is placed in evidence by comparing 
with a typical dolosse breakwater. The conceptual design is showed on fig. 17. 
By this concept two sizes of dolos-armour are compared with the cubes. 

Type I 12 T/5,22 m3 slight or no damage by design conditions but 
rocking could be considerable (KQ  >   15). 

Type II 19,55 T/8,5 m3 beginning of movement (rocking) by design 
conditions  Krj  = 10.  By  1,35 x Hso,slight 
damage can occur (Krj > 23). 

Costwise the dolos armour revealed to be uneconomical compared with the cubes- 
armour-elements (tens of percent higher). 

7.5.    Core material 

The core of the breakwater consists of rock material grade 2/300 kg or 1/3 ton. 
The stability of these quarry grade were tested with the construction phase of the 
breakwaters (fig. 15) both stationnary (static) and in progress (dynamic). The 
main results are (fig. 18) : 

1) Construction in progress limits 

upper threshold value for use of quarry rock grade 2/300 kg : Hs = 1.00 m 

for 1.00 m > Hs > 2.00 to 2.50 m quarry rock grade 1/3 ton is to be used 

by Hs > 2.50 m construction will be stopped and a provisional head with 
quarry rock grade 3-6 ton is to be constructed 

2) Construction stopped at night and weekends 

by exceeding 0.80 m to 2.00 m significant wave height, a 1/3 ton provisional 
breakwater head is to be constructed. On the basis of this information the 
principal and contractor decided to stop every weekend from September to 
April with a provisional breakwater head in 1-3 ton grade quarry stone. 
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Fig. 17 :  Typical cross-section NW/NE-breakwater with dolosse armour revetment 

OMOE QlflECTCN 

"'££?"• NW • « 
S."'-"-"S "'-""C"" N 

£ BTOKE PRO D U C TIO N WOW KAHILI TV  LNMIT 

--—"* 
'*^,, r 

t 

^fiZ ^ 
^ 

.ITV   LIMIT f 

Fig. 18  : Breakwater construction in progress 
Limits of 2/300 kg and 1/3 ton rubble grade 
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3) Detailed information has been becoming available concerning allowed protru- 
sions of breakwater core versus armour revetment and damage to be accepted 
by special construction stages of breakwater e.g. by the inner slopes of the 
southern east peripherical breakwaters. This kind of study has been executed 
also for the west and east core of the LNG-terminal peninsula and the LNG'86 - 
breakwater. The results of all these studies differ only slightly despite the 
different locations and wave directions. A predominant factor is the average 
stone production into the core. In Zeebrugge the design production is 250 T/Hr. 

7.6.    Meteorological forecasting services 

In order to maximise the exploitation of the information achieved by the flume 
tests, the principal of the works, the Ministry of Public Works - Coastal Service at 
Ostend - in cooperation with the Meteo Wing of the Belgian Air Force, has set up 
a special on site Meteorological Forecasting Service. 

Twice a day a weather forecast is released with a correlated wave forecast. Directio- 
nal windforce/wave-height correlation graphs have been established by the consul- 
tant on the basis of wave and wind data measured in prototype. 

On this 24 hour-forecast the contractor's site managers and principal's site sur- 
veyors can judge work limitations in forthcoming shifts on breakwater construc- 
tions. 

The meteo service is also equiped with an on-line wave analysis computer system, 
hard-ware programmed. This system is analysing on site wave data received from 
the wave rider buoy posted at the construction front. This is supplying sufficient 
information to forecasters and construction site managers about wave growth and 
height correlated to windforce and direction. 

Besides the construction front wave-rider four to five other buoys are operational. 
The analysed wave data can become available if necessary within one week. In this 
way any damage can be correlated to the observed wave action. 

These measures are only a part of a comprehensively established survey programme 
with analysis of data and evaluation of measures piloting the construction works. 

7.7.    Placement pattern of armour cubes 

Once more this pattern is revealed of paramount importance. Two kinds of practical 
patterns are studied thoroughly. The first has been used on the LNG-terminal 
breakwaters,the second at the LNG '86 breakwater and outer harbour sections. 
The two differ only by the number of required positions of the crawler crane. By 
testing both patterns the first revealed a rather high risk to jam up by reaching the 
design conditions. The second pattern has better blocking properties. 
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8. STATE OF CONSTRUCTION BEGIN NOVEMBER '82 

The present status of the Zeebrugge outer port extension scheme is summarized 

(fig. 2) : 

-    Project-planning and design : finalised July '81. 

Southern East-peninsula : commissioned to LNG - terminal operator at 

1 September '81. 

Northern - East - breakwater : foundation works and gravellayers finished, 
fascine mattresses and quarry-run filter layers construction is still going but 

almost finished. 

Western - breakwater: 

breakwater construction : chainagepoint P 1750 is reached by the core up 
to Z + 6.80. 
the foundation works covered by gravellayers is finished to P 3900. The 
fascine mattresses with quarry-run gravellayer are finished up to ca. P 2200. 

More than 50 % of the total deployed length of breakwater works is finished at 
present. 

9. CONCLUSIONS 

1. By developping the design, the rubble mound breakwater has been judged to be 
the only viable alternative taking into account costs, technical risks, construction 
problems and flexibility by changing environmental conditions. 

2. The wave breaking carpet has shown to be an adequate solution in order to 
limit wave action on the armour. 

3. A huge concrete parapet wall can be avoided and is not necessary for an eco- 
nomical design of breakwaters in the Zeebrugge conditions. 

4. It is of paramount importance to check and analyse both the geotechnical 
stability of the rubble mound on the foundation bed and the internal stability 
of the mound under wave action. In this connection outer and even inner slopes 
of 1:1,5 show marginal stability with an inadequate safety facts in some 
specific cases. 

5. Concrete cubes as armour units have been revealed for this case to be more eco- 
nomical and justified. A security margin of a 13 % can be obtained and approxi- 
mately no costs when upgrading up to 30 T the in the flume and wave tank 
tests found cube of 25 T. Semi cubes flattened to index h/r > 0.80 reveals to 
be 5 to 6 % more economical than the cube of the same weight. By tests no 
significant stability difference was observed. 
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6. A proper planned placement pattern is demonstrated, once again, necessary. 

7. A meteorological forecasting service equipped with wave rider buoys gives 
adequate information in order to construct in a controlled manner a rubble 
mound structure and to avoid excessive damage during construction hardly to 
repair. 
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CONSTRUCTION SEQUENCE MODELLING FOR HARBOUR BREAKWATER 

ROGER W HENDRY* Pr Eng BSc MICE MSAICE 

Abstract 

Gansbaai  fishing and pleasure craft harbour is situated approximately 
160km east of Cape Town.      Modifications and extensions were required 
to the existing breakwater as well as construction of an internal 
access mound.      An investigation was commissioned into alternative con- 
struction methods and construction sequences for the modifications and 
extensions. 

The aim of the study forming the subject of the paper was to establish 
as accurately as possible the optimum sequence of construction for 
the various  phases of the work and to establish the optimum con- 
struction methods to be adopted so that any damage to the work was 
minimised as construction proceeded.      By means of a three dimension- 
al hydraulic model, alternative construction methods and sequences 
were investigated under varying wave heights and sea conditions. 
Minimum wave heights and the sea direction causing damage or localised 
displacement of the elements of construction were studied. 

1.0      INTRODUCTIC 

1.1      General 

Gansbaai  fishing and pleasure craft harbour is situated 
approximately 160km east of Cape Town.      Modifications and ex- 
tensions were required to the existing breakwater as well as 
construction of an internal access mound.      The contractor 
awarded with the contract for the work to be carried out com- 
missioned an investigation into alternative construction 
methods and construction sequences for the modifications and 
extensions.      The investigation was to be undertaken by means 
of a three dimensional hydraulic model.      Various construction 
methods and construction sequences were to be studied under 
certain wave heights and sea conditions for the modifications 
and extensions to the new harbour. 

*Principal-in-Charge in Dames & Moore Consulting Engineers 

1765 



1766 COASTAL ENGINEERING—1982 

Certain construction phases were to be modelled,  varying the 
sequence of operations, during which time the minimum wave 
height parameters were to be established which would result in 
damage or localised displacement of the elements used in the 
construction.      Simultaneously the extent of the damages would 
be assessed and possible protective measures to be taken would 
be studied. 

1.2      Model Availability 

The National Rsearch Institute for Oceanology (NR10) at 
Stellenbosch was commissioned by the Fisheries Development 
Corporation to make available to Dames & Moore the model of the 
New Harbour at Gansbaai which had been used during the design 
stage model analysis (Ref 1).      Personnel  for the operation of 
the model and for building the additional model  facets required 
for the tests were supplied by NR10. 

2.0      CONSTRUCTION SEQUENCE 

Various methods of construction and possible construction phase 
sequences which were envisaged as being viable during prototype 
construction were considered during the planning of the con- 
struction sequence modelling.      The various  construction se- 
quence alternatives would require to be analysed on the model 
under varying sea conditions.      A diagrammatic representation of 
the harbour is shown in Figure 1. 

GANSBAAI HARBOUR 

Fig.  1      Gansbaai Harbour 
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The information required from the model  analysis may be sum- 
marised as follows: 

2.1 Rubble Access Mound 

It was  required to establish sea and wave height parameters 
under which the construction of the rubble access mound could 
proceed. 

The rubble access mound was to be modelled to two different 
lengths representing two stages of construction.      At each of 
the two construction stages the access mound would be subjected 
to a range of wave height conditions from the direction 11° 
north of west. 

During the test series the proposed caisson breakwater extension 
would be varied in length from its fully completed length to 
approximately 1/3 of its length. 

2.2 Caisson Extension to Rubble Core Breakwater 

It was required to examine the effect of various sea and 
wave height parameters on the construction of the caisson ex- 
tension to the rubble core breakwater. 

The hollow caissons to be used during construction were to be 
modelled to the appropriate mass and dimensions.      Various placing 
sequences and stacking permutations were to be modelled with 
both hollow and concrete filled caissons.      As the caissons were 
to be placed in various sequences, they were to be subjected to a 
wide range of sea and wave conditions. 

2.3 Modifications to Existing Caisson Breakwater 

It was  required to examine the effect of varying wave 
heights,  particularly storm conditions, on an advancing con- 
struction stage of the modifications to the existing caisson 
breakwater.      It was assumed that 8t fluted concrete blocks 
would be used in the core underneath the dolosse armouring. 
The blocks were to be modelled and installed at a particular 
chainage.      The advancing face of the blocks would be left 
exposed and the dolosse armouring would be completed to a dis- 
tance of some 10 metres  (in the prototype) behind the advancing 
face. 

This construction stage was to be subjected to a range of wave 
height conditions. 

3.0      MODEL FACILITIES 

The scale of the model was 1:80.      Wave height and period input 
to the model were based on records obtained from a prototype 
wave rider situated approximately 1,4km west of the harbour. 
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The two wave directions used during the model analysis were 11° 
north of west and due west. The period of the waves from both 
directions was 13 sees and the sea was considered to be at Mean 
Sea Level   (HSL). 

Apart from the basic model  layout at NR10 the construction 
sequence modelling required certain additional  features  for in- 
corporation in the model during testing.      The main items which 
were to be  used in the model   testing programme and which were 
constructed for the model  are as  follows: 

Dolosse 20t and 25t 
Caissons 
Rubble 

20t  (approximately) 
50-500kg 
1, 2 and 3t 

Concrete blocks 
(fluted) 8t 

Concrete blocks 
(plain) 

Chain mesh 

25t 
40t  (for experimental 

only) 
lot 

purposes 

4.0  MODEL TESTING 

4.1  Test programme 

For various reasons, some concerning the time required for 
the manufacture of certain items of construction to be incorpo- 
rated in the model, it was decided that the order in which the 
major aspects of the contract would be studied, would be as in- 
dicated below. 

1 Rubble Access Mound to the jetty 
2 Caisson Extension to Rubble Core Breakwater 
3 Modifications to Existing Caisson Breakwater 

4.2  Model Testing Sequence 

The following table, Table 1, contains the sequence of 
testing carried out during the study of the three aspects of the 
test programme. 
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TABLE 1   4.2.1  Rubble Access Mound 

Rubble Access 
Hound 

Caisson 
Extension 

Full construction length  Full construction 
(Chl90) length (Chl25) 

"      "      "   2/3 construction 
length (Ch93) 

"      "       "   1/3 construction 
length (Ch40) 

Sea 
Conditions 

Wave spectrum 1-6,7m 
Wave direction 11° 
North of West 

Wave spectrum 1-7,lm 
Wave direction 11° 
North of West 

Wave spectrum 1 -7,1m 
Wave direction 11° 
North of West 

4.2.2  Caisson Extension to Rubble Core Breakwater 

Caisson Placing 
System  

Horizontal : 1 to 7 layers 
Caissons not concrete filled 

Stepped : 1 to 7 layers 
Caissons not concrete filled 

Vertical (single column) : 1 
to 7 layers 

Caissons not concrete filled 

Vertical (single to multiple 
columns): 1 to 7 layers 
Caissons concrete filled 

Vertical and Stepped multiple 
columns 

Caissons concrete filled 

Sea Conditions 

Wave spectrum l-4m 
Wave direction west 

Wave spectrum l-3m 
Wave direction west 

Wave spectrum l-2m 
Wave direction west 

Wave spectrum l-5m 
Wave direction west 

Wave spectrum l-6m 
Wave direction west 

4.2.3  Modifications to Existing Caisson Breakwater 

Sea Conditions Exposed advancing face of 8t block 
core beneath dolosse  

No protection 

Protection : 4 strings of 3 blocks each 
fixed to breakwater 

Wave spectrum l-3m 
Wave direction 11° 
north of west 

Wave spectrum l-3m 
Wave direction 110 
north of west 
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Exposed advancing face of 8t block 
core beneatn dolosse 

Sea Conditions 

Protection 40t blocks along toe 
of advancing face 

Protection : 25t blocks along toe 
of advancing face and 
chained to breakwater 

Protection : Chain mesh approximately 
lOt 

Wave height 3m 
Wave direction 11° 
north of west 

Wave spectrum 3-7m 
Wave direction 11° 
north of west 

Wave height 4m 
Wave direction 11° 
north of west 

5.0  RESULTS AND OBSERVATIONS OF MODEL TESTING 

The model testing was carried out in the sequence shown in 
Section 4.2.  Photographs were taken prior to the commence- 
ment of any test sequence and following each test performed. 

5.1  Construction of Rubble Access Mound 

The construction of the rubble access mound was modelled 
at two construction stages: 

(i) Full construction length 
(ii) Approximately 2/3 construction length 

During the testing of the rubble access mound at both of these 
stages in construction, the caisson extension to the existing 
rubble mound breakwater was varied from a fully constructed 
length to 1/3 of the proposed construction length. 

The layout of the breakwater model showing the rubble access 
mound and the caisson extension to full construction lengths 
is shown in Figure 2. 

Each test was run for 10 minutes in the model representing a 
time of approximately 1J hours in the prototype.  The wave 
direction was set at 11° North of West at a period of 13 sec. 
The level of the sea was set at mean sea level (MSL) and the 
heights of the waves were varied, all waves being as measured 
at the prototype wave rider buoy west of the harbour. 

The results of the testing at the various stages of construction 
of both rubble access mound and the caisson extension to the 
breakwater are summarised in Table 2. 
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Fig. 2 Model layout of Gansbaai Harbour 

TABLE 2 

Deep Sea 
Direction 

Wave Height Duration 
(prototype) 

RUBBLE ACCESS MOUND FULL CONSTRUCTION LENGTH 
CAISSON BREAKWATER FULL CONSTRUCTION LENGTH 

Observation 

1° N of W at 1,0m - 2,0m 
1 3 sec 

ii 3,2 

it 4,2 

n 5,4 - 6,0 

11 hrs  No damage 

6,7 

11 " Slight movement 
of 2t rock on 
seaward slope 

11 " Increased move- 
ment of 2t rock 

11 " Appears calmer 
at entrance.    No 
further damage 

11 " No further damage 
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TABLE 2    (contd) 

Deep Sea 
Direction 

Wave Height Duration 
(prototype) 

Observation 

RUBBLE ACCESS MOUND FULL CONSTRUCTION LENGTH 
CAISSON BREAKWATER 2/3 CONSTRUCTION LENGTH 

11° N of W at 1,0m 
13 sec 

" 5,0 

3,8m 

5,9 

7,1 

1J hrs 

1J " 

II 

No damage 

50-500kg rubble 
movement. 1,2&3t 
rock movement. 
Damage becoming 
severe 

Severe damage 

RUBBLE ACCESS NOUND FULL CONSTRUCTION LENGTH 
CAISSON BREAKWATER 1/3 CONSTRUCTION LENGTH 

1° N of W at 
13 sec 

1,0m - 1 ,5m n " No damage 

" 1,8 1|   " Slight rock movement 

" 2,8 n " Rock movement in- 
creasing 

" 4,0 ii •• Damage becoming 
severe 

11 
4,8 - 7, 1 ii " Severe damage 

RUBBLE ACCESS MOUND 2/3 COMPLETE 
CAISSON BREAKWATER 1/3 CONSTRUCTION LENGTH 

11° N of W at 
13 sec 

1,0 

2,0 

CONSTRUCTION OF ACCESS MOUND 2/3 COMPLETE 
CAISSON BREAKWATER AT 2/3 CONSTRUCTION LENGTH 

11° N of W at 
13 sec 

1,1m 

2,0 

Slight rock movement 

Severe damage.    Ad- 
vancing face de- 
stroyed 

No damage 

Severe damage to ad- 
vancing face 
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Deep Sea 
Direction 

Wave Height 

TABLE 2 (contd) 

Duration 
(prototype) 

Observation 

CONSTRUCTION OF ACCESS HOUND 2/3 COMPLETE 
CAISSON BREAKWATER AT FULL CONSTRUCTION LENGTH 

11° N of W at 
13 sec 

1,0m 

2,0 

3,0 

1J "   No damage 

1J "    Fairly severe damage 

1J "   Severe damage ad- 
vancing face de- 
molished 

The effect of a wave causing severe damage to the advancing face 
of the rubble access mound is illustrated in Figure 3.  This 
shows a typical erosion and mixing of rubble to the leeward and 
seaward sides of the mound.  Rubble is also tossed up onto the 
capping as the whole of the mound ahead of capping becomes 
eroded. 

Fig. 3 Damage caused to advancing construction by 3m wave 
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5.2     Construction of the Caisson Extension to the Rubble 
Core Breakwater 

The caissons to be used in the prototype construction are 
shown in Figure 4.   

FPO 3400 

IX 

NIBS ONLY REQUIRED TO 
BASE CAISSONS FOR B.W. 
EXTENSION  

PLAN: 
OPEN CAISSON 

3p0m 

^ 

ELEVATION 

Fig. 4     Caisson design for extension to breakwater 

These were modelled using polyester resin and barium sulphate. 

In the prototype the caissons were to be placed in position sing- 
ly and empty.      Once in position, they were to be concrete-filled. 
During this phase of the model testing, an attempt was made to 
establish the optimum placing and concrete filling sequence, so 
that in the prototype under all  likely sea conditions, the 
caissons would remain stable immediately after placing prior to 
and after concrete filling. 

Filling the empty caissons in position in the model was simu- 
lated by pouring sand and a fine gravelly material  into the 
caissons.      This was found to be relatively successful although 
when the caissons reached the level of the surface of the water, 
the gravel tended to be washed out of the upper caissons by the 
wave action, and had to be continually topped up. 

The proposed plant to be used during construction was also taken 
into account during the modelling.      It was envisaged that a 
block/dolosse placing rig would be used on the breakwater with 
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a maximum load carrying capacity of 25t at a radius of 35m. 
Taking the parameters of this equipment into account and the 
dimensions of the caissons, it was assumed that the maximum 
number of caissons which could be placed on one level in line 
would be 7.      On this basis the model analysis went ahead and 
within this range various placing sequences were modelled.    The 
wave direction was adjusted from that used in the access mound 
testing described in Section 5.1, to try and simulate the most 
arduous conditions which might be experienced on the caisson 
extension.      To give the worst conditions which might be expect- 
ed at the harbour entrance the wave was therefore set at a 
direction west at a period of 13 sec.      The duration of each 
test was approximately 10 minutes on the model simulating an 
hour and a half in the prototype.      Occasionally the test run 
was shortened to approximately 1 hour in the prototype. 

Figure 5 shows a typical  layout of caissons in five horizontal 
layers and seven per layer. 

Fig.  5      Typical  layout 5 caissons high in 7 columns 

Figure 5 illustrates the type of damage which could be expect- 
ed after a particular wave had acted on the structure for a 
specific length of time. 
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Fig.  6      Displacement by 2,0m wave of 6 layers, 7 columns 
placed empty 

The results of the testing with various block placing com- 
binations and sequences are summarised in Table 3. 

TABLE 3 

Deep Sea 
Di recti on 

Observation 

CAISSONS PLACED IN HORIZONTAL LAYERS 

1 LAYER (empty) 

West at 13 sec 

2 LAYERS (empty) 

West at 13 sec 

4 LAYERS (empty) 

West at 13 sec 

6 LAYERS (empty) 

West at 13 sec 

Caissons displaced at 2,9m 

Caissons displaced at 4,0m 

Caissons displaced at 1,9m 

Caissons displaced at 2,0m 

CAISSONS PLACED IN STEPPED CONSTRUCTION 
3 LAYERS STEPPED (empty) 

West at 13 sec       Caissons displaced at 2,0m 
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TABLE 3 (contd) 

Deep Sea                Observation 
Direction  

5 LAYERS STEPPED (empty) 

West at 13 sec        Caissons displaced at 1,0m 

7 LAYERS STEPPED (empty) 

West at 13 sec       Caissons displaced at 1,4m 

CAISSONS PLACED IN VERTICAL COLUMNS 
1 VERTICAL (empty) 

West at 13 sec       Caissons slightly displaced at 2,0m 

4 VERTICAL (empty) 

West at 13 sec        Caissons displaced at 1,0m 

CAISSONS PLACED IN VERTICAL/STEPPED CONSTRUCTION AND CONCRETE 
FILLED 
5 VERTICAL CONCRETE FILLED 

West at 13 sec        No damage up to 6m wave 

7 VERTICAL CONCRETE FILLED 

West at 13 se Caissons destroyed at 4,6m 

7 VERTICAL - 3 COLUMNS - CONCRETE FILLED 

West at 13 sec        Caissons displaced at 4,9m 

CAISSONS PLACED VERTICALLY AND STRAPPED TOGETHER 
7 VERTICAL - 3 COLUMNS & 3 COLUMNS STEPPED - CONCRETE FILLED 

West at 13 sec       Caissons tend to become displaced at 5,0m 
wave but straps prevent further movement 

Figure 7 shows a typical 3 column construction without 
strapping. 
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Fig. 7 Typical 7 layers placed in 3 columns unstrapped 
filled with gravel (simulating concrete) 

In Figure 7 all caissons have been concreted to a level approxi- 
mately 1,5m above MSL.  The caissons are not strapped together. 
Figure 8 shows the same group of caissons after a 4,9m wave has 
impacted it for 45 minutes.  After 35 minutes the outside column 
began to sway and move away from the second column.  After 45 
minutes the upper three caissons on the outside column toppled 
forwards. 
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Fig.  8      Model  damage to structure in Figure 7 after proto- 
type 4,9m wave impact 

Figure 9 shows a typical  layout of caissons in 7-stepped arrange- 
ment.      All  caissons are filled with concrete except for top 
caisson in each column.      The arrangement represents  7 caissons 
recently placed in stepped construction on top of previously 
placed and concreted caissons. 

Fig.  9      Stepped arrangement in 7 columns 
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5.3     Modifications to Existing Caisson Breakwater 

The first phase of construction during the modifications 
and extensions to the Gansbaai Harbour will be the modifications 
to the existing Caisson Breakwater. 

It was decided therefore, based on the previous model analysis 
by NR10,  that the area subjected to the worst sea conditions was 
in the vicinity of chainage 280 to 300 on the existing caisson 
breakwater.      The modification to the existing caisson break- 
water required a core consisting of 8t fluted concrete blocks 
placed along the outside of the breakwater to be protected by 20t 
dolosse which included toe dolosse held in position by means of 
connecting chains.      The chains fixed to the toe dolosse were held 
in position by the core blocks.      A typical  section through the 
caisson breakwater is shown in Figure 10. 

IONE ROWOF20t 
DOLOSSE IN THIS 

j POSITION  

TYPICAL SECTION CAISSON BREAKWATER 

Fig. 10  Typical section of caisson breakwater as 
modelled 

The model of the completed cross section of the modifications 
was constructed up to chainage 280.  From Ch280 to Ch290 the 
density of dolosse was reduced and from Ch290 to Ch300 the 8t 
concrete blocks were exposed and constructed in a slope from a 
level of +1 GMSL to the sea bed.  Toe dolosse anchored back 
underneath the concrete blocks over this section were also con- 
structed.  The advancing face of exposed construction is shown 
model led in Figure 11. 
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Fig.  11      Advancing face of breakwater protection 

During this series of tests the advancing face of the construc- 
tion was protected in various ways and subjected to waves vary- 
ing in height from lm to 6,2m.      The following methods of pro- 
tection were studied: 

(i)    Protection by chaining exposed 8t blocks together 
(ii)    Protection to exposed toe of advancing construction using 

25t blocks chained to breakwater 
(iii)    Protection to the 8t block core by means of a chain mesh 

The test was also carried out with no protection at all  to the 
advancing core and dolosse construction. 

To prevent the advancing face of the 
placed parallel to the breakwater an 
the holding chains of the toe doloss 
proved to be by means of 25t toe anc 
the advancing face and fixed to the 
height of 6,2m at the wave rider fai 
tective blocks. The importance of 
ing as close as possible to the adva 
lustrated during the tests. 

Figure 12 shows the damage resulting from a wave 11° N of W at an 
height of 2,8m lasting for 1J hours.      The unprotected 8t core 
blocks washed away from the core mass towards the sea.      Others 
bunched up against the caisson wall.      Toe dolosse broke free 
when the anchor chains became exposed. 

core blocks from being dis- 
ci seaward and thus releasing 
e, the most effective method 
hor blocks tied back across 
breakwater.      A recorded wave 
led to dislodge the 25t pro- 
keeping the dolosse armour- 
ncing face was clearly il- 
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Fig.   12 Damage to advancing face of breakwater protection 
by 2,8m wave 

6.0      CONCLUSIONS 

Some of the basic essentials for carrying out the contract under 
the sea conditions prevailing in the Gansbaai area were estab- 
lished.      The model  study indicated in specific areas the most 
advantageous sequences of prototype construction when adopting 
certain methods.      Within the bounds of model  error wave heights 
at the wave rider were established above which construction would 
not be possible without protective measures against damagement 
and displacement. 

It was not possible to simulate meaningfully the actual  placing 
of the caissons and dolosse through the waves and the tests were 
therefore directed at the stability of the elements once these 
had been lowered into position. 

6.1      Rubble Access Mound 

On completion of the above series of model  tests,  it was 
felt that within the bounds of experimental error and scale 
model  limitations, a considerable amount of useful  information 
was gathered regarding construction sequence and protection 
measures to be adopted. 

From the tests carried out at the intermediate construction stage 
(approximately 2/3 of full  length),  it became clearly apparent 
that only in relatively calm seas, i.e. when the wave height as 
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recorded at the Waverider B registered less than lm to 2m would 
construction of the rubble access mound be possible, without 
first considerably advancing the construction of the caisson ex- 
tension to the rubble core breakwater.  As continuous calm con- 
ditions do not exist, particularly in the vicinity of the pro- 
posed works, it was apparent that no construction could be com- 
menced on the rubble access mound until construction of the 
caisson extension to the rubble core breakwater had been con- 
structed at least | of its length. 

During prototype construction, this conclusion from the model 
testing was observed and only one small washaway was experienced 
with a wave height of 6m recorded at the wave rider buoy.  Pro- 
tection by means of 1, 2 and 3t rock was kept close to the ad- 
vancing face. 

6.2  Caisson Extension to Breakwater 

Least damage to the caissons was experienced when these 
were advanced in stepped fashion (Figure 9).  However caissons 
placed in this manner which had not been concreted became un- 
stable when placed to within 2,5m of MSL when a wave height ex- 
ceeding 1,5m was recorded.  Nearer the surface the caissons be- 
came unstable in waves of lm height.  A form of fixing the 
caissons to each other using temporary tiebacks increased their 
resistance against sliding and toppling forwards.  The sta- 
bility of caissons filled with concrete is considerably higher 
than empty ones in the same position in the construction.  For 
example, a filled caisson showed no tendency to slide laterally 
or forwards within 2,5m of MSL when the wave height was increased 
to 6,0m.  An empty one became displaced in a wave height of 
1,0m at this position.  However there was a tendency for con- 
secutive rows or columns of concreted caissons to open up under 
severe wave conditions.  For example, caisson construction (con- 
creted) to the level of the underside of the capping, i.e. above 
water level but not fixed together in any way, remained stable 
in wave heights up to about 4m.  An increase over this wave 
height however caused the outside rows or columns to start mov- 
ing apart.  It was therefore concluded that when the construc- 
tion height of the concreted caissons reached to within a metre 
or so of MSL, a form of linking the rows or columns of caissons 
together should be introduced.  This would safeguard against the 
outer column moving away from the remainder as construction ad- 
vanced.  The tendency of the completed columns of caissons to 
part in high wave conditions decreased as construction moved 
further from the end of the rubble core breakwater. 

During prototype construction placing of caissons commenced in 
steps as suggested by the model.  However as with the model, the 
wave pattern parallel to the breakwater tended to suck out the 
concrete from the recently filled caissons.  The method of plac- 
ing caissons was therefore changed to a rapid placement of caissons 
in column formation.  In addition, nibs were cast into the top of 
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each caisson which would fit into slots cast in the bottom of 
each succeeding caisson.      Caissons were placed empty one at a 
time until  the column had reached a height of one caisson above 
water level.      The whole column was then cast.      Protection 
against the removal of concrete through a sucking action of the 
passing wave was afforded by the top caisson which was approxi- 
mately 1,5m above MSL.      The tendency for the  front column to 
move forwards as demonstrated by the model was pre-empted by 
strapping the exposed column to the previously cast columns until 
such time as the column was filled and the concrete set.      The 
straps  used for this purpose in the  prototype were highly stres- 
sed by the wave action on the foremost column of caissons prov- 
ing    their absolute necessity. 

6.3      Modifications to Existing Caisson Breakwater 

It was established during the model study that either pro- 
tection would be needed if construction was discontinued for a 
spell or a continuous operation and good luck would be required. 
Tests performed on this section of the construction proved con- 
clusively that the advancing face of the 8t block core would re- 
quire protection if left unattended in a storm.      However there 
appeared little danger of the dolosse immediately behind the 8t 
concrete blocks becoming seriously displaced. 

The most effective method established during the model  testing 
of preventing movement and thus  protecting the core block mass, 
was by means of 25t toe anchor blocks tied back across the ad- 
vancing mass  face and fixed to the breakwater.      As the mass of 
blocks  tends  to shift the anchor blocks prevent forward move- 
ment and the chains holding back the blocks become very taut. 
These tieback chains fixed to the breakwater in turn assist in 
holding the mass of core blocks preventing them from vertical 
and lateral displacement.      The chains and toe blocks are easily 
removed enabling    further construction to continue.      However 
during prototype construction the practicalities of constructing 
placing and anchoring 25t blocks were not considered feasible. 
Rather a continuous operation was carried out until  the con- 
struction was past the critical area on the breakwater.      The 
dolosse protection   was kept close behind the core blocks and the 
toe dolosse were held back by chains on top of which the concrete 
blocks were placed.      A wave height of 8m was experienced during 
one stage of construction and the concrete core blocks and toe 
dolosse behaved precisely as predicted by the model.      There was 
a tendency for the blocks to move away from the breakwater and the 
toe dolosse to move seawards.      Figure 12 illustrates this in the 
model. 
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DESIGN AND CONSTRUCTION OF HADERA OFFSHORE 
COAL UNLOADING TERMINAL- 

by 

S.L. Yaron'1', J. Shimoni'1'' C. Tzachar^2', D. Zwemmer^3' 

INTRODUCTION 

A new coal fired power plant constructed by the Israel Electric 
Corporation on the Mediterranean coast off Hadera, Israel, requires 
the import of 3.3 million tons of coal per year. 

As there is no port on the Israeli Mediterranean coast capable 
of handling the 60,000 to 140,000 DWT bulk carriers required for 
transferring of coal, several studies were conducted in order to 
decide on the most feasible facility for mooring and unloadinq these 
boats. 

Rather than expand existing ports or build a new protected port, 
a decision was finally taken to construct an unprotected offshore 
terminal at the power plant site. 

The terminal was designed to accommodate bulk carriers of up to 
140,000 DWT in the first stage, and up to 170,000 DWT with future 
expansion. 

The design of the coal unloading terminal in an unprotected 
environment created the need to develop design criteria as well as 
operational and structural systems that will respond toproblems arising 
from unloading bulk in the open sea. As there was no known precedent 
of an unprotected unloading terminal, the criteria was based on 
experience in existing offshore loadina terminals, laboratory tests 
and engineering judgement. 

The construction of an unprotected offshore terminal, at a cost 
of $60 million (excluding mechanical equipment), represents a con- 
siderable saving of time and money in comparison to the expansion of 
existing ports or construction of a new protected facility. 

8) 
0)    Partners, Yaron-Shimoni & Partners Consulting Engineers Ltd.,  Israel 
'2)    Partner, Wuller-Shnabel-Tzachar Consulting Enaineers,  Israel 
3)    Partner,  Ir.L.W. Lievense, Consulting Engineers, Breda, Holland 
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PRELIMINARY CONSIDERATIONS 

Initial studies were conducted for development of the existing 
Haifa port. This port, situated 50 km north of the Hadera power plant 
is in the bay of Haifa, and can presently accommodate boats of up to 
35,000 DWT. It is not suitable for handlino bulk carriers of the 
designated size without a substantial investment in port expansion and 
land transportation systems. 

This investment was estimated to be twice as hiah as the cost 
of building the unprotected facility in Hadera. 

Other options for building a new protected port at the power 
plant site in Hadera were investigated as well. These options 
included several harbour layouts with breakwater protection. The 
various layouts and types of breakwaters (Fig. 1) were tested in a 
marine laboratory in order to find the feasibility and efficiency of 
the proposed harbours. 

Laboratory tests showed that placing a breakwater in the open 
sea did not provide sufficient protection against heavy storms and 
did not provide sufficient berth availability for the ships. Capital 
investments in each of these solutions was also very substantial, as 
costs and risks of building breakwaters at water depths of 24 to 27 
meters are very large. 

In addition, soil investigations performed at that time showed 
that the soil does not provide a good foundation for the various 
types, of breakwaters. The soil found at the site is characterized 
by a 5 meter top layer of loose sand, overlying a 5 meter layer of 
soft clay which can develop circular shear failure modes under break- 
water loads. The soil in general was more suitable to pile foundations 
than other methods of load transfer. 

These considerations led to the belief that a "finger" type, 
pile supported pier, connected to the shore by a pile trestle (Fig. 2), 
will provide the sufficient berth availability needed for unloading 
the required quantity of coal and at much lower costs. 

Operational analyses were conducted in order to estimate the 
required berth occupancy for importing 3.3 million tons of coal 
annually. These analyses, which used as parameters various possibilities 
of unloading equipment and various sizes of bulk carrying boats, showed 
that a 50% berth occupancy when unloading operation is continuous, or 
65% if no unloading is performed Saturdays and holidays, would be 
sufficient for unloading the necessary amount of coal. 
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Fig.  1.    Layout of Protected Harbours 
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Fig. 2.    Unprotected Pier 
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MODEL TESTS: 

In order to test the berth availability of the "finger" pier, 
operational criteria had to be established.    Limiting criteria were 
set for boat movements at the pier, for safe berthing and mooring and 
for maneuvering procedures at approach and departure of boats (see 
Ref.  1). 

These criteria were established by consulting with ship captains 
and unloading equipment operators, as well as by comparing accelera- 
tions and velocities of ship movements with those of the unloader 
bucket movements. 

Model tests were conducted on two ship models, a 60,000 DWT and 
120,000 DWT. Each boat was tested in full load and in light ballast 
conditions. 

The model  tests indicated the optimum mooring fendering system 
that provides maximum berth availability and berth operability 
at the existing sea states in the location of the terminal. 

These tests showed that the expected yearly unloading 
operability will be about 80% to 90%, depending on ship size and load. 
The expected yearly average berth availability will  be 80% to 85%. 

TERMINAL DESCRIPTION 

The pier is a 300x24 meters structure, heading due west into the 
main direction of the waves.    It is a pile supported open structure 
which absorbs very little impact from the waves and causes little or 
no reflection of waves between the pier and the boats moored along 
its side.    The boats are moored against dolphins adjacent to the pier, 
bow heading into the main direction of the waves (Fig. 3).    Mooring 
lines are connected to a quick release hook system placed on the 
mooring and breasting dolphins.    Breast!ines can be tied either to 
near breasting dolphins, or under the pier deck to far breasting 
dolphins  (Figs. 3 & 4). 

The pier is located at water depths of 20 to 40 meters and is 
connected to shore by a 1700 meters long 12 meters wide approach 
jetty.    The approach jetty is built of 200 meters long sections. 

The approach jetty deck is a composite construction of pre- 
fabricated concrete slabs on steel girders, supported on pile bents 
placed every 40 meters.    Typical  pile bents have two battered piles 
that provide the transverse stability.    Longitudinal stability is 
provided by fixed points, with four battered piles, placed at the 
middle of the 200 meters trestle sections. 
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TYPICAL CROSS SECTION 

Fig. 4. Typical Cross Section 
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Fig. 5    Wave Shape and Forces on Pier Piles 
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Pier and approach jetty deck are at +14.0 meters above M.S.L. 

SEA STATE AND DESIGN CONSIDERATIONS 

Two groups of sea states are essentially considered in the desiqn 
of the terminal.    The lower sea state is the state at which the pier 
is operable.    In this sea state the boats can be moored and unloaded, 
and the general  layout is based on behaviour of the boats at this 
sea state. 

Model  tests, as well  as the short experience accumulated to date, 
show that the pier is operable at wave heights of up to 4.0 to 4.5 
meters max.  (2.5 meters significant waves).    These waves are generally 
9 to 12 seconds waves, and as such are shorter than the design ship 
lengths, and cause ship movements that are smaller than those set by 
the limiting criteria. 

This sea state exists over 300 days per year.    The other sea state 
considered is the high,  1:100 year sea state, which governs the 
structural  design and stability of the facility.    At this state no boats 
are moored at the pier and the maximum design waves act on the structure. 
The 1:100 year deep water desiqn wave at the pier is an 8.7 meters 
significant wave with a respective maximum wave of 14.5 meters.    In 
general,  these waves have return periods of approximately 15 seconds. 
The maximum wave height at the pier location (water depths of 20 to 24 
meters) corresponding to the deep water design wave,  is 13.7 meters. 
The shape of the wave at this location is cnoidal   (Fig. 5) with a 
crest height of approximately 9.5 meters above H.W.L. or 10.5 meters 
above H.S.L.    Pier deck elevation was set at +14.0 meters above M.S.L. 
so that the underside of the deck will  be above the crest line. 

The maximum waves breaking zone is located in the approach jetty 
region approximately 100 to 400 meters east of the pier (1300 m.  to 
1600 m.from shore) at water depths of approximately 18 meters.    The 
maximum wave at the breaking zone is best represented by a Modified 
Solitary wave shape with a crest level  of approximately 11.4 meters 
above H.W.L.    This crest level   is app.  1.0 meter higher than the 
bottom of the pile cap beams and acts with a slamming force on the 
structure (Fig. 6).    Lenghts of approach jetty sections were set so 
that each section will absorb    the impact of no more than one crest 
of the higher waves.    Accordingly the sections of the approach jetty 
are 200 meters long with one or two fixed points for longitudinal 
stability.    The fixed points at maximum waves breaking zone are also 
designed to absorb the slamming forces on the pile cap beams. 
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The design of the structural  systems of the pier and approach jetty 
is based'on a space frame analysis fully continuous in all directions 
with nonlinear soil-pile interaction (Fig. 7). 

The structural design was based on a combination of the following 
codes - DNV (Det Norske Veritas),  "Rules for Desian Construction and 
Inspection of Offshore Structures", API-RP2A, "Recommended Practice 
for Design, Construction and Inspection of Fixed Offshore Structures", 
Israeli Codes for design of concrete and prestressed concrete struc- 
tures and AISC specifications for steel design.    Some of those codes 
are based on Ultimate Limit State (ULS) and some on serviceability 
Limit State (SLS).    To enable the combined use of these codes, modifica- 
tions had to be introduced. 

All parts of the structure were designed for the 1:100 year wave 
loads with the exception of the walkway system under the pier deck. 
These walkways, at elevation +6.0, were designed for 25 year return 
period waves and are expected to be repaired periodically. 

The supporting piles were designed for the following load combina- 
tions: 

1.3P+    1.3L + 1.0D + 0.7E (ordinary) 
1.OP +    1.0L + 1.00 + 1.3E (extreme) 

where     P - Permanent loads 
L - Live loads 
D - Deformation loads 
E - Environmental  loads 

The piles were designed with a factor of safety of 1.5 for both the 
ordinary and extreme load combinations, which allowed for a total  factor 
of safety of 2.0 for the "theoretical working" loads.    A reduction of 
20% of the factor of safety was permitted in a few piles at the 
approach jetty fixed points when loaded by the extreme slamming forces 
caused by the maximum breaking waves. 

SOIL CONDITIONS AND FOUNDATIONS 

Extensive soil  investigations were performed at the site.    Over 
30 borings were performed in order to enable the preliminary studies of 
the various alternative layouts.    Of these more than 20 were directly 
on the pier and trestle alignment.    The borings were performed in water 
depths of up to 26 meters, and generally to 40 meters penetration in 
the soil.    Several additional  borings were performed during construction 
to penetration of up to 100 meters in the sea bed. 
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The soil formation at the site is characterized by three different 
layers, a top layer of fine sand, approximately 5.0 meters thick, over- 
lying a second layer of very soft clay, app. 4.0 to 6.0 meters thick, 
overlying medium "to dense sand alternating with calcareous sandstone 
layers. The bottom layer showed high S.P.T. values, ranging from 40 
to 100. Based on these soil investigations, the piles selected for 
the pier were 56" diameter, 7/8" thick, steel pipe piles and the piles 
selected for the approach jetty were 48" diameter, 3/4" thick steel 
pipe piles. The required ultimate capacity of the 56" pier piles was 
1000 tons, and for the 48" diameter approach jetty piles - 600 tons. 
The contractor proposed a chanae in the vertical pier piles, using 
a single, 60" diameter, 1 1/8"' thick steel pipe pile, with ultimate 
capacity of 1800 tons, instead of two 56" diameter piles used in the 
basic design put out for tender. 

A load test was performed on the 60" pile with 31 meters penetra- 
tion. The test pile failed at approximately 1100 tons instead of the 
required 1800 tons. 

As changes in the design were impractical at this stage of 
construction, the contractor proposed to drive the piles until the 
required resistance was met. This was achieved at a penetration of 
approximately 70 meters and at very great costs. Since the construc- 
tion was delayed at that time due to heavy damages to the contractor's 
equipment caused by a storm, time was available to find alternative 
solutions for increasing the pile capacities. 

Analysis of the 60" test pile failure has shown the pile has not 
formed a sufficient soil plug, and has cut through the sand and cal- 
careous layers like a "cooky cutter" through batter. In order to 
avoid this the piles were driven to approximately 35 meters penetra- 
tion, the soil inside the pile was removed by a rotary drill, and a 
concrete plug was cast inside the pile (Fig. 8). When concrete has 
reached sufficient strength, the pile was redriven to the required 
resistance. Redriving the piles has increased the resistance from 8 
to 10 blows/10 cm to 50 to 90 blows/10 cm over an additional penetra- 
tion length of 50 to 70 cms, much more than the reciuired resistance, 
which was calculated to be 35 blows/10 cm when using a menck 2500 
pile driving hammer (delivering 31 ton meters energy) (see Fig. 9). 

th 
The concrete plug and redrive method could not be adopted easily 

to the 56" diameter battered piles used in the pier. These piles witl 
ultimate capacities of up to 1350 tons, had also to be driven to 70 
meters penetration in order to develop the required resistance. In 
order to reduce the penetration to approximately 35 meters, a steel 
annulus ring was welded into the pipe approximately 15 meters from 
the bottom tip (see Fig. 8). The introduction of this annulus ring 
assisted in forming a better soil plug and develop additional bearing 
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surface.    The piles driven in that manner reached the required resistance 
at the expected penetration (Fig. 10). 

These alternative solutions proved to be far less expensive than 
driving the piles to 70 meters penetration. 

DOLPHINS 

An important feature of the design is that the bulk carrying boats 
be berthed and moored to dolphins which are separated from the pier 
structure. These dolphins are designed to absorb the energy of the 
boats at approach and departure conditions, and take the forces of 
the mooring lines when the boats are moored. 

For this purpose, the dolphins are designed as flexible cantilevered 
piles with large rubber fenders which help absorb the energy without 
developing large forces. 

The tender documents called for a system of dolphin piles inter- 
connected by hinged struts. The contractor has chosen to use single 
pile dolphins of 2600 mm. and 2800 mm. diameters with wall thickness 
ranging from 34 to 70 mm. The fenders used are "Vredestein" jumbo type 
fenders, 2700 mm outside dia., 1350 inside dia. and 4000 mm long. 

The dolphins are designed to absorb the impact of 170,000 DWT 
boats approaching at a maximum docking speed of 20 cm/sec. 

CONSTRUCTION 

Construction of the terminal began in March 1980 and was scheduled 
for completion January 1982. The contractor was permitted to make 
certain changes in the design that were more adaptable to his equipment 
and experience, provided that they do not influence the basic concept 
and layout of the terminal. The contractor was also required to perform 
the detailed desiqn of these changes according to the desiqn criteria 
that was specified in the contract documents. 

Damages that were caused to the contractor's equipment by the 
severe storm mentioned above as well as the problems encountered with 
the piles that were proposed by the contractor, delayed the final 
completion of the terminal. Construction of the pier and dolphins 
was completed in January 1982 and construction of the approach jetty 
was completed in August 1982. 
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The first boat was unloaded at the pier in August 1982 into 
500 DWT coasters that were moored at the opposite side of the pier 
and which delivered the coal   to shore.    With the completion of the 
approach jetty, the coal  was temporarily unloaded to trucks running 
from the pier to shore.    This will  continue until   the conveyor belt 
system is complete.    To date,  the behaviour of the boats at the pier 
was \iery much as expected from the model  tests, with little inter- 
ference from winter waves. 
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Wave Forces on Piles of Variable Diameter 
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SUMMARY 

A method of calculating nonlinear wave induced forces and moments on 
piles of variable diameter is presented.  The method is based on the 
Morrison equation and the linear wave theory with correction parameters 
to account for convective inertial effects in the wave field.  These 
corrections are based on the stream function wave theory by Dean 
(1974).  The method permits one to take into account the added wave 
force due to marine growth in the intertidal zone or due to a protective 
jacket, and can also be used to calculate forces on braces and an 
array of piles. 

INTRODUCTION 

Design of coastal structures such as piers requires calculation of 
wave induced forces on piles.  The basic methodology is based on the 
application of the Airy theory in the Morrison equation.  This has 
been a very useful tool, but the Airy theory does not account for many 
of the nonlinear dynamic and kinematic effects which finite amplitude 
waves exhibit.  Several investigators have used various nonlinear wave 
theories and corrections to linear theory.  The stream function wave 
theory by Dean (1965) has been determined to be one of the most originally 
accurate theories (LeMehaute and Dean, 1970).  It has been used by 
Dean (1974) to determine wave forces on piles. Dean has also used 
stream function theory to develop a number of simple graphs which give 
the total wave force and moment about the mudline on pile of uniform 
diameter (SPM, 1977). 

Many coastal engineering applications require calculation of the wave 
loading distribution on the pile.  On a pier, the top of the pile Is 
in some cases fixed and therefore the moment about the mudline is not 
a useful parameter, the designer requires the load distribution. 
Furthermore, the geometry of many marine structures are complicated by 

2Chairman, Dept. of Ocean Engineering, RSMAS, University of Miami, Fla. 
„Chief Coastal Engineer, Moffatt & Nichol, Engineers, Long Beach, Ca. 
.Coastal Engineer, Moffatt & Nichol, Engineers, Long Beach, Ca. 
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Photograph 1.  Pile of Variable Diameter. 

the presence of marine fouling.  Barnacles, mussels and other marine 
organisms can significantly increase the diameter of a pile in the 
intertidal zone as shown in Photograph 1.  Wooden piles are often 
protected by, or their useful life extended by, a jacket wrapped 
around the pile.  Both marine growth and protective jackets introduce 
a variable diameter pile near the water surface.  Because the diameter 
is increased near the free surface, wave forces are increased for a 
given wave condition.  Figure 1 schematically shows a pile of three 
diameters which could represent the situation of marine growth on a 
protective jacket on a pile. 

The objective of this paper is to present a methodology for the coastal 
engineer to readily calculate the nonlinear, wave-induced loadings on 
piles of variable diameter.  Considering the large number of parameters, 
it is not possible to present an exact solution to the problem in the 
form of a few graphs.  Therefore an approximate method has been 
developed in which the velocity and acceleration fields, and forces 
and moments are initially obtained at the pile location from the 
linear wave theory.  These parameters are integrated from the sea 
floor into an arbitrary elevation, z., which can be the free surface. 
The free surface is given by the nonlinear wave theory of Dean (1974). 
Then correction coefficients are introduced to account for the nonlinear 
convective inertial forces on the velocity and acceleration fields. 
By so doing the method is, with a few approximations, amenable to 
description by a limited number of graphs.  The graphs reduce by an 
order of magnitude the interpolations required and permits the engineer 
to calculate the load distribution to a high degree of accuracy with a 
minimal effort.  Furthermore, the pile can comprise multiple diameters. 
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Figure 1. Definition Sketch for a Pile with Three Diameters. 
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The force on an array of piles can be determined by calculating the 
forces at various phase angles. 

The methodology therefore permits the engineer to calculate wave 
forces on piles taking into account many of the physical properties of 
waves observed in nature and the laboratory as well as special circum- 
stances which must be addressed in practical design problems. The 
force and moment correction factors are primarilly greater than unity 
and therefore will yield forces and moment which are greater than 
those calculated by linear theory. Where force and moment correction 
factors are less than unity, the correction was retained as unity for 
the sake of conservatism. 

FORCES OK CYLINDRICAL PILES: BASIC FORMULATION 

A cylindrical vertical pile subjected to a time dependent horizontal 
velocity, u(t), has a force, f, per unit length of cylinder which is 
the sum of a drag force, f , and an inertia force, f : 

t = £D+fi=l5pCDu|u|   +  pCm^£ (1) 

where p is the density of sea water, D is the pile diameter, u is the 
particle velocity, -j—  is the particle acceleration, C is the drag 
coefficient, and C Is the inertia coefficient, 

m 

When a cylindrical pile is subjected to a water wave, one considers 
that these equations hold true, provided u(t) is the horizontal component 
of the velocity field at the pile location as if the pile did not 
exist.  The deformation of the velocity field by the pile, wave diffrac- 
tion, the effect of the vertical velocity component, the vertical 
acceleration component and the elasticity of the pile are neglected. 
The equation is commonly called "Morrison's equation". 

The total force, F , on the pile Is determined by integrating the 
unit forces from the sea floor to the water surface, S„. 

FT " f0  f dZ (2) 

where subscript 6 refers to phase angle. 

Forces due to nonlinear waves over piles of variable diameter, 
D,, can be calculated using equations (1) and (2) using expressions 
for u and du/dt from the linear wave theory and adjusting them according 
to results obtained from the nonlinear wave theory. Nonlinear corrections 
are taken from the stream function theory as presented by Dean (1974). 
Two basic corrections are made:  the asymmetric free surface correction 
and the nonlinear correction to the wave field. 

Figure 1 shows a pile of three diameters, D., D and D_.  The 
total force, F_» acting from the sea bottom (z=0J to the elevation of 
the free surface (z=Sfl) is given by: 
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FT = V f(Dl) dz * fz2    f(D2) dz + f
z
6    f(D3) dz (3) 

T j. length acting on pile diameter D.. 

Graphs can be constructed which integrate unit force and moment 
from the sea floor to an elevation z .  Then equation (3) can be 
written. 

FT = fQ
l  f(Dx) dz + /Q

2 f(D2) dz - !Q
l   f(D2) dz + 

/0
6 f(D3) dz - /Q

2 f(D3) dz (4) 

This expression can be written: 

FT-F(Dl)|   
+ F(D2) |   - F(D2) L  

+F(VlS  -
F(VL   (5) 

1 Z 1 D Z 

where F(D.)| 
sea bottom to a level z.. 

Use of equation (5) requires evaluation of the force F(D.)|2;L 
ori a 

pile of arbitrary diameter, D , and elevation above the bottom, z . 
This is done using the linear wave theory with the appropriate correction 
coefficients in order to account for the effects due to the nonlinear 
wave theory.  This gives: 

H2 , ^-f      H 
F(Di)   ^PCDDi?dKD|z_   VpC

raf
d ~2

K
TJZ.   *I (6) 

T 1 T l 

where H = wave height, T = wave period, and d = water depth.  ELI ., 
and K | ., are dimensionless drag and inertial coefficients respectively, 
obtained by integration from the mudline to an elevation z,, and <|>n and 
<J> are correction factors to the forces obtained by the linear theory. 
<f> is the correction relating to u and <J> is the correction relating to 
du/dt. X 

According to linear theory: 

K
Dlz 

= SM'Z cos6|cos6| (7) 
i      i 

Kilz   = K
IMIZ   

sln9 W 
i       i 

The maximum values K_„  . and KTW  . integrated from the mudline to an 
,    . DM'zi     IM'zi    & 

elevation z  are: 
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,     ^2 2kz . sinh  2kz . 
K   I    = 1 £L_ n + i ] 1 (9) 
Vl'z.   8 d  L   sinh 2kz .J sinh 2kd v J 

i l 
2 sinh 2kz. 

KTM7 =h^~ rrr^ (10) IM z      d  cosh kd 

where k = wave number = 2ir/L and L = wavelength.  K  | . and K  |   are 
given by figures 2 and 3, respectively, as a function of z/d and a/L . 

NONLINEAR FREE SURFACE 

F(D )j   at z  = Sfl requires the knowledge of the free surface 
elevation S as function of phase angle, 0.  This is done by applying 
the free surface given by the stream function wave theory by Dean 
(1974).  The results are presented in the form of Sfl/d as a function 
of H/H , d/L and 9, in figure 4.  H, is the limit wave height as 
definea by Dean (1974). 

The use of figure 4 is illustrated by an example.  Given d/L = 
.033, 6 = 20° and H/R = .75 enter figure 4 vertically with a value of 
d/L = .033.  As indicated by the arrow in the figure, one proceeds 
downward until the line of H/H = .75 is intersected.  A line is then 
drawn horizontally towards the right until the 6 = 20° line is inter- 
sected.  Now move vertically downward to read SQ/d = 1.256. 

CORRECTIONS FOR NONLINEAR WAVE KINEMATICS 

The second correction to linear theory is due to the nonlinear 
wave particle velocity and acceleration fields.  The correction coeffi- 
cients $_ and (j>T incorporate a number of nonlinear effects, most 
notably due to the convective acceleration terras.  These nonlinear 
effects are a complex function of relative depth, d/L , wave phase 
angle, 0, the ratio of the local height to breaking height, H/H, , and 
the ratio of elevation to water depth, z/d.  These are given by the 
ratio of the forces obtained by using the values obtained by a nonlinear 
wave theory to the corresponding value given by linear theory.  To 
incorporate all of these variables at each z would require a large 
number of nomographs.  Therefore a conservative approach was adopted 
where the nonlinear correction factors at the free surface were applied 
over the water column.  While the nonlinear effects actually vary with 
z/d and 0, the most important corrections are near the free surface. 
Therefore only a global nonlinear correction is applied over the 
entire pile length, from the sea bottom to the nonlinear free surface. 
Also the phase variations given by cos6 and sin6 respectively, are 
retained in the general equation.  The error resulting from this 
simplification is that forces are generally over-predicted by a few 
percent at levels below the free surface.  Figures 5 and 6 present the 
nonlinear correction factors <(> and $    as a function of phase angle, 
0, H/H_ and d/L .  Note that the corrections approach unity for 0 
= 30° and 50° for drag and inertia respectively.  For greater 0, correc- 
tions are less than unity, but a conservative design procedure would 
be to use the correction at unity for 0 > 30° for drag forces and 9 > 
50° for inertia forces. 
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TOTAL FORCE ON PILE OF VARIABLE DIAMETER 

Based on these assumptions the total force on a pile of three 
diameters can now be written: 

F^pC^d [KDM|Zi (Dl - D2) + KDJZ2 (D2 - D3) 

+ KDM|g  (D3)] ^ cose|cose| (12) 

+KIMlse
(D3)]   *ISln6 (13> 

MOMENT CALCULATIONS 

Expressions analogous to the above force equations are presented 
for calculation of the wave moment on a pile of diameter, D , at an 
elevation acting about the sea bottom.  The moment expression is: 

Mj, = fQ    f z dz (14) 

Referring to figure 1 and using a similar approach, the total 
moment, M_f acting about the sea bottom can be written as: 

WL-M(D)|   +M(D)|Z -M(D)|Z + M(D )|   - M(D.) L   (15) 
1     i   z     2 L     i   J &,e   J  2 

where M = total moment acting about the sea bottom; M (D.) |   = wave 
moment acting on a pile of diameter D  about the sea bottom \o  a level 
z .  Equations for M (D )|   are given: 

where:  ^(D^ |z  = ^(D.) \z     cose|cos6| (17) 
i i 

W'.. - WL. sine <18> 
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WVl,-^';  '2..  [1 + 2(kzi)2 i     g  (Sir) cosh kd 

+ 2k? sinh 2kz. - cosh 2kz ] (19) 

W I. - 72 ^foM [1 + kz±slnh kzi -cosh kzii   (20> i   8ir  d 

T  (D )|   and T  (D.)|   are given as functions of z/d and d/L  in 
figures 7 and 8 respectively and can be evaluated up to the free surface 
elevation given by figure 4.  4* is the drag moment correction for the 
velocity field and ¥ is the inertial moment correction for the accelera- 
tion field.  Other variables are as previously defined.  The nonlinear 
moment correction factors, ¥ and ¥ , are given in figures 9 and 10, 
respectively, as functions or d/L , 0, and H/H, . 

MAXIMUM VALUES - EFFECT OF PHASE ANGLE 

The total maximum force and total moment phase angle cannot be 
readily determined for a pile of variable diameter.  The drag force is 
maximum at 6 = 0, and for small diameter piles, the maximum value is near 
6=0; but as the diameter increases the inertial force becomes more 
prevalent and shifts the location of the maximum total force toward 0 - 
90°.  The maximum inertial force occurs at some unknown angle, but its 
maximum value can be determined as a function of H/R and d/L only by 
application of formula (13) in which one takes z = 8 and one replaces 
<f> sin8 by A  given by figure 11.  A similar method applies to calculate 
tne maximum moment due to inertia. The correction factor, 
given by figure 12. 

CONCLUSION 

The preceding outlines the methodology for determining nonlinear 
wave forces on piles of variable diameters.  The methodology greatly 
simplifies the interpolation required in using stream function theory and 
permits one to estimate wave forces and force distribution over the pile 
column.  The method presented is for a general case.  The US Navy Manual 
DM26.2 (1982) describes other cases in more detail to simplify the wave 
force and moment calculation for special cases. 

By considering 0 as a variable, the time history of the total force 
and moments on piles of varying diameter can be determined.  Therefore 
the method is amenable to determine the total wave forces on structures 
supported by a number of piles. 
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C  = drag coefficient 

C  = inertia coefficient 
m 

d = water depth 

D. = pile diameter 
l 

f(D.) = wave force per unit length of pile of diameter D. 

F(D.) = wave force on a pile of diameter D. 

F  = total wave force 

g = 32.2 

H = wave height 

k = 2TT/L 

Knj   - linear drag force coefficient evaluated at an elevation zi 
i  above the sea bottom 

K  |   = maximum linear drag force coefficient evaluated at an elevation 
i   zi above the sea bottom 

KT|   = linear inertia force coefficient evaluated at an elevation zi 
i  above sea bottom 
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K  I  = maximum linear inertia force coefficient evaluated at an 
i  elevation z. above the sea bottom 

1 

L = wavelength 

M(D.) - wave moment on a pile of diameter D. 

Sg = free surface elevation at arbitrary wave phase angle 9 

T = wave period 

z. = elevation above the bottom 
l 

r_|  = linear drag moment coefficient evaluated at an elevation zi 
i  above the sea bottom 

T  |  = maximum linear drag moment coefficient evaluated at an elevation 
i  zi above the sea bottom 

T |   = linear inertia moment coefficient evaluated at an elevation zi 
i  above the sea bottom 

rTw   = maximum linear inertia moment coefficient evaluated at an IM z 
i  elevation zi above the sea bottom 

8 = wave phase angle 

p = density of water 

<f> = nonlinear drag force correction factor 

(f> - nonlinear inertia force correction factor 

Y_ = nonlinear drag moment correction factor 

¥ = nonlinear inertia moment correction factor 



PROTOTYPE TESTS ON RIPRAP UNDER RANDOM WAVE ATTACK 
J.D. Pitt and P. Ackers (Member ASCE)* 

ABSTRACT 

This  paper describes  the performance of   test panels  of  riprap  on 
an offshore island  in   the Wash estuary,   UK,   for  the first  2h years 
after their construction,   by which   time  all but  one had   failed.     It 
outlines  the methods used   in  obtaining   and  analysing  data on stone 
size,   wind,   tides  and waves.     The  techniques  used   in  surveying   the 
test panels  for damage  and   the reduction of   the survey data to yield 
quantitative estimates of damage  are described. 

Comparisons  are made between the damage  to  the riprap  panels and 
what might have been estimated  using  laboratory data.     Results do not 
support any scale  effect  causing  riprap  sized   on laboratory data to be 
larger  than necessary,   and   this conclusion is supported  by  the outcome 
of model   tests carried  out  retrospectively by  the Hydraulics  Research 
Station  (now HRS Ltd)   at Wallingford,   UK. 

Slope  protection is sensitive not only  to wave height and  stone 
size but  also   to  construction methods  and,   bearing   in mind  possible 
departures  from  the desired   specification,   a  cautious  approach   to  the 
design of riprap protection is advisable. 

1.   INTRODUCTION 

1.1 Use of Riprap for Slope Protection 

In the context of  this Report riprap is a graded quarry-stone 
layer on the sloping  surface of  an embankment protecting  it from eros- 
ion by  the action of wind generated waves.   To prevent leaching  of   the 
embankment material  through  the riprap  layer,   one or more sub-layers 
(Filter layers)   of  smaller graded  stone may  be  necessary.   This method  of 
slope  protection  is an alternative   to continuous   paving,   interlocking 
slabs or precast concrete armour units.     Because  the cost of  the slope 
protection can be  a significant  proportion of  the  total  cost of  a 
project,   the reliability  of  available design information is important. 

1.2 Limitations  of Model Testing 

Most design methods  for riprap are based  on results of hydraulic 
model  tests,   and  their validity  depends  on  the reproduction of   all  the 
characteristics of   the prototype.     It  is seldom possible  to meet  this 
requirement  fully,   and  errors   arising  from such  limitations  are re- 
ferred   to here as   'model  effects'.     The behaviour of  riprap under wave 
attack depends  on so many factors  that some model   effects are  almost 
certain  to be  present   (e.g.   it is very  difficult  to  ensure  that  the 
stone shape used  in  the prototype   is reproduced   in a model). 

Even  if  the model  accurately resembles  the prototype,   the  forces 
are not necessarily reproduced  exactly to scale,   because  all  the 
* Senior Engineer and Hydraulics Consultant,   Binnie and Partners,London^ 

ENGLAND. 
1820 
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requirements  for dynamic   similarity can not be met.     Errors   arising 
from  this difficulty depend  on  the  scale  of   the model,   and  are  there- 
fore known  as   'scale  effects'.     Scale  effects  in laboratory   tests of 
riprap were highlighted by work in the USA(l)  which  suggested   that the 
use  of   small scale models could  result  in  costly overdesign. 

1"3    Background  to the Study 

Many of   the  early  investigations   into  the behaviour of  riprap  and 
other forms  of   slope  protection were based   on model   tests using   regular 
waves.     In  that  type  of   test,   a  significant   'model   effect'   is  inevitable 
as real waves  are  irregular  in height,   frequency  and  direction.     One 
of  the  first  attempts to  relate results  of   tests using  regular waves  to 
those using   irregular waves   is described   in  a U.K.  Construction  Industry 
Research  and  Information Association  (CIRIA,   formerly  CERA)   publi- 
cation^)   on laboratory  tests  sponsored   at  the U.K.  Hydraulics  Research 
Station  (HRS). 

Research on the subject  continued  at HRS,   in collaboration with 
CIRIA,   with paddle-generated  irregular waves,   culminating   in  the publi- 
cation of  CIRIA  Report  61   in  1976.(3).     This comprehensive Report 
reviewed  current  practice under   the headings  of  wave  prediction,   design 
procedure,   design wave height,   size,   grade  and chape   of   riprap,   placing 
and  thickness,   filter design  and   run-up.     Design curves  and  procedures 
based   on  these new measurements were presented. 

1.4    The need  for Field Tests 

An  important  conclusion reached   in  CIRIA  Report  61  was  that, 
contrary  to  the American findings,   no  allowance for  scale  effects could 
be  recommended when using   these  laboratory  results with irregular waves 
for  riprap design.     The  implication of   this conclusion is demonstrated 
by reference to a possible Wash water storage  Schemed)  where riprap 
slope  protection for bunded   reservoirs  in  an  intertidal  zone was  esti- 
mated   to cost  £38 m  (1975 prices),   about  65%  of   the  total  reservoir 
cost.     Allowance for scale effects  to reduce the size of  riprap would 
have reduced   the costs by about   30%. 

With this  in mind,   field  tests were proposed   as  the best method 
of  establishing whether  or not scale   effects are indeed   significant. 
An opportunity   to  carry out   such  tests arose  during   the construction 
of  an offshore  trial  embankment   in  the Wash estuary,   which  formed  part 
of  the  study of   the  feasibility  of   the water  Storage  Scheme. 

2.  OBJECTIVES AND SCOPE 

The principal  objective of  the field trials was  to compare observed 
behaviour at full scale with results predicted  from small scale lab- 
oratory  tests:  hence to establish whether  scale effects  are significant 
and  the scope,   if  any,   for  reducing  costs of   slope  protection. 

The  field  tests  also  provided   a valuable opportunity   to  study 
practical  aspects  of  handling   and placing   riprap,   of  checking   the grad- 
ing  of  both riprap  and  filter layers  and  of  surveying  the extent  of 
the damage. 
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The  field  study has  since been rounded   off by retrospective 
model   tests,   in which  the  test  panels  and wave   and   tide  conditions 
that actually caused   the main damage were reproduced   at laboratory 
scale. 

This paper  concentrates on  the field  trials,   but  quotes  the con- 
clusions  of   the retrospective model   tests.     Details  of   these  studies 
have recently been published(5), (6)   an<x a further reportO)   by CIRIA 
reviews  both the laboratory  and  field  tests. 

3.   DESCRIPTION OF  THE  FIELD TRIALS 

3.1 Design of   the Test Panels 

The  site  in  the Wash estuary  is  shown  in Figure  1.     The main  trial 
embankment was  circular   in  plan   (Figure  2)   and was  constructed   from 
hydraulically placed   sand  fill  to  a height  of   about   15 m above  the 
sea bed.     The large  tidal  range  of   the site   (about   8 m at spring   tides) 
was  such  that  the  foreshore was dry  for  about half   the  tidal   cycle 
but  some  part  of   the lower half  of   the slopes was exposed   to wave 
action for  the other half  of   the cycle.   The outside face of   the main 
embankment was  protected  by heavy  riprap   (designated  HRR)   which was 
designed   to withstand  severe wave attack whether or not scale effects 
existed. 

Four  special  riprap  test panels were constructed,   each  6 m wide 
and  approximately  26.5 m long,   on  top  of   the main  surface protection. 
Design  of   these  panels was difficult because,   for  positive  results, 
measurable damage   (and  perhaps  failure)   was desirable within a reason- 
able  time  scale.     In view of   the uncertainties  over  scale  effects and 
in forecasting wave  action,   a range  of  sizes was  selected   so   that  the 
smallest riprap would almost  certainly fail within  a year  or  two with 
lesser damage   (or none)   expected   to occur on the largest  size.     A 
fifth test  section was  selected   from  the  adjacent  permanent  slope 
protection  (HRR)  which was  also monitored. 

3.2 Riprap grading 

The specification called for riprap with the grading character- 
istics shown in Table 1, each size having a median diameter within 
a stated band, no stones exceeding a particular size, shape being 
such that the longest dimension was not more than three times the 
shortest dimension, and the small end of the grading defined by a 
minimum figure for the lower percentile (D- ). 
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TABLE   1    DIMENSIONS  OF  RIPRAP AND FILTER LAYERS 

RIPRAP 

Panel   1 Panel  2 Panel  3 Panel  4 Panel  5 
(HRR) 

Specified  D1Q0 300-375 450-525 600-6 75 825-900 - 
Specified  D 155-190 225-270 310-355 425-460 - 
Specified  D 200-250 300-3 50 400-450 550-600 650-850 

Measured  D     (mm) 230 400 500 560 660 

Layer thickness, 
t   (mm) 440 480 570 760 1320* 

t/D50 1.92 1.21 1.14 1.35 2.0*  • 

FILTER LAYER 

D50(mm) 40 40 40 40 40 

Layer thickness  (mm) 380 380 390 430 300*+ 

*design values 
+also  200-mm layer  of   fine filter underneath. 

It will be  appreciated   that checking   the grading  of  riprap  is not 
easy.     Sieving   is out  of   the question,   yet,   in most laboratory  re- 
searches  at small  scale materials have  been defined  by sieve  size. 
Samples  in  the  field have   to  be   treated   as  individual  stones,   most of 
which are so heavy that mechanical handling  is needed.     This not only 
poses  problems on site,   it  also means   that it is  impracticable  to 
expect a quarry  to select  and deliver riprap complying with a close 
specification. 

After delivery  of   the material  to  the offshore bank site,   a  rep- 
resentative sample   (about   15%)   of  the  three smaller sizes was  taken. 
Samples were also   taken from Panels  4 and  the HRR,   although  these 
samples were a smaller percentage  of   the  total volume of   stone deli- 
vered   in  these  sizes.     Every  effort was made  to  ensure  that the  samples 
were representative of   the bulk of material,   but   the procedure was 
necessarily subjective. 

The material   in each  sample was  graded  by weighing  on a spring 
balance while for every fifth stone in each  sample three orthogonal 
dimensions were measured.     The methods  of  weighing  and measuring  are 
described  in reference 4. 

The mass grading   curves obtained  were converted  to dimensional 
grading  curves   (figure 3)  using   the relationship suggested   in 
Reference 3: 
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RIPRAP   TEST 
PANELS 

FIG. 2.    LOCATION OF TEST PANELS ON OFFSHORE BANK. 

FIG. 3.   GRADING CURVES FOR RIP RAP. 
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M = 0.65 e D  3 

which  is based  on conversion of  sieve gradings,   where D    is sieve  size, 
to individual  stone mass,   M.   This relationship was  implicit  in  the 
original  specification of  the riprap grading.  The conversion showed 
that the materials for Panels  2 and 3 were outside the  tolerance speci- 
fied,   being  somewhat oversize. 

3.3    Construction 

The  first  stage  of  constructing   the  four  test  panels was  to  blind 
the  selected  area of main  riprap  protection with a layer  of  filter 
material   to  ensure that no settlement  of   the  test  panels would occur 
through  the  filling  of voids  beneath  them.     A fabric  sandwich,   con- 
sisting  of   two layers  of  a non-woven sand-tight  fabric  separated  by a 
sheet of  PVC,   was  placed  on  the blinded   surface  to make   the  test  panel 
foundation impervious,   in  an attempt  to match  the previous laboratory 
arrangement.     A layer  of   filter was   placed   over  the fabric  on which 
the  stone forming  the  test panels was laid,   with the panel  containing 
the  smallest  stone  (Panel   1)   at  the eastern edge  of   the  test  area, 
each  panel  being  flanked  on  its western edge  by  the  panel   containing 
the next larger  size of   stone.   The location and  arrangement  of   the 
panels on  the embankment  is  shown  in Figure 2,   and  a longitudinal 
section  through one of   the  panels  is  shown  in Figure 4. 

Proposals for strengthening the edges  of   the panels,   so   that  if  one 
panel  failed   completely the  adjacent  panel would not be weakened were 
considered.     However,   any method  of   edge  strengthening would  then form 
an upstanding  edge,   which  could  cause undesirable wave  reflections 
interfering with the  performance of   the riprap or  could  itself  be washed 
away.     Bearing   in mind   the cost  and  uncertain performance of   any  such 
arrangement,   no special   edge   treatment  was  incorporated. 

The  area of   the main bank protection selected   as Panel  5  lay 
immediately  to   the east of   the  special   test  section.     No  special 
provisions were made  in  placing   this riprap or  in placing   the  two 
filter layers   separating   the  permanent  riprap  from  the  sandfill  of   the 
embankment. 

The  stone was  imported   by  sea from  quarries  in Belgium.     It was 
then brought from offshore stockpiles by barge and placed  direct  in 
position by floating  crane using   a 4  tonne cactus  grab. 

Segregation  is a problem with riprap  and  is made worse by multiple 
handling,   as necessarily occurred  with  the construction techniques 
employed  offshore in  the Wash.     It  also   increases with widely graded 
stone.     Despite efforts on site  to control   the work so  as  to minimise 
segregation generally,   and  particularly  in the  test panels,   it was not 
practicable  to  correct   segregation other  than marginally once  it 
occurred. 

For  the  test  panels,   control  of   the placing  operation was  strict 
and  the  quality  of   the finished   slope  protection is probably better 
than would normally be  found using  this method  of   placing.     Nevertheless, 
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visual inspection revealed that the riprap surface was rough and fairly 
open, with occasional holes through which the surface of the filter 
layer could be seen, this being particularly noticeable on Panel 4. 
The mean thicknesses of the riprap are listed in Table 1 which also 
shows that in all panels except Panel 1 the relative layer thickness 
ratio, t/D50, was less than 2.0, the value recommended on the basis 
of laboratory research. 

Three factors  tended   to  reduce  the relative layer  thickness below 
the  intended value: 

1. Penetration of   the riprap  into  the  filter layer material. 

2. Loss of material  in  transport and handling,  which could not be 
made good  at the time. 

3. Because  the  stone tended   to be  oversized,   the given coverage 
in   terms  of mass per unit area yielded   a lower ratio of   t/D   „. 

The derivation of mean layer  thickness  is not always  defined   in 
earlier work but   the  problems of  controlling  this  parameter  are 
considered   in Reference 5-.     Discrepancies  must be  expected   in diffi- 
cult  field  conditions. 

3.4    Data Collection 

There were two  principle components  of  data collection:  wave 
climate and damage  to  riprap.     Measurement  and  analysis of  wave  action 
was a major task and only an outline of  the methods  adopted  can be 
presented  here  (details are given in reference 5 ). 

Waves were measured  by  two  pressure  transducer wave recorders 
mounted   near  the  seabed   in  front  of   the  trial  panels,   and data on wave 
heights and  periods were obtained   at approximately hourly  intervals 
through  the high  tide  period  under control   from  a lunar clock.     Water 
levels were measured  continuously  in  order  to  identify  the level  at 
which wave attack was concentrated.  The direction of wave attack was 
deduced   from wind data obtained   from  an anemometer  set up on  the coast, 
about   1.5 km away. 

ge  to  the riprap  panels was measured  at regular intervals  so 
that  it could be  related   to  the wave  action.  The method  of  surveying 
damage was based  on the procedure used  previously in  the laboratory, 
and  involved measuring  profiles along   the riprap surface in relation 
to a fixed  framework. 

Five   survey  lines  for  each  panel  were fixed  by  stretching  piano 
wire  tagged  at  the required   intervals,   from a  frame  at  the  toe of   the 
panels   to  a pulley  fixed   to  a second  frame  at the  top  of   the  panels. 
The level  at each  plan position was  obtained  by measuring  down  from 
the  tags  on the piano wire,   using   a vertical  scale  fitted with a 
spirit level   and having  a hemispherical   foot.   The diameter of   the 
hemisphere was  equal   to half  the  average  of   the  specified median stone 
size limits of  the panel being surveyed,   and  thus  a different foot was 
required   for  each  panel. 
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In addition  to   the levelling   survey,   each  panel was  photographed 
from  a fixed  point whenever  a survey visit was made. 

A total  of   17 surveys were carried   out  over   the  2^ years  period 
of- study. 

3.5    Damage Analysis 

The  survey  data were analysed   by  computer   to  give   a  quantitative 
description of  the damage  sustained   by each  panel   and  a surface  pro- 
file plot of  each line surveyed. 

The definition of damage was  that used   in  the HRS laboratory 
studies  reported by CIRIA(3)   :   the volume removed,   expressed   as  an 
equivalent number of  D50 -  size  spherical  stones for a 9D5Q width 
of panel,   considering  only downward movements of   the surveyed  profiles 
(reductions  in  thickness).     In   the laboratory   tests,   these movements 
occurred   in  a fairly well-defined   area about   the  still-water level. 
Positive movements   (accretion of displaced   stone)   generally occurring 
in the region below the eroded   area were  ignored,   since  these  are not 
of  interest when considering   the ability  of   the riprap  layer  to with- 
stand damage   (Figure 5). 

The volumes of material eroded   from each  panel since the beginning 
of  the study,   and  also   since  the previous   survey,   were obtained  by 
differenc_ng  the relevant  profiles.     The  eroded volumes were  then con- 
verted   to  the mass of  stone removed   and  then  to   the equivalent number 

Some  statistical  analysis of   the  individual  survey measurements 
was made   to  give measures  of   the mean movement  of   the  surface  in  each 
section,   the roughness of   the  surface,   and  changes  in  individual 
measurements  between surveys. 

4.  RESULTS 

4.1    Wave  events  and General  Damage History 

It was unfortunate that large waves   (Hs just over 1 m)   occurred 
with high water levels very early in  the project,   during   the gale 
lasting  from  16  to   18 November  1975,   within days  of  laying   the  test 
riprap.   The main effect was  the  total   failure of  Panel   1   (Figure 6). 
The  riprap  and  the underlying   filter were completely washed  away  from 
the central  section of   the panel,   part  being  deposited   in  the lower 
section of   the panel   and  part being  completely lost.     The upper  limit 
of damage,   about  6 m from  the  top  of   the panel,   was marked  by a near 
vertical  face exposing  the riprap and  filter layers.   The failure of 
Panel  1 had  been expected   to occur during  the course of  the first 
winter,   but  the occurrence of  a severe storm so  early meant  that no 
results on progressive damage were available  for this panel. 

Erosion damage  on Panel   2 was  also  serious  on this occasion, 
being  assessed   at  112 D_„ stones.     Damage was concentrated  on  the side 
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closest  to Panel   1,   and  a considerable  part was undoubtedly because of 
the loss of  edge  support  resulting   from  the  total  loss of  riprap  and 
underlying  filter from the central  part of  Panel   1.     Table  2 lists  the 
survey dates  and  the damage  status. 

During December  1975 three wave  events were recorded,  one of which 
included waves with Hg nearly  0.9 m.     The  two most  severe events 
occurred  with winds  orthogonal   to   the  panels,   but   tide levels were in 
general   low at  the  time and  so   there was little  additional   damage   to  the 
panels.     The next  severe gale  occurred   on 3  January   1976,   when winds  of 
up  to 40 m/s  (90 mile/h)  were recorded.    Waves on this occasion were 
not very large,   partly because   the wind  did  not reach  its peak until 
some time after high water and partly because  it was blowing  from  the 
west with a very  restricted   fetch.     Tide levels were high,   however, 
and waves  at high water were large  enough   to cause  further erosion at 
the  top  of  Panel  1,   as filter material was washed  out  from the foot of 
the vertical  cliff marking   the upper  limit of   earlier damage.     Over  the 
next  week,   this caused   the  area of   Panel  2 affected  by loss of   edge 
support   to  extend up  the slope. 

Three events with waves  of  about   0.75 m occurred  between mid- 
January  and mid-February   1976.     Only  the first  event was with winds 
directly  in line with the  test  panels,   the  second and  third  events 
being with winds from the east and northeast respectively.     However, 
damage  to Panel  3 and 4 as well as  further damage  to  Panel  2 was noted. 

The  period   to April   197 7 covering   the next  winter,   was relatively 
calm:   the maximum significant wave height recorded was  0.83 m,   but  on 
this occasion the wind was further from the northeast   (70° from 
orthogonal).     Only minor drainage was observed,   comparable  to  the 
probable maximum error in measuring  damage,   so  was not  significant. 

Data collection in  the Spring  of   1977 was marred  by  the loss  of 
wave  records  from  19 March   to  8 May,   a  period when northerly and  north- 
easterly winds were dominant.     However,   hindcasting  of  wave  events 
demonstrated  that particularly severe wave attacks   (Hg =   1.4 m)   occurred 
immediately after  surveys  on 5/6 April.     Waves were directly orthogonal 
to  the bank and,   being   the severest  to  date,some damage was  to  be  ex- 
pected   to most of   the panels,   although no  further survey was carried   out 
until August  1977. 

Immediately following   the August  survey   there was  further  severe 
wave action  (4 days with Hs up  to  1 ra at high  tide).     Winds were pri- 
marily from  the north east,   though  they  backed   to north north west  and 
resulted   in  the  total failure of  Panel   2   (see  table  2,   survey  on 
12.10.77)  and further damage to Panels  3,   4 and 5. 

One further event,   with waves nearly  1.0 m high,   was recorded   in 
December  197 7,   but  the wind was from  the west and no damage was 
observed. 

Waves  recorded   in  the event  of   11/12 January   1978,   the  third 
winter of  observation,  when winds were from  the north,   were far  in 
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Table 2.  Comparison of surveyed and calculated damage (No. of D  atones.) 

Survey 
Since prev ious  survey Since initial  survey 

Panel No. Date Surveyed Calculated Surveyed Calculated 
damage damage damage damage 

(See note  1) 
1 19.11.75 839 313 839 313 

E-39   (See 14.5.76 329 241 1075 554 
note 2) 12.10.77 108 F(See note 3) 1170 F 

2 19.11.75 83 32 83 32 
3.12.75 10 5 73 37 

(E-26) 18.12.75 17 12 74 49 
15.1.76 47 6 95 55 
17.2.76 29 8 103 63 
2.3.76 16 0 108 63 
18.3.76 38 0 93 63 
31.3.76 40 0 117 63 
13.5.76 5 9 92 72 
16.8.77 48 (71) 139 (143) 
12.10.77 121 37 231 (180) 
9.3.78 F F 

3 3.12.75 3 0 3 0 
(E-21) 18.12.75 3 2 1 2 

15.1.76 9 0 2 2 
29.1.76 12 0 5 2 
17.2.76 24 0 18 2 
2.3.76 3 0 9 2 
18.3.76 2 0 7 2 
29.4.76 12 0 8 2 
14.5.76 3 0 4 2 
6.12.76 12 0 10 2 
5.4.77 4 3 5 5 
15.8.77 16 (23) 7 (28) 
11.10.77 16 11 18 (39) 
9.3.78 231 137 236 (176) 

4 2.12.75 10 0   10 0 
(E-17) 16.1.76 5 0 9 0 

17.2.76 18 0 33 0 
13.5.76 2 0 24 0 
6.12.76 19 0 32 0 
5.4.77 12 0 9 0 
15.8.77 18 (14) 20 (14) 
11.10.77 19 5 35 (19) 
9.3.78 162 63 188 (82) 

5(HRR) 16.1.76 16 0 16 0 
(E-12) 2.3.76 6 0 19 0 

13.5.76 6 0 14 0 
7.12.76 13 0 25 0 
6.4.77 4 0 20 0 
15.8.77 11 (4) 28 (4) 
11.10.77 8 1 27 (5) 
9.3.78 12 31 27 (36) 

Notes: 

1. Sum of calculated damage between surveys. 
2. E is probable maximum error in calculated damage. 
3. F indicates damage beyond range measured in the laboratory 
Bracketed values derived from data which includes hindcast wave conditions. 
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excess of  the previous maximum   (Hs ~  2 m)   and  resulted   in  the  total 
failure of  Panels  3 and 4   (Figure 7)   (see Table   2,   survey  of  9.3.78). 
Panel  5,   the permanent  riprap,   suffered  very little damage.   This was  a 
very  rare combination of wave attack and high   tide:   the  tide  level 
exceeded   the calamitous   1953 storm surge  in  fact. 

4. 2    Damag e  cal cul a t ed  f r om Labor a t o ry  results 

(3) Results of  the laboratory  study were used with  the recorded 
wave data to hindcast  the damage  sustained  by  the  test  panels.     The 
method   used   is a variation of   that  set out  as Method  2  in CIRIA 
report 61(3),  making   the appropriate allowance  for  the different water 
densities  in  the laboratory  and  fieldwork.   The data contained   in  that 
Report were used  to prepare Figure 8,   in which damage  is related  to 
number of waves  incident on the panel  and  the ratio HS/D5Q.     The  total 
damage   expected  was obtained by  summing   the damage arising  from waves 
of  each  height,   i.e.  as  if  they were attacking   an undamaged   surface. 

The laboratory work showed   that a damage level  of   about   115 stones 
removed  corresponds   to   the level  of   failure at which   the  filter  layer 
could be   touched with the survey  probe.     However,   the differences bet- 
ween field  and laboratory  conditions   (Section 3.1)   reduce  the signi- 
ficance of   this value.   The lower ratio of   thickness  to  stone size 
used   on  the  test  panels  suggests that  failure might occur with fewer 
stones being  removed.     On  the other hand,  varying water levels would 
cause damage over a larger area  than  in  the laboratory  tests,   suggest- 
ing   that a greater level  of damage  could  be   tolerated  before local 
failure is reached. 

4.3    Comparison between measured   and hindcast damage 

Table  2 summarises  the comparison between damage  to  the  test 
panels as measured  by field  surveys  and   that hindcast on the basis of 
laboratory  tests.   The general   impression  is  that measured  damage  is 
rather greater  than that calculated   except  in  the case of   panel  5, 
where measured  and calculated  damage  are comparable   (but  small  in 
absolute  terms and  only of   the order  of   possible  survey  error). 

In  interpretting  the results  of   this comparison,   it  should be 
remembered   that  the conditions  of   the field study inevitably differed 
from  those  in  the previous generalised,   somewhat idealised,   laboratory 
research  in the following  respects: 

1. The   presence    of  tides  causing   the water level   to vary cont- 
inuously  from below to  about   three quarters  of   the way up 
the  tes t  panels. 

2. The variability  of   the wave  events. 

3. The  sequential  action of waves  at different  elevations  and with 
differing heights. 

4. The  range  of  directions   from which  the waves  approached   the 
test  panels. 
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FIG. 7.    FAILURE OF PANELS 3 AND 4, JANUARY 1978. 

FIG. a   DAMAGE FROM WAVE ATTACK, BASED ON HRS RESULTS (REF. 3) 
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5. The very large number of waves  involved. 

6. A different ratio of   filter-size  to  riprap  size. 

7. The thickness of the panels (2D50 in the laboratory work: but 
considerably less than that in Panels 2, 3 and 4 in the field 
trials) . 

8. Different  methods   of   placing   the  riprap,    involving   some  degree 
of   segregation and differing  bulk density of   the  finished   layer. 

9. Problems of measuring   stone size  and  differences  in  the grading 
and  shape of  the riprap. 

10. The very different  sizes  of  the  stone  in   the laboratory  and  site 
situation and  the consequential  scale  effects. 

Some  or  all  of   these  differences  between field  and  laboratory  con- 
ditions  undoubtedly account  for discrepancy between observed   and  cal- 
culated  damage,   based   on scaling  up  the laboratory work,   and  could 
perhaps obscure scale  effects  if  they  existed.     Nevertheless,   the clear 
conclusion is  that using laboratory  research  results for riprap design, 
omitting   any  allowance for  scale  effects,   does not result  in  an over- 
conservative design. 

4.4    Retrospective Model Tests 

The overall  impression was  that  agreement  between earlier  lab- 
oratory  tests  and  field trials was  fair and  that  there was no  evidence 
of major scale  effects.     Nevertheless,   further evidence was  sought 
from specific model  tests in which  the conditions  actually observed 
during  the  field  trials were reproduced   as  far  as  possible.     These 
retrospective model  tests were undertaken by HRS in  1981  and  results 
have now been published(^).     These  small scale   (1:17)   laboratory  tests 
satisfactorily reproduced   the damage behaviour observed   in  the field 
tests,   thus  adding weight  to   the conclusion on  the absence of   signi- 
ficant   scale  effects. 

5.   CONCLUSIONS AND RECOMMENDATIONS 

5.1     Evidence for Scale Effects 

In general,   the  amount  of damage  sustained  by the  test  panels was 
slightly greater than that calculated  from laboratory research results. 
The exception was Panel  5 which,   in  the most severe event,   suffered 
slightly less damage  than predicted,   though   the difference  is within  the 
survey and  other  tolerances.   The discrepancies  between observed  and 
hindcast damage  can be  explained  by  inevitable differences  between lab- 
oratory  and  field  conditions.     Retrospective model   tests in which  the 
field  conditions  were more realistically represented   than in previous 
basic   research  showed  good   agreement  between model  and  full  scale re- 
sults. 
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This study has thus not confirmed  the CERC findings(1)   concern- 
ing  scale effects,   namely  that small  scale model  results  tend   to 
overestimate  the size  of   riprap needed   to  provide  protection against 
waves of  a particular height. 

5.2    Practical Aspects of Riprap Design and Construction 

The field  trials,   which were undertaken under  close  supervision, 
demonstrated  the problems of laying  riprap  to meet  specified  gradings, 
mean size  and layer  thickness. 

Procedures developed   for monitoring  and  analysing  progressive 
damage   to riprap involved  considerable  effort but were successful  and 
are recommended  for  any  future full  scale  study. 

Whilst the general  guidelines  for  riprap design given in CIRIA 
report  61  have  been validated by results of   field  tests,   gaps  remain 
in our knowledge  of   the behaviour  of  riprap.     These  include   the effect 
of varying water level,   the effect  of  oblique  attack,   the  influence 
of non-uniformity  arising from segregation of  graded   stone,   the import- 
ance of   layer  thickness  and  grading   of   both  filter layer and  of  the 
riprap  itself,   and  the modes of  progressive failure resulting from 
locally damaged   areas. 

5*3    Recommendation for Design 

Results of   small scale hydraulic model   tests on riprap  should be 
adopted without making  allowance for "scale  effects"  which might justify 
smaller  sizes.     If model   tests are not conducted   specifically for  the 
slope  protection  in question,   then  the design procedures given  in 
CIRIA report 61  are recommended. 

Designers  should be  aware of   the practical  difficulties  in meeting 
specifications  for riprap.     If  the consequences of  damage  to riprap 
are not  acceptable  than  a cautious   approach  to design should be  adopted. 
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INTRODUCTION 

The Israel Mediterranean shore forms a gentle curve 
from an almost easterly direction in north Sinai to an 
almost northerly direction in Israel. This shore forms 
the southeastern corner of the Levantine Basin which 
itself forms the extreme eastern part of the Mediterranean 
Sea. The length of the Israel shoreline from Rosh Haniqra 
near the Lebanese border to northern Sinai in the south is 
about 230 km, while the Sinai coast from Rafah to Port 
Said (Fig.1), is almost 200 km long. The coastline region 
consists largely of Quaternary carbonate cemented quartz 
sandstone, known by local name "kurkar". Recent faulting 
is responsible for the shape and, to a certain extent, for 
the morphology of large parts of the central coastline, 
which is characterized by kurkar cliffs (Neev et. al_. , 1973 
it 1978).Wide sandy beaches are found in the southern 
parts, while an abraded rocky platforms occur mainly in 
the central and northern parts, where the beaches are 
narrow having kurkar cliffs at their backshor.e side. 

Four different morphological sections can be found in 
the Israel Mediterranean shore, (Nir, 1982). These differ 
in their beach and inland morphology on one hand, and in 
their sedimentological properties on the other. The four 
different sections from north to south are: 

1) Rosh Haniqra to Akko. A sedimentological1y isolated 
region, bounded on both the south and north. Beach 
sediments are mostly of local calcareous material of 
marine origin. Akko promontory is the most northern limit 
of Nile derived sands and plays as the recent edge of the 
Nile sedimentary cell (Nir, 1980). 2) Haifa Bay. Wide 
sandy beaches, bounded on the north by the Akko 
promontory, and by the Carmel "nose" on the south. 3) 
Mount Carmel coastal plain, is sedimentologically somewhat 
isolated region with relatively narrow beaches and small 
kurkar cliffs. Sediments consist of both local and 
imported components. 4) The kurkar cliffs and sandy 
beaches from Caesarea to Rafah. Beaches of differing 
width having quite uniform petrographic components, mostly 
quartz grains originating from the Nile river and 
transported along the Sinai beaches to the Israeli 
beaches. Some of the present beach components are 
derivated from the abraded kurkar cliff. 

1837 
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Fig.2b. Kurkar cliff near Hadera 
Host of the cliff is composed of 
soft friable red loam ("Hamra") 

land sand. Landslides are typical 
on these cliffs, causing talus 
of huge blocks at their base. 

Fig.2a. Steep kurkar cliff south of Netanya. The beaches 
are narrow, but show maximum development in this photo. 

In the cliff regions, beaches are very narrow, 
reaching a width of only 10—20 m and much less during 
winter time (Fig.2a). The sandy beaches are relatively 
wide in regions where kurkar cliffs are absent, in some 
parts reaching widths of 60-80 meters. 

Large quantities of beach-sand were quarried until 
1964, at an estimated annual rate some 10 to 20 times 
larger than the naturally occuring annual sand 
replenishment. This quarrying produced a sand deficit 
along many beaches, causing an accelerated erosion of the 
beaches and nearby cliffs. 
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SEDIMENT TRANSPORT ALONG THE BEACHES 

Artificial constructions such as groins, breakwaters/ 
barges. etc. found along the Sinai and Israeli shores 
trap some of the longshore sand drift. causing damage 
downstream and sometimes enabling us to ascertain the 
qualitative and even quantitative net sand drift at a 
certain point. 

These shores on a whole belong to the large 
sedimentary cell which starts at the two Nile Delta 
outlets at Rosetta and Damietta. and extends along the 
Sinai shores as far north as Akko in Israel (Nir, 
1980).Zenkovich (1971) shows a very clear easterly 
directed sediment transport along most of the Nile Delta 
beaches. 

Two channels ("Bughaz") were dug in the outer 
Bardawil bar in order to maintain its water connection 
with the open sea. Groins were constructed to keep the 
channels from silting up. As a result, sand accumulated 
on the western side of these groins and Inman and Harris 
(1970) estimated the yearly net easterly sand transport at 
the western outlet (Boughaz 1) to be on the order of 
300-800.000 m3/year. 

The El Kals temporary harbour and sand mining close 
and west of El Arish caused severe erosion to nearby dunes 
and summer houses respectivelly (Fig.3>. 

Wadi El Arish drains practically all of northern and 
central Sinai. The beach near the outlet of this ephermal 
wadi is straight and usually conforms with the regular 
shoreline. In a very short period of time, at the end of 
February 1975, a voluminous flood transported several 
hundred million cubic meters of water and sediment to the 
sea. These clastic sediments formed a large new delta 
more than 400 m offshore with a large submarine extention. 
This new delta partially dammed the sand drift, resulting 
in a sediment accumulation on the delta's western flank, 
on the one hand and a very effective abrasion on the 
down-drift shores east of the outlet on the other (Pig.4). 
The sediments of this delta were transported eastwards 
quite quickly and the delta changed shape, reaching an 
almost straight and regular shoreline (Fig.5). 

All the obstacles east of El Arish up to Rafah show a 
clear net easterly drift, while those northwards almost up 
to Tel Aviv show a northern drift. These obstacles are: 
a barge east of El Arish (Fig.6). two groins and the wreck 
between them in Gaza Harbour (Fig.7), a harbour with two 
groins on its southern and northern sides at Ziqim 
(Fig.8), and the huge Ashdod Harbour, whose main 
breakwater reaches 18 m water depth. This last structure 
impedes sand  transport  and  accumulates  sand  in  large 
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quantities  in  the  offshore  at  relatively great depth: 
(Dornhelm, 1972;  Kran, 19BO;  and Finkelstein, 1981). 

Fig. 3. Summer houses at El Arish, 
N. Sinai. The collapse was a 
result of the sand deficit caused 
by quarrying of beach sand 
("Zifzif") nearby. 
Fig. 4.  Roots of  palm  groves  were  exposed  to  wave 
action  east of El Arish as a result of the provisional 
damming of the regular eastward sand transport  by  the 
delta of Wadi El Arish in Feb. 1975. 

Fig. 6. A barge at H.  liinai 
beach east of El Ari'h 
accumulates sand on iti. 
western side, thus 
clearly i 11 ustratinn the 
easterly sand transport. 

Fig. 5. Schematic map of Wadi El-Arish Delta , drawn 
from aerial photographs, showing its different 
development and disapearing stages. 

Dornhelm (1972), and Kran (1980) who reanalyzed 
Dornhelm's charts show that the Ashdod Harbour s main 
breakwater interrupted about BOX of the_ annual northern 
transport  of  sand.   Finkelstein (1981)  also  shows 
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tremendous offshore sand accumulation during 13 years 
which reaches perhaps 4 million cubic meters at the main 
breakwater and westwards. Northwards he shaws 
accumulation close to the lee breakwater and a large area 
of erosion farther north. By and large this agrees with 
the main trend of northerly drift. He also estimated the 
net annual northerly transport at Ashdod to be on the 
order of 5&0, GOO m3, which is a very high value. 

I! 
J Fig.7a.Aerial photo showing Gaza Harbour, 
which is made of two groins, about 120 m 
long and about 500 m apart. 

j Fig. 7b. The southern groin o i-   Gaza Harbour, 
r showing accumulation of a large volume of 
4 sand south of the groin, causing heavy 
(damage to the beach structures further 

3.? north. 

Fig. 8. A map of ^ic|im Harbour, drawn from an aerial 
photograph Note the extreme? widening of the beaches 
to the north. These are now almost totally exposed of 
their sand cover year-round. Prior to harbour 
construction beaches to the nortn had normal sand 
quantities and normal widths even during severe winter 
storms. 

The old site of Yavneh Yam snow northerly drift in 
the form of a large retreat of the seashore which has 
caused damage to the old site (Fig.V). 

Northwards from Tel Aviv the net transport decreases 
significantly,  and at the Carmel Head transport is to the 
east and to the south, and the  region  between here  and 
Atlit is to a certain extent isolated. 
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Fig. 9. The beach north of Tel 
Yavneh-Yam ("Minnet Rubin"), 
suffers from heavy abrasion 
due to the sand deficit and 
the protruding promontory of 
the Tel. Beaches here have 
withdrawn about 50 m during 
the last 50 years. In Early 
British Mandatory tnpoqra- 
phic maps almost no 
promontory was shown here. 

Emery and Neev (I960), assumed a northerly sand 
transport for the southern Israel beaches and a southerly 
one for the central and northern beaches. A northerly 
directed offshore current and sediment transport of mostly 
fine grained sediments was also suggested This transport 
is responsible for most of the present influx of fine sand 
to Haifa Bay. 

Dn the basis of theoretical studies Migniot (1974), 
Sauzy et. a_l_. , (1974) and Manoujian and Migniot (1V75) show 
that the annual resultant sediment transport is always 
directed to the north and reaches about 400,000 m3 at 
Gaza, 215,000 m3 at Ashdod, 100-150,000 m3 at Hadera and 
only 80,000 m3 at Atlit. 

Goldsmith and Golik (1978) summarized the Israel 
Mediterranean wave climate and constructed a longshore 
sediment transport model for these beaches. In general 
they support the conclusions of the earlier studies 
regarding sediment transport. 

OFFSHORE STRUCTURES OF  THE ISRAEL MEDITERRANEAN SHORELINE 

Prior to 1960 with the exception of a few ancient 
harbour sites such as Akko, Haifa, Caesarea and Yafo 
(Jaffa), the Israel Mediterranean shore did not have any 
large offshore structures (Kravitsky, 1966). 

The  main  stage   of   offsh ore   construction   for 
recreational  purposes  took place in the late sixties and 
the early seventies when 25 struct ures (15 - breakwaters and 
10  groins)  were built along the beaches from Gaza in the 
south to Akhziv in the north (Fig. 1).   Th e  environmental 
impact  of  these structures were stud ied in the field, by 
succesive  aerial   photos,   and by   b athymetric   and 
topographic  maps  of  the sites and their vicinity.  They 
were  also  studied  with  regard to  their   engineering 
characteristics  (Fried,  1975  & 1976; Tauman,   1975 & 
1976).  Vajda (1975) investigated their sedimentological 
development in the laboratory in order to limit as much as 
possible their  erosionai  effect. Nir (1976)  gives  a 
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detailed description of the different offshore structures 
with their sedimentoiogical characteristics and their 
relationships to the nearby beaches. Spar (1776), and 
Sofer and Sass (1932) studied in detail the seriimentology 
of the Netanya twin breakwaters. 

Most of the structures have developed a tombolo at 
their "shaded" landward side. These tombolos typically 
have a trapezoidal shape (Figs. 10 S< lli. They Teach a 
mature stage (at which significant size changes cease) 
about 5 years after the end of construction (Fig. 12). The 
sand accumulated in these tombolos comes mostly from the 
nearby beaches and shallow sea. In most cases these 
beaches have therefore suffered severe erosion during the 
first 3-4 years after the construction, while in some 
cases this erosion even continues beyond maturity. 

Many of the detached breakwaters and groins were 
built in very populated areas in order to increase the 
amount of beachfront and to calm the relatively rough seas 
occuring during the bathing season in July and August. 
These problems were partially solved by the tombolo which 
was formed in the shaded area of the breakwater and by the 
attendent of areas of quiet water. 

These breakwaters were mostly constructed about 200 m 
offshore of the original shoreline, mostly on a submarine 
exposed rocky strip in about 3-4 m water depth. This 
rocky strip (Fig.13) was chosen for the practical economic 
purpose of reducing foundation costs. As their length 
almost equals their distance offshore, huge tombolos 
started to grow out from shore which later joined with the 
breakwater. Figure 12 and the following table show the 
aerial development with time of these tombolos, following 
their completion. Most of these tombolos reached almost 
one half of their final size within a period of one or two 
years. There is a sharp decrease in the rate of expasion 
of the sand area in the second year after the end of the 
construction. 

Time (years) for tombolo   Total 
Site volume to go from       years 

O-'SOX    150-1007. 

5. S3 
4. 58 
3. 66 
5. 57 
5. SI 

Table 1. Time needed (yrs)for tombolo volume to develop 
from 0-507. and from 50-1007.. The averages show that the 
tombolo reaches its half volume in about two year* and 
that it takes another 3 years to reach the mature stage- 

Carmel Beach 3. 23 2. 60 
Netanya (south) 1. 06 3. 52 
Netanya (north) 1. 56 2 10 
Tel Aviv 1 1. 50 4, 07 
Tel Aviv 2 3. 15 ci. 66 
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Fig. tO.The twelve year history of the twin 
to.Tibolos off the Netanya beaches. The tombolos reached 
their first maximal stage at the end of 1973) and since 
then they show seasonal fluctuations. Winter storms 
usually open a channel between the tombolo and the 
breakwater. 
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This slowing in sand accumulation is primarily 
because the nearby beaches, which are the main suppliers 
of sand to the tombolos, have already suffered an enormous 
sand deficit due to sand capture by the newly built 
structure, and also because of the increase in water depth 
around the tombolo. In sites where two structures were 
builti the tombolo of the most recently built structure 
reached its SOX sand volume in a much longer time than the 
first structure. In Netanyai this time difference is 
about 50% while in Tel Aviv it required more than twice as 
long to reach the £07. sand volume stage, this probably due 
to the general deficit of sand in the Tel Aviv beaches. 
The Netanya case on the other hand, at the second stage of 
its development, shows faster accumulation at the northern 
structure which is the younger, with probably preferred 
southerly directed longshore transport. 

Most tombolos reached their mature size between the 
5th and the 6th year after construction. Thereafter the 
only changes are seasonal with maximum tombolo size at the 
end of summer, or more precisely just before the first 
storm at the end of autumn. Some decrease in size occurs 
during winter and early spring (Fig.10). This fits very 
well with the regular winter to summer variations in beach 
width. In his study of the shallow Ma'agan Mikhael beach 
Eitarn (1975) also found that the accretion period extends 
over the autumn. 

Aerial photographs of the different sites where one 
or more detached breakwaters were constructed, taken 
before, during, and after construction, show the different 
stages of tombolo growth on the one hand and the fast 
erosion of the nearby beaches on the other (Fig.15). At 
the Carmel Beach site the nearby beaches were almost 
totally stripped of their sands. A large beach area, just 
next to and south of the tombolo, disappeared 12 years ago 
and has not been rebuilt (Fig.14). The Carmel Beach 
structure was chosen to represent a single breakwater 
tombolo while the Netanya structures typify twin tombolos. 
Fig.10 illustrates the different stages of tombolo growth 
as they attain their mature stage in 4-5 years time. 

In Netanya tombolos began to grow during the 
construction  activities, and about 70,000 m3 of sand were 

attracted from the nearby beaches and shallow sea in 3-4 
years time. Prior to construction, Netanya's beaches were 
already in very bad shape and waves were reaching the base 
of the steep kurkar cliffs. This was among other 
morphological and stratigraphic reasons due to the 
enormous quantities of sand being quarried all along 
Israel's Mediterranean beaches up to 1964; for example, 
Emery (1963) estimated that about 1/3 of the beach sand 
reserves had by that time already been quarried. 
Following  formation  of  these  tombolos, abrasion in the 
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nearby kurkar cliffs was accelerated* so that measures had 
to be taken to protect the cliff. Recently Ron (1982) has 
proved enormous cliff retreat in the region of Netanya 
during the last 35 years. 

Table 2 summarizes the sand quantities that- 
accumulated in the aerial parts of the seven first built 
tombolos at the different sites. These account for about 
270,000 m3 of sand. It is assumed that about the same 
quantity or more of sand mas deposited underwater in the 
vicinity of the tombolos. Therefore, altogether these 
offshore structures (with the exception of the huge 
quantity deposited near Ashdod Harbour), captured about 
600,000 m3 of sand in a period of 4-5 years. This volume 
is much larger than the actual sand available from the 
annual import from the Sinai beaches. The volume of sand 
at each separate site was calculated using the following 
formula (derived by John K.  Hall): 

volume of sand  V = dc(2a+b>/3;   where: 
2a - is the length (in m) of the tombolo's offshore edge 

(taken parallel to the shoreline), 
b - is 1/2 of the length of the base of tombolo (in m>. 
c - is the distance between the base and the seaward edge 

of the tombolo(in m). 
d - water depth (m) at the seaside edge of tombolo. 

Site Quantity of accumulated 
sand  (in m3> 

Nahariyya 20,000* 
Shavey Zion 5,000-18,000 
Carmel Beach 55,000 
Netanya (north) 34,000 
Netanya (south) 38,000 
Tel Baruch 15,000 
Tel Aviv 1 45,000 
Tel Aviv 2 20,000 
Bat Yam 26,000 

Total 258,000-271,000 m3 

Table 2. Sand quantities which mere accumulated at the 
different offshore structures along the Mediterranean 
coasts of Israel (including only the subaerial sand 
bodies within the tombolos). 
* Some sand was quarried from the tombolo. 

Figures 10, 12 and 14 show the developments that 
occurred around the twin detached breakwaters in Netanya. 
The different shorelines were drawn from aerial photos of 
the site, taken at various time intervals. Comparison 
between the areas of the successive tombolos and the 
quantities  of accumulated sand shows that one of the main 
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ig.11.The different stages of tombolo development 
he  Carmel  beach  structure, from the very early 
of construction!11a), to  the  formation  of  an 

us tombolo (lid) some 5 years later. 

factors affecting the sand quantity is the ratio between 
the length of the breakwater and its distance from the 
original shoreline. The smaller the ratio - the smaller 
the tombolo that develops. 
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The area of the mature tombolo ranges between 40 and 
75'/. of the rectangular area between the breakwater and the 
original shoreline. Beach area for that particular 
section of shoreline has been increased, but on the other 
hand the protected bathing area has been commensurately 
decreased; among other reasons are dead algae 
accumulations at the protected areas.The regions of 
turbulent water around the edges of the breakwater are 
dangerous for bathers and present another major problem 
resulting from the construction. 
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1967  68    69    70 

SAND  , 
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40,000 - 

20,000- 
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Fig. 12. Tombolo development at the different sites: 
Carmel beach. Netanya and Tel Aviv. The upper graph 
shows the cumulative percentage of the tombolo's area 
while the lower one shows cumulativesand volume both 
show the relatively quick sand accumulation at the 
early life stages of the structures. 
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Fig.13.Central Israel - underwater relicts' of 
kurkar strata showing the clear outlines of two 
submerged ridges and a wadi (dry creek) between them. 

1" iq. IS.   Severe  beach  erosion   near offshore 
struct u r e s.   t-iq •_ 15a.  Heavy destruction on the beaches 
south Df  Tel  Baruch  structure  (16/6/80). Fig. 15b. 
Shore buildings north of the Gaza Harbour groins have 
suffered  heavy damage.   Small  nearshore structures 
para 11 el  to  the  beach  were  erected here to prevent 
further collapses.  Ei£L_l.>?.£.•  Exposed beach basement at 
Bat  Y am,  after a  severe  storm (19/4/71) .Damage was 
greater here because  marine  construction on  a  half 
closed pool  in shallow water caused build up of water 
during storms. Ei5^A5J_.   Small  bay  north  of  King 
Herod ' s   ancient   harbour   in  Caesarea. While  in 
operat ion  this now  submerged  harbour  caused  heavy 
damag e to  the Roman  aquaduct and therefore measures 
should have been taken to protect  the  aqua duct  whose 
brok en remnants appear in the foreground. 
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Fig.14a.A map of Netanya's twin breakwaters and 
tombolos, showing the "step by step" growth of the twin 
tombolos and the formation in the internal of a new 
small bay between them. In the first few years the 
cliff at the backshore by the space between the 
tombolos suffered serious abrasion. 

Fig.14b.Hap of Carmel Beach tombolo development from 
its early stages to mautrity. Note the original 
shoreline of August 1965, south of the tombolo, which 
shows the missing beach which has not since recovered. 
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Distance   Length of  Distance 
Site from      breakwater   

shore (m)     (m)     Length 

Mahariyya 70 180 0. 38 
Carmel Beach 200 280 0.71 
Netanya (north) 200 207 0.97 
Netanya (south) 216 240 0.90 
Tel Baruch 100 200 0. 50 
Tel Aviv 1 200 310 0. 64 
Tel Aviv 2 200 240 0.83 

Table 3. Dimensions, distance to length ratio, and the 
average sand layer thickness -for the different sites. 

The data given in Table 3 above was used to determine 
the relationship between the distance to the length ratio 
and the average tombolo sand layer thickness. The graph 
in Fig.16 shows that the sand layer equals zero (i. e. 
that there is no sand accumulation at all) when the 
distance to length ratio is somewhat larger than 2. 

squares  straight  line The equation for  the  least 
through the data in Fig. 16 is: 

Y= 1. 786 - O. B09 x 
Y  is the average sand layer thickness 

of the tombolo (in m). and 
X  is the distance to length ratio. 

where: 
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Fig. 16. 
of   the 

0.50     1.00     1.50     2.00    2.50 
Distance from original shoreline/Length of breakwater 

A graph showing the relationship  between  length 
breakwater.  its  distance  from  the  original 

shoreline and sand accumulation in the different tombolos. 
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This empirical formula is  suppor 
measurements  of the size and quantity 
in the tombolos  developed  in  the  m 
breakwaters   (Nos.    3-9)   in   Tel 
breakwaters' dimenstions and distance 
laboratory  model  studies  by Vajda ( 
distance from shore to breakwater leng 
1.85  and  more.  with  the result tha 
much smaller than  the  ones  develope 
structures  (Fig.17).   Extrapolating 
accumulated in the modeled structures, 
was found with the above Formula.  It 
the model studies hypothesized an unli 
the sites, which perhaps is not the ca 
Tfil Aviv beaches. 

ted  by  the  latest 
of sand accumulated 

ore  recently  built 
Aviv.   These  new 

offshore  came  from 
1975).  The ratio of 
th was  enlarged  to 
t tombolo sizes were 
d  on  the  original 
the sand quantities 
excellent agreement 

should be noted that 
mi ted sand supply to 
se at present in the 

Fig.17. Offshore structures at the Tel Aviv beaches. The 
northern (right) are long and relatively close to the 
shoreline, so that huge tombolos developed. The chain of 
7 breakwaters south of the marina (left) have shorter 
lengths than the northern ones, and are found at somewhat 
larger distances offshore so that the sand accumulation in 
their "shadows" is much smaller. 

SUMMARY AND. CONCLUSIONS 

A very large number of detached breakwaters, groins, 
harbours and other marine structures were constructed 
along the Israeli Mediterranean shore during the late 
sixties and up to the mid-seventies. 

Band accumulated rapidly in the 
up-current.   causing  heavy  damage 

"shaded" areas and 
to the nearby and 

downcurrent beaches. This erosional sand deficit was m 
addition to the large deficit caused by the heavy mining 
of sand for construction purposes up to 1964. 

As most of the detached breakwaters were  constructed 
relatively  close 
developed.   It was 
or negligible when 
original shoreline 
length. 

to  the  shoreline,  large tombolos have 
found here that accretion is very small 
the distance of the breakwater from the 
is  more  than  twice  the  breakwater 
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ItLg. S£Jj£hern fejgs.EJtgs. PJfjiy.i_d.i. an SJI-i-H-SJli. 
!lfLffiSXV5-feE.atiBJl 2_f £L°JsUlcji£.1_ejnt, erosion; kaa£jhes. n_jr_tjh. o£ 
structures wer_e heavi 11| d.ajtajgj__d,_ yj_t_h .tjl_tir. sand cover 
almost tota 11 y removed and. the. b_a.cJj|_hor e. cj_i_f f. 5jfca.,r_.yjn_g_ £o 
collapse .(JLiiLjii.- 

As there was almost no distinctive sand accumulation 
south of the main breakwater of Ashdocl harbour, it 
appeared as if this gigantic structure did not interfere 
with  the  longshore sand transport.  Recently Finkelstein 

(1981) showed that huge amounts of sand are being 
accumulated next to and off the deep parts of the main 
breakwater This accumulation is equal to the transport 
of many years which is removed from the cycle, and the 
beaches north of Ashdod thereby suffer from increased 
erosi on. 

Due to the heavy damage and other environmental 
problems that these structures create, measures should be 
taken to minimize downcurrent erosion as much as possible, 
mainly by a continuing artificial replenishment to the 
affected beaches. On the other hand, i_f_ feeac_h c,,oD.diJLLe.ni>. 
are b_ad, tjh_en offshore structures jshojyjji. b_e e_i_tJver isuUMjveji. 
SX. D_°Jt E-E.riDitt.e_d.. 
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COASTAL PROTECTION DEVICES - A REVIEW** 

D.N. Foster, M.I.E. Aust., M.A.S.C.E.* 

ABSTRACT 

Coastal protection devices include, but are not limited to, dune 
stabilization, seawalls, groynes, detached breakwaters, sand bypassing 
and beach nourishment. These are the "tools". The "rules" for their 
use comes from a knowledge of the beach processes which in many 
instances are site specific. Systems which work satisfactorily at one 
location may not necessarily work at another. A plan is made for 
authors to give more information on these processes when describing case 
histories. 

The variability of the physical conditions and the non-linear 
nature of many of the coastal processes often dictates how coastal pro- 
tection works will behave; a fact which is not always taken into account 
by the designer. 

For coastal protection devices to be developed to their full poten- 
tial requires improved instrumentation and data bases and a greater 
knowledge of the coastal processes than is available at the present 
time. 

1.  INTRODUCTION 

This paper was prepared as an introduction to the poster session on 
coastal protection devices at which seven papers were presented. 
(Reference 1-7). These varied between the use of low cost protection 
measures such as car tyres, sandbags, oil drums and other devices in the 
U.S.A. to the use of sand filled Longard tubes as groynes and seawalls 
in N.W. Canada, massive boulder seawalls in Australia, groynes in Portu- 
gal, large scale sand nourishment and bypassing operations in South 
Africa and detached breakwaters in Japan and Israel. The common denomi- 
nator in these and other studies is, I believe, in the functional design 
based on a knowledge of the coastal processes. 

It is not uncommon to think of coastal protection in terms of dune 
stabilization, seawalls, groynes, detached breakwaters, sand bypassing, 
beach nourishment and so on. Whilst extensions to this array and an 
improved understanding of accepted techniques is most important, this 
does not represent today's "State of the Art" in coastal defense. These 
are simply the "tools" and not the "rules".  The "rules" come from a 

* Associate Professor of Civil Engineering and Officer-in-Charge Water 
Research Laboratory, The University of N.S.W., Australia. 

**This paper is an overview of the papers discussed in the poster session 
on Shore Protection Devices.  The papers discussed are presented in Chapters 
112 - 118. 
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knowledge of the coastal processes. Today's art lies more with the 
capability to understand the relative significance of the various 
natural forces which make defense necessary and the ability of the 
engineer to use this understanding to determine the optimum defense 
strategy making the most appropriate use of all the devices available. 

2.  COASTAL PLANNING 

The first coastal protection device that should always be con- 
sidered is that of coastal planning. Within this context the question 
can be aptly asked as to why coastal protection is necessary at all? 
Inevitably the answer will be that man wants to use the land which 
nature wants to take away for purposes such as: 

• Recreation 

• Housing 

• Industry 

• Airports 

• Harbours 

• Reclamation 

This more often than not, means that man is in conflict with nature 
right from the very beginning. In comparison to other forms of develop- 
ment the coastal region tends to be different in that the highest valued 
land is commonly in the area of highest risk (Plate 1). 

This is in contrast to flood plain land for example which tends to 
have the opposite trend with property values decreasing with the 
increased risk of being flooded. However in some respects the two have 
much in common. 

• A certain level of protection can be justified by the reduced 
damages that it will provide 

• Reduction of risk encourages further development 

• Further development results in increased damages which justi- 
fies a higher level of protection. 

This type of development in the past has ended up with the need for 
massive expenditure of funds to fight a never ending battle against ero- 
sion. More careful planning by our forefathers in many instances would 
have avoided or reduced the problems and the associated cost. 

It could be argued both then and even today that many of the mis- 
takes have been made because of our lack of understanding of the coastal 
processes involved. However examples of poor engineering practice in 
the management of the coastal zone are still evident in almost all 
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PLATE 1: - HIGH VALUE DEVELOPMENT IN AREA Or HIGH RISK 

PLATE 2: - DAMAGE FROM NATURAL LONG TERM EROSION 
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countries throughout the world and all too often it is a case of trying 
to provide coastal protection to a problem which could have been avoided 
by more careful initial planning. Much of the blame must be laid on the 
inability of the engineer to convince the public and the legislators of 
the need for such planning and the long term benefits which would even- 
tuate. 

3.  THE DIFFERENTIAL LITTORAL DRIFT COASTLINE 

One of the most difficult coastal erosion problems is that pertain- 
ing to the differential littoral drift coastline resulting from a change 
to the littoral supply (Reference 1,5) or because of the natural confi- 
guration of the coast as exemplified by the Byron Bay embayment in 
northern N.S.W., Australia (Reference 8). At Byron Bay the littoral 
input is 15,000 m3/year whilst the output is 200,000 m3/year. As a 
result the whole of the embayment is eroding at rates between 1 to 5 
m/year, except where the coastline is held by retaining structures such 
as groynes, seawalls or training walls. The end result of a small vil- 
lage built in the path of the sea is shown in Plate 2. The long term 
fight against erosion has been lost with seawalls gradually being out- 
flanked and finally succumbing to the forces of the sea. 

The owners of these homes undoubtably agree with the second demand 
for coastal protection suggested by Per Bruun (Reference 9) "Thou shall 
protect it against the evils of erosion". However, on further thought 
is erosion all that evil? Most modern day coastal protection strategies 
start with a statement of the sediment budget relating sand supply to 
and sand losses from a coastal region; and are aimed at reducing losses 
(by the use of groynes, detached breakwaters, dune stabilization, or 
bypassing plants for example) or by increasing the supply (by beach 
nourishment and sand bypassing for example). When we look at the sedi- 
ment budget on an eroding coast one of the major supply terms is the 
coastal erosion itself which implies that if an eroding section of the 
coastline is protected by any method other than beach nourishment 
accelerated downdrift erosion will result. It is for this reason that 
it is difficult to simultaneously satisfy Per Bruun's second demand for 
coastal protection as set out , above with the seventh "Thou shalt not 
steal thy neighbour's property, neither shalt thou cause damage to his 
property by thy own protection". 

How do you provide protection to a shoreline such as Byron Bay? 

• By beach nourishment provided there is an unlimited quantity 
of sand available which there isn't 

• By seawalls or dykes provided you are happy to convert a sandy 
recreational beach into an artificial rocky coast which you 
are not 

• By use of structures such as groynes, detached breakwaters, 
artificial headlands designed to equalise the littoral drift 
over the entire physiographic unit provided you can afford the 
cost which you can't. 
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In practice the cost of any of these options is often prohibitive, 
except in very densely populated areas or where they are associated with 
major harbour and port development. 

A lower cost solution (particularly for relatively undeveloped sec- 
tions of the coast) would be to provide protection to some sections of 
the coastline and accept accelerated erosion at others. This requires 
the acceptance by government and the public to changes in the configura- 
tion of the coastline. Under present legislation and the land rights of 
private individuals this is not easy to achieve. This cause has not 
been helped by the tendency for engineers in describing coastal protec- 
tion case histories to give so little detail of what has or will happen 
outside of the area of immediate protection. 

4.  NATURE AS A SCALE MODEL 

Nature provides many examples of coastal protection and coastal 
erosion. It is common to use small scale hydraulic models to assess the 
effect of large scale engineering works (Reference 7). Sometimes it is 
forgotten that a model does not have to be smaller than the prototype as 
the powerful principals of similarity and dimensional analysis are com- 
pletely reversible. For Froudian scaling the length scale is propor- 
tional to period squared and consequently laboratory and nature provides 
a wide range of examples which can be scaled both up or down. Conse- 
quently the model studies of detached breakwaters undertaken by Rosen 
and Vajda (Reference 7) have much in common with the studies undertaken 
by Edge (Reference 2) in bays and lakes and those of Toyoshima (Refer- 
ence 1) for the Pacific Ocean. 

Consider the tidal inlet. In Australia such inlets at coastal 
lagoons, creeks and river systems are often closed off by the longshore 
transport under wave action, only to later break out during high fresh 
water or flood flows. From the study of the effect of artificially 
opening of the entrance of a small tidal lagoon at Dee Why, (Reference 
10), Gordon was able to identify and to quantify a rather unusual cause 
of beach erosion at a much larger scale which can be typified by the 
conditions at Tathra in southern N.S.W. (Reference 11) as shown schemat- 
ically in Figure 1. 

This beach is a relatively small pocket beach contained between two 
major headlands. The Bega river, which is known to supply sand to the 
coast, enters the system at the northern end. As for most Australian 
rivers, daily flows in the Bega River vary from zero to very high flood 
flows. During relatively low river flows a plug of sand is moved from 
the beach resulting in shoaling of the mouth. During major floods this 
plug of sand is flushed far out to sea to form a shoal of mixed marine 
and fluvial sand. In the post flood period much of this sand bypasses 
the Tathra system under the predominant southerly wave climate. During 
the same period beach sands are moved in to reform the shoals at the 
entrance. As a result rapid erosion of the beach results after each 
flood event which slows down as the shoals are re-established. 
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If it is accepted that nature provides us with many examples of 
both coastal erosion and protection it is surprising that not more use 
is made of this model, and to use conditions in bays and lakes to make 
quantitative predictions of what will occur in the ocean or vice versa. 
This technique was used by the author with some success to transfer the 
known behaviour of the sand bypassing system at Channel Island (Refer- 
ence 12) to a less exposed region in Western Australia (Reference 13). 

One of the reasons the technique is not used more often is, I 
believe, because many papers on case histories do not give sufficient 
detail of the physical parameters such as wave climate and its variabil- 
ity, local currents, tides, sediment characteristics to enable such 
scaling to be undertaken with confidence. 

5.  VARIABILITY OF COASTAL PROCESSES 

The variability of the coastal processes often means that coastal 
protection is site specific. One form of protection which may work 
effectively at one location may be totally ineffective at another. Per 
Bruun (Reference 9) noted that when the techniques of the successful 
Dutch groynes were transferred to Denmark they did not work and large 
scale downdrift erosion resulted. It was suggested that this was 
because the Dutch groynes were supplied with sand by tidal currents 
whilst the Danish groynes were not. 

This point can be further illustrated by the behaviour of the 
coastline adjacent to three natural detached breakwaters formed by 
offshore islands in Australia as shown schematically in Figures 2-4. 

The first example is at Palm Beach near Sydney in N.S.W. (Refer- 
ence 14). The coastline has a near zero net littoral drift. Because of 
the wave protection provided by an offshore island a shore connected 
tombola has developed. The tombola is of sufficient height and width 
not to be breached by even the largest storm and it forms a natural sand 
breakwater to a recreational harbour in its lee. Aside from normal 
changes in the beach profile resulting from rough and calm weather con- 
ditions the beach system is relatively stable. 

The second example is on the Warilia-Perkins beach system to the 
south of Sydney (Reference 15). The total beach system is bounded by 
two major headlands which inhibit any significant movement of sediments 
into or out of the embayment. An offshore island within the embayment 
separates Warilla beach from Perkins beach. During calm weather sand is 
moved from both beaches into the lee of offshore island to form a tom- 
bola which eventually becomes connected to the island to form a groyne 
which inhibits further sand movement. During storms, which are dom- 
inantly from the south, the tombola is breached and the sand (some of 
which originated from Warilla) is transported northwards onto Perkins. 
The process then repeats itself. Consequently Warilla beach is suffer- 
ing continuous erosion whilst Perkins is continuously accreting. The 
offshore island, which is acting as a detached breakwater, is obviously 
the cause of the erosion of Warilla beach. 
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The third example is at Currumbin on the Queensland Gold Coast 
(Reference 17,18). The situation is similar to the previous example in 
that an offshore island which acts as a detached breakwater separates 
the beaches of Currumbin and Palm Beach (Queensland) and basically 
behaves in a similar way. During calm weather a tombola is formed in 
the lee of the breakwater eventually becoming connected to the island 
after which it acts as a groyne. During storms, which are again predom- 
inantly from the south, the tombola is breached and sand is transferred 
northwards. The basic difference between the Warllla/Perkins and Cur- 
rumbin systems is that for the latter there is a net littoral drift of 
some 300,000 m3/year (Reference 19). Surveys (Reference 17-18), have 
shown that during calmer weather practically the whole of the littoral 
drift over a period of years may be stored on the beaches to the south 
only to be transferred to the north within days during a storm. As a 
result the beaches to the north tend to erode during calm weather and 
build up during and following a storm, a paradox to that normally 
expected. 

A further consequence of this action is that the sand is supplied 
to the coast in slugs. Tracer measurements by Chapman and Smith (Refer- 
ence 20) indicate that these slugs maintain their identity over a sub- 
stantial period of time and over long distances. Consequently at any 
given time some sections of the coastline tend to be under-nourished 
whilst others are over-nourished. 

Plate 3 shows the end result of two houses at Wamberal on the 
N.S.W. central coast which were unlucky enough to be sited opposite a 
rip current on an under-nourished section of the coastline when a 
moderate storm occurred. Some weeks later the system had moved some 200 
m to the north as indicated by the undermining of a flexible gabion mat- 
tress placed as toe protection i-n front of a Seabee seawall (Plate 4). 
The importance of toe protection, the desirability of flexibility of toe 
armour and the need to allow for the variability of the physical 
processes in seawall design (Reference 4) is obvious. 

As coastal processes differ from site to site, no all embracing 
rules can be set down for the design and use of coastal protection dev- 
ices. It is important that papers describing case histories of coastal 
protection give sufficient detail of the coastal processes to adequately 
assess their use in other areas. 

6.  NON-LINEARITY OF COASTAL PROCESSES 

Closely related to the variability of coastal processes is the 
highly non-linear nature of these processes. The C.E.R.C. equation 
indicates that longshore transport is proportional to wave height 
squared. Einstein's equation indicates that bed load transport in 
rivers is proportional to discharge squared and velocity to the fourth 
power. In other formulae the power may differ but it is always substan- 
tially greater than unity. Consequently the larger events play a major 
role in the movement of sediment to and along the coast. For example a 
flood with a flow of 10 times the average can carry 100 times the sedi- 
ment load of the average flow. 
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PLATE 3: - DAMAGE RESULTING FROM SHORT TERM CHANGES 

PLATE k:   - SCOUR BLANKET PROTECTING SEAWALL AGAINST SHORT TERM VARIATIONS 



COASTAL PROTECTION DEVICES 1869 

Currents induced at coastal protection works will obviously have a 
very significant effect on how these protective works behave. 

An example of using the non-linearity of coastal processes to 
advantage is at Durban (Reference 21) where an artificial offshore sand 
bar was constructed to protect the beaches. The sand was obtained from 
dredging of the nearby harbour. Small to moderate waves pass over the 
bar with little change to the natural surfing and recreational use of 
the beach. Under storm conditions the sand bar acts as a submerged 
breakwater forcing the waves to break and dissipate a proportion of 
their energy. As sediment transport is approximately proportional to 
wave height squared there should be a rapid response to the reduced wave 
height. 

The non-linear nature of many of the coastal processes and the 
variability that this produces is not always taken into sufficient 
account in the design or the description of coastal protective works. 

7.  THE FUTURE 

More initiative and lateral thinking is needed in the design of 
coastal protection works if the engineer is to be more successful than 
he has been in the past. Dune stabilization, seawalls, groynes, break- 
waters and artificial nourishment will continue to be important tools. 
However this should not blind the engineer to other methods which might 
be equally or more effective. 

If erosion is accepted as an ally as well as an enemy restructuring 
the shape of the coastline by providing sacraficial land has much to 
commend it. 

At Port Botany (Reference 22) and Philip Point (Reference 23) con- 
figuration dredging has been used to change the wave refraction pattern 
and redistribute the wave climate to that more suitable for port opera- 
tions. If configuration dredging has been successfully used in these 
two examples, it can obviously be considered in association with 
offshore beach nourishment programmes to deflect wave energy onto head- 
lands or rocky sections of the coast whilst reducing wave energy or 
changing wave direction along the sandy beaches. 

As the relationship between sediment transport and velocity is 
highly non-linear methods aimed at breaking up destructive currents 
whether they be rip, flood, tidal currents, or currents induced by coa- 
stal protection works must potentially be a very powerful tool. 

Coastal protection devices need to be extended beneath the sea sur- 
face. At Collaroy in Sydney coastal process studies have indicated that 
a major cause of the beach erosion is the result of gaps in a natural 
offshore protective reef, (Reference 24) which if closed would go a long 
way towards eliminating the problem. 

Seawalls do not have to be immobile. A sand breakwater has been 
constructed at Salamander Bay South Africa (Reference 25) whilst a 
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breakwater of run of the quarry rock has been constructed at King Island 
Australia (Reference 26). Beach nourishment is a seawall of sand and 
shingle beaches serve the same purpose. There would appear to be a wide 
range of options within these limits awaiting future development. 

It is now possible by the use of chemicals to turn sand into beach 
rock at relative low cost (Reference 27) which opens up many possibili- 
ties for the future. 

These are but a few of the options which are or may become avail- 
able in the future. 

8.  CONCLUSIONS 

1 would reiterate my introductory remarks. Coastal protection dev- 
ices are simply the tools, the rules for the use of these tools came 
from a knowledge of the local coastal processes pertaining to each 
specific site • It is only when these processes are known will the 
engineer be able to develop coastal protection devices to their full 
potential. Much work and improved instrumentation and data bases are 
needed to refine the knowledge in this area. 
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VARIATION OF FORESHORE DUE TO DETACHED BREAKWATERS 

by 

Osamu TOYOSHIMA 

1. INTRODUCTION 
As coastal areas are very valuable for mountainious Japan,  many 

countermeasures against beach erosion have been taken. The length of 
seawalls for beach erosion amounts to 5,600 kilometers, which is much 
longer than the length of seadikes for flood tide, which is 2,900 kilo- 
meters.  In addition, 10,000 groins and 2,300 detached breakwaters have 
already been constructed for beach erosion.  Especially, we used many 
detached breakwaters for the last ten years. 

Fig.1 showes the increase of total length of seawalls and seadikes 
for the last twenty years. 

T 
Total lenglVii!!^! 

5,57^" 

Fig.1 Increase of seawalls and seadikes in Japan. 

The rate of the increase of seawalls and seadikes are as follows 
respectively. 

seawalls   :  5,579 km / 2,686 km = 2.08 

seadikes   :  2,838 km / 1,818 km = 1.56 

Professor, Faculty of Marine Science and Technology, 
1000, Orido, Shimizu-shi  424  Japan 

TOKAI University, 

1873 
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3000-,1500O 

Fig. 2  Increase of groins and detached breakwaters. 

Fig.2 showes the increase of number of groins and detached break- 
waters for the last twenty years.  The rate of the increase of groins 
and detached breakwaters are as followes respectively. 

groins 

detached breakwaters 

10,043 / 5,448 = 1.84 

2,305 /   205 =11.24 

It was in the year 1966, that the author proposed a new detached 
breakwater system as a new countermeasure against beach erosion. After 
the year 1970, number of detached breakwaters showes sharp increase in 
contrast with that of groins in Fig.2. 

Here, I take the Kaike coast as an example of the detached breakwater 
system, and show the variation of the tombolo and sea bed in the fore- 
shore due to the detached breakwaters. 

2.OUTLINE OF THE KAIKE COAST 

Kaike coast locates on the root of the Yumiga-hama Peninsula which 
is believed to be a sand spit formed by sand deposition discharged from 
the Hino River that fed sand to this coast. 

Huge waves from the east-northeast are refracted in Miho Bay as shown 
in Fig.3. These refracted waves give rise to the longshore current in 
the western direction along the Yumiga-hama Peninsula. 

In the 1910's, the shoreline of the Kaike coast was advancing off- 
shoreward year by year, and at that time, Kaike coast had sandy beach 
of width of more than 200 meters. 

About 1920, iron sand collecting for Japanese traditional steel 
making was abondaned in the upper reaches of the Hino River. In addition 
to this, a number of Sabo dams and agricultural weirs were constructed 
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along the Hino River.  These facts brought a remarkable reduction  in 
sediment supply from the Hino River, and the advancing tendency of the 
Kaike coast turned into the receding one.  The shoreline at Kaike  has 
receded more than 200 meters during the last half century. 

Fig. 3  Kaike coast and longshore current. 

In 1947, after the War, the first experimental groin composed of 
rubble stones was constructed.  Between 1949 and 1954, thirteen groins 
composed of large scale concrete blocks were constructed. As seen  in 
Fig.4, the function of groin system gave satisfactory effect in 1954. 
In 1955, the Kaike coast was heavily eroded by giant waves caused by a 
typhoon and shoreline was in full retreat. 

1       built   in   '47       8-10     built in   '52 
2         '49      11          '• *   '53   
3-6        '50      12-14          " ••   '54 
7         '51 

3 11 

14 10 9        J_.        5 

0     50    100 200 300 400 500m        Kaikp  Coast 

Shore   line   in  July   '54 
"      "    Sept.'55 

Fig. 4  After completion of groin system, Kaike was eroded. 

After the heavy erosion due to a typhoon, seawalls along the shore- 
line were constructed.  Based on the technical consideration in those 
days, concrete stepped face seawalls illustrated in Fig.5 have been 
adopted as suitable prevention structures against beach erosion in Japan. 
The construction of seawalls was made between 1955 and 1961. For several 
years after the completion of the seawalls, the Kaike coast looked like 
a stable beach, where very wide sandy beach extended in front of the sea- 
walls. 

Even when the Kaike coast seemed to be stable, a large amount of 
beach sediment was carried offshoreward with every attack of severe wind 
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waves in winter.  After a lull in beach retrogression, Kaike coast began 
to retreat again in the early 1960's.  Incident waves directly struck 
and overtopped seawalls.  In order to reduce wave overtopping, wave 
defence works composed of artificial concrete blocks were constructed in 
front of the seawalls. 

2.00 m 3.00 m 50 3.50 m 

+ 4.50 m 

^ 
vJ§,-::--:^n 

Timber pile .15" 3 .0 m 

, Timber pile .15x3 .0 m 

P.S.cone.pile 5.00 m 

Fig. 5  Concrete stepped face seawalls was adopted. 

Fig. 6  Seawalls were constructed between 1955 and 1961. 

As severe waves have repeatedly hit the Kaike coast, the combination 
system of groins and seawalls with wave defence works has shown its 
inadeqacy in the protection function against beach erosion, when incident 
waves approach normally to the shoreline, some portions of incident wave 
energy are reflected from the seawalls.  This wave reflection results in 
considerable scour in front of seawalls and receding waves take away 
beach sediment offshoreward.  Due to these unfavourable effects by the 
seawalls, groins and wave defence works settled and scattered.  In the 
early 1970's, the Kaike coast was severely eroded again. 

3.  PROPOSAL OF A DETACHED BREAKWATER SYSTEM 

Countermeasures against beach erosion in Japan was studied on a trial- 
and-error basis until the recent years.  Many prevention works, such as 
seawalls and groins, have been constructed during the past thirty years. 
However, as the results of field investigations, it has become clear 
that, seawalls and groins have not been necessarily useful for beach 
erosion prevention, and adversely, in some cases they have promoted the 
beach erosion.  Then, the author proposed a detached breakwater system as 
a new measure. 
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The first experimental work of this system was carried out on Isizaki 
coast, Hokkaido Prefecture, under the direction of the author in 1966. 
Soon after the completion of the work, the tombolo was formed behind 
the breakwater, and the system was effective in the restoration of 
shoreline.  Generally, of cause, construction work of the detached 
breakwaters is not easy and maintenance cost is also high, when they 
are constructed on steep and deep sea bed. 

The detached breakwater system at Kaike coast was proposed by the 
author as a new countermeasure against the beach erosion.  However, 
the planning position of the breakwaters had considerably deeper depth 
than those where the previous experimental breakwaters were constructed. 
Therefore, the adoption and positioning were determined after long 
series of field surveys and researches. 

4.  CONSTRUCTION OF THE DETACHED BREAKWATER SYSTEM IN KAIKE COAST 

In June 1971, the construction of the first breakwater in Kaike 
was commenced, and was completed in September of the same year. 
The breakwater with the length of 150 meters was constructed 110 meters 
offshoreward from the seawall where the water depth was about 5 meters. 
The breakwater as seen in Fig.7  was composed of rubble stones and 
armoured by tetrapods. 

Fig. 7  Cross-section of the breakwater in Kaike 

The breakwater has been quite effective in trapping sand trans- 
ported from offshore zone and in forming a large scale tombolo behind 
it.  The thickness of deposited sand was about 4 meters at the apex of 
the tombolo, and about 2 meters in front of the seawall. 

971   Mar. 1972 

Fig. 8  The first breakwater was constructed in 1971. 
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Encouraged by the successful result of the first experimental 

detached breakwater, three more breakwaters were constructed as planned 
in the following three years. 
The breakwaters, whose lengths were 150 meters, were positioned at 

equall space of 50 meters.  The No.1 breakwater was constructed in 

downdrift zone of the longshore current along the Kaike coast, and the 
No.2 was constructed on the updrift side of the No.1 breakwater. 
In progress of the No.2 breakwater construction, beach retrogression 
in the downdrift zone of the No.1 breakwater was observed. 
To eliminate the undesirable effects by the Nos.1 and 2 breakwaters, 
the No.3 breakwater was sited on the downdrift side of the No.1 break- 

water.  The No.4 was in the updrift side of the No.2 in order to 
increase the covering area. 

( c • An;;. 1973   Mar. 1975 

Fig.9  The No.4 breakwater was constructed in 1974. 

During the later seven years, seven breakwaters were constructed 
annually, one breakwater every year respectively.  In 1981, the 
detached breakwater system in the Kaike coast has completed with 

eleven breakwaters construction. 

Fig. 10  The detached breakwater system has completed in 1981. 



FORESHORE VARIATION 1879 

5. TRANSFORMATION OF SEA BED 

Before the construction of the breakwaters, there were considerable 
transformation in the sea bed configuration.  However, after the 
construction, the transformation of" the sea bed have become very 
little.  Fig.11 and Fig.12 are typical example of survey results for 
profile line No.8 which is located at the center of the No.2 break- 
water . 
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Fig. 11  Transformation of sea bed on the section No.8 

The survey have been executed twice a year, spring and autumn. 
Fig.11 shows some striking transformations of the sea bed extracted 
from the annual survey results. 
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Fig. 12 Annual transformation of shoreline and sea bed on No.8 

The greatest transformation of the sea bed configuration came about 
during March and Autumn in 1963.  Maximum erosion of the sea bed 
amounts to about five meters in depth on the point 200 meters distant 
from the seawall. 

In Fig.12, (S) represent the horizontal distance of shoreline from 
the seawall, and (A), (B) and (C) the water depth from the still sea 
water level at the points of 100, 200 and 300 meters distant from the 
seawall.  The No.2 breakwater was constructed in front of the section 
No.8 in August 1972.  Right after its construction, the sea bed at the 
point (A) indicated a remarkable shoaling, and the shoreline (S) 
greatly advanced.  Since then the shoreline and sea bed have been very 
stable in contrast with that before the construction of the breakwater. 

6. VARIATION OF SHORELINE AND EQUI-DEPTH LINE 

Figs.13 to 20 show the variation 
before and after the construction o 
Before the construction, there was 
line and equi-depth line.  However 
tions of sea bed have become very 1 
transported from the offshore zone 
waters not only onshore side but al 

Still more strange to say that 
sea bed has become very smooth, uni 
the row of detached breakwaters. 

We can not explain the reason of 
now. 

of shoreline and equi-depth line 
f the detached breakwaters. 
considerable variation in the shore 
since the construction, the varia- 

ittle, and a lot of sand were 
to the nearby areas of the break- 
so offshore side of the breakwaters, 
the equi-depth line at the offshore 
form and paralleled to the line of 

this flat and plane sea bed even 
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7.  VOLUMETRIC CHANGES IN THE SEA BED 

Table 1 shows volumetric changes in the beach profiles calculated 
from the survey results during the period from September 1971, before 
the construction, to March 1982, after the construction of the eleventh 
breakwater. 

Table 1  Volumetric changes in the sea bed after the construction 
of the detached breakwaters. 

Number  of 
breakwater 

Onshore  side 
of breakwater 

Offshore side 
of breakwater 

Total volume 

No. 1 break- 
water  zone 

+ 35,800 m3 + 86,100 m3 + 121 ,900 m3 

No. 2 break- 
water  zone 

+ 48,800 + 89,200 +138,000 

No. 3 break- 
water  zone 

+ 18,300 + 49,200 + 67,500 

No. 4 break- 

water  zone 
+ 45,000 + 84,200 +129,200 

No. 5 break- 
water  zone + 18,900 + 21,800 + 40,700 

No. 6 break- 

water  zone 
+ 28,900 + 95,400 +124,300 

No. 7 break- 
water  zone + 24,800 - 19,500 +  5,300 

No. 8 break- 
water  zone 

+ 15,300 - 43,700 - 28,400 

No. 9 break- 

water  zone 
+ 13,400 - 31,600 - 18,200 

No.10 break- 
water  zone 

+ 28,300 - 41,100 - 12,800 

No.11 break- 

water  zone 
+  7,400 - 68,700 - 61,300 

Total +284,900 m3 +221,300 m3 +506,200 m3 

It is noticed from this table that a considerable volume of sand 
has been deposited on the sea bed in the onshore and offshore zones 
of the breakwaters since the construction schme of detached breakwaters 
commenced.  However, there are some erosion in the offshore zone of 
station Nos.7 to 11.  These areas correspond to down drift of the 
littoral transport in Kaike coast. 

Now, Kaike coast has gained a stable sea bed and shoreline by virtue 
of this detached breakwater system. 
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8.  OTHERS 

Although the detached breakwaters are very effective in the shore- 
line protection, some problems involved in this system still remain 
to be solved.  The most important problem is subsidence of the break- 
waters.  Up to now, the subsidence of the breakwaters in Kaike coast 
is fortunately considered to be moderate, but it is urgently needed to 
develop methods by which the speed of subsidence can be minimized. 

Hereupon,  our efforts must be continued without a break, so that 
the re-created beach may not be lost again. 

(END) 



RESULTS OF SHORELINE EROSION DEMONSTRATION PROGRAM 

B. L. Edge1 M. ASCE and J. G. Housley2 M. ASCE 

1 .  Introduct ion 

Very little has been done in the United States to assist 
the private landowner when his property has been 
threatened by coastal erosion. Primarily, efforts have 
been concentrated on large scale shoreline protection 
efforts which cover municipalities or large regions. 
These efforts have been basically Federal or large state 
projects. Between 1974 and 1980, the United States 
government conducted a national program to fill this void 
by demonstrating a low cost technology for shoreline 
defense. The objective of this paper is to report on the 
program itself and its results. 

2.  The Sect ion 54 Program 

The United States Congress in 19 74 authorized in Section 
54 of Public Law 93-251, 93rd Congress, a program to 
develop and demonstrate low cost methods of shore 
protection. Further the Act specified that the Chief of 
the U.S. Army Corps of Engineers was to conduct this 
program and appoint a Shoreline Erosion Advisory Panel 
(SEAP) to advise him on its execution. Members of the 
Panel represented various geographic areas, professional 
disciplines, employers, and environmental groups. All of 
the members however, had knowledge and experience in some 
aspect of shoreline erosion and protection. The 
legislation specifically stated that the program would 
include a minimum of sixteen sites from around the 
shoreline of the United States. Six of these sites were 
to be in Delaware Bay, as mandated by the legislation, and 
the other ten sites were to be selected based upon the 
criteria provided by the SEAP. The selection of devices 
or systems of devices to be demonstrated at the specific 
sites was made by the Chief of Engineers, based on the 
recommendat ion of the Panel. 

President,  Cubit  Engineering Limited,  P.O.  Box  1271, 
Clemson SC  29631 

20ffice   of  the  Chief  of  Engineers,   HQ(DAEN-CWP-F) , 
Washington DC  20314 
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Additionally the Act allowed that non-Federal lands could 
be used for demonstration sites as long as the non-Federal 
owner had a sponsor which was willing to pay at least 25% 
of the construction cost. Also as a part of the program, 
a number of low cost, shore protection systems, already 
installed at other sites, were included in the monitoring 
program. Including these additional sites allowed 
observation and evaluation of a greater number of devices 
and environmental conditions than would have been possible 
with only the sixteen mandated sites. 

Another important feature of the legislation was that the 
effectiveness of vegetation was to be demonstrated 
wherever it could be employed. Often it was necessary to 
employ vegetation in conjunction with a protective 
structure until it was able to sustain itself under the 
environmental conditions. The Soil Conservation Service 
of the Department of Agriculture was involved in much of 
the vegetative work, selecting indigenous vegetative 
species, assisting to plant the materials, and in 
evaluating the response of the plants to the environmental 
condit ions, 

Each of the sites was monitored intensively by the Corps 
of Engineers. Monitoring included wind, wave and current 
data on a daily basis as well as bathymetric surveys, 
ground photographs and aerial photography flown at about 
three-month intervals. Sediment samples were collected 
from the beach and offshore. A Corps engineer would visit 
a site at least monthly to report on its status. A 
special monitoring program was used for the vegetative 
aspects of each site. The monitoring program was very 
comprehensive although few quantitative measurements were 
taken. The results of the monitoring were assimilated and 
analyzed by the Coastal Engineering Research Center. 

3.  Re suits 

Originally the program was to have continued for five 
years, however, few projects were tested for more than two 
years. Thus interpretation of the performance of these 
structures is limited by the short life of the program. A 
summary, by generic system, of the performance of the 
devices that were installed and monitored under this 
program is included in Table I. Those that were "possibly 
successful" are devices which did not fully succeed at the 
particular installation that was monitored, but the 
devices could have succeeded if they were either in a more 
appropriate environmental location or had minor changes to 
the initially designed structure. Table II gives specific 
comments on the modifications which could be made to make 
some devices successful. 
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Of the materials tested in the program, it was found that 
quarry stone rubble performed well and survived longer 
than any other type of device. However, it was seldom one 
of the lowest cost devices employed. On the other hand, 
concrete rubble was only satisfactory when used with 
adequate filter material and shaped appropriately to 
eliminate flat and elongated pieces. In areas of the 
country where t imber was an abundant material, it proved 
to be very successful because of its cost and the ease 
with which it could be shaped and fastened together. In 
the Alaskan environment, the steel drum proved to be one 
of the most effective and lowest cost devices available. 
Although these would ordinarily not be the first choice 
for shore protection, because of the abundance in that 
area, they have proved to be quite useful. Corrosion was 
a problem however, whenever they were used south of the 
Arctic Circle. 

Generally only those Gabion structures which were filled 
with stone larger than four inches in diameter proved 
useful in sites exposed to even moderate wave energy. The 
Gabion basket is a low cost device which is easy to 
install and will perform well functionally. Many baskets, 
however, were ripped open either from vandals, floating 
debris or movement of stone inside the baskets during wave 
action. Similarly Longard tubes were effective 
functionally as breakwaters, bulkheads, revetments and 
groins. However, at every site they were badly damaged by 
vandals or floating debris. When built in the dry, the 
Longard tubes could be coated with a sand-epoxy coating 
which would help to minimize damage. However, when the 
structures were ins tailed in the water, no protective 
coating proved successful. Sand bags proved very 
effective functionally, but they were subject to the same 
damages by vandals and debris as the Longard tubes. Bags 
filled with a sand-cement mixture hardened into concrete 
modules that generally hold their shape together well 
after the fabric deteriorates. 

In practically every demonstration project, a device was 
built with and without filter cloth to illustrate the 
importance of a filter. Although it is quite common 
knowledge among the coastal engineering community that a 
filter material is necessary, it was important that this 
should be emphasized. 

Used rubber tires were successfully employed in several 
structures, although they were somewhat unsuccessful in 
others. In general they functioned very well as floating 
breakwaters, but did not function well as a revetment even 
when filled with concrete. Although the tires were never 
aesthetically pleasing, they tended to be both 
functionally and structurally successful on many 
occasions . 
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Vegetation was used primarily as a shore protection device 
only in very low wave energy environments when the 
underlying soil was adequate for their growth. Often the 
vegetation was employed in conjunction with another type 
of device which would provide appropriate shelter for the 
plant material to begin growth. Best results occurred when 
an underlying layer of loam or peat existed beneath a 
veneer of sand. Vegetation varied considerably around the 
country according to the locally available and adequate 
species. In all regions efforts were made to employ 
intertidal, supertidal and upland plant materials wherever 
appropriate . 

4.  Pis seminat ion 

One of the important aspects of the program was the 
dissemination of the results to the public. A 
dissemination program was planned by a team of SEAP 
members, Corps representatives and a private contractor. 
The basic document which summarized the entire project 
including all devices at each site was that prepared for 
the U.S. Congress (2). That publication has a history and 
compilation of all data at each site. 

The basic components of the dissemination program which 
were prepared for the public are: 

Low Cost Shore Protect ion: A Property Owners 
Guide - This report is intended for owners of 
property who face the decisions of dealing with 
their erosion problems. It contains information 
on the shoreline processes, explains available 
alternatives, reviews the decision process 
leading to a choice among solution options, and 
identifies sources of additional help. 

Low Cost Shore Protect ion: A Guide for 
Engineer s and Contractors - This report was 
prepared to familiarize engineers and 
contractors with established methods of low cost 
protection. It is written for those familiar 
with traditional civil engineering design and 
construction but who are not specialists in 
coastal engineering or shoreline protection. 

Low Cost Shore Protect ion: A Guide for Local 
Government Off ic ia Is - This report was prepared 
to assist and inform those government officials 
who have some involvement in shoreline erosion 
control through planning, permitting regulation 
or other function. The report includes a 
description of shoreline processes, devices 
available for use as solutions, guidance for 
selection    from    alternatives,    permitting 
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requirements  and  a  directory  of  information 
sources . 

These three volumes provide the basic information for non- 
specialists to understand the erosion process, protection 
techniques and available devices. Although these 
references are oriented to low wave energy 
environments, the information is useful for all waterfront 
property owners. Each of these documents are available by 
contacting J. G. Housley, Office of the Chief of 
Engineers, HQ(DAEN-CWP-F), Washington DC  20314. 

The program also developed brochures describing each 
demonstration site for those who could visit the area. At 
the conclusion of the program four regional workshops were 
held to acquaint the Corps district offices and state and 
local government officials with the results of the 
program. A 50-minute slide presentation is also available 
to present the results of the program to local groups. It 
presents a summary of coastal processes, available 
alternatives, and requirements for a successful project. 
The slide presentation can be obtained by contacting a 
Corps of Engineers district office or through the address 
given above . 

5 .  Conclusions 

Although low cost shore protection is amenable to only 
select sites, it certainly is a concept that has to be 
explored for the thousands of miles of eroding shoreline 
which are in the hands of private citizens. The results 
of this program will be helpful to the landowner in 
identifying the type of solution which he may employ and 
how to go about designing those solutions for his own 
particular problem. 

6.  References 

1. Edge, B.L., J.G. Housley and G.M. Watts (1977). A 
Review of the National Shoreline Erosion Control 
Program, Journal of the Marine Technology Society, Vol. 
11, No. 3. 

2. U.S. Army Corps of Engineers (1981). Low Cost Shore 
Protection: Final Report of Shoreline Erosion Control 
Demonstration Program (Section 54). Office of the 
Chief of Engineers, Washington DC. 

3. U.S. Army Corps of Engineers (1982). Low Cost Shore 
Protection: A Property Owners Guide. Office of the 
Chief of Engineers, Washington DC. 



PERFORMANCE OP SAND-FILLED TUBE SHORE PROTECTION 
TUKTOYAKTUK, NORTH WEST TERRITORIES, CANADA 

V.K. SHAH, M. Sc, C. Eng. , M.I.C.E., P. Eng. 
PUBLIC WORKS CANADA, OTTAWA, CANADA 

1. INTRODUCTION 
Seawalls, revetments and groynes designed to protect shorelines require 
normally timber, natural stone or concrete for their construction. In 
Tuktoyaktuk, none of these materials is available and to avoid excessive 
costs, an alternative form of construction, using long sausage shaped 
tubes filled with sand, was devised on an experimental basis. 

Tuktoyaktuk is situated on the eastern side of Kugmallit Bay in the 
Western Arctic at north latitude of 69 deg. 27' and west longitude of 
133 deg. 02'. It is approximately 90 miles north of Inuvik and 1450 
miles northwest of Edmonton (figure 1). The area is mainly comprised of 
a long, narrow, boot-shaped peninsula oriented in approximately 
north-south direction, a complex lagoon, which has been developed as a 
harbour, east of the peninsula and an island straddling the mouth of the 
lagoon (figure 2). Certain dwellings exist at the southern and 
southeasterly shores of Tuktoyaktuk Harbour. A large majority of the 
inhabitants reside in settlements developed on the peninsula and the 
southern area linking the peninsula with the mainland. Tuktoyaktuk is 
used as a transfer point linking the Mackenzie River barge transport 
with coastwide shipping serving the western arctic seaboard and inland 
settlements and bases. As a result of this the TCJK settlement has grown 
to be the largest of the western arctic coast settlements. 

Tuktoyaktuk is receiving further prominence owing to the recent oil 
explorations in the Beaufort Sea and if oil is discovered in the area, 
Tuktoyaktuk will see considerably increased activity and prominence. 
Dome Petroleum and Gulf Canada have already committed large investments 
in administrative support facilities at Tuktoyaktuk and Exxon is moving 
its northern offices there. Tuktoyaktuk is thus likely to become the 
Beaufort Sea administrative support center for the oil and gas 
industry. 

Tuktoyaktuk is generally flat. Its shoreline is demarcated by steep 
cliffs. The Tuktoyaktuk peninsula is approximately 4,400 feet long and 
1,400 ft. to 300 feet wide. It is 5 to 25 feet above the sea level and 
covers an area of approximately 16 acres. The Tuktoyaktuk Island is 
approximately one mile long, and on an average 600 feet wide. The 
island is characterized by its flat top which is approximately 30 feet 
above the sea level and cliffs steeply plunging to the sea. The harbour 
runs inland in a southwesterly direction and is approximately 7 miles 
long. The terrain around the harbour is flat and contains numerous 
lakes. 

The whole shoreline at Tuktoyaktuk has been receding at considerable 
rates. Reports indicate that similar erosion is occurring along much of 
the adjoining coastlines. The length of shoreline of inmediate concern 
was the shoreline at the settlement peninsula where several buildings 
including a local school were under threat of being undermined. There 
were no precedents of shore protection works in the arctics where the 
erosion regimes are different from those in the south, and a decision 
was made to protect the school building as a prototype experiment to 
learn from and develop a design to protect the whole settlement 
peninsula. 
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2. COASTAL GEOMORPBOLOGY 
2.1 General 
The coast of Tuktoyaktuk can be described as a shallow, embayed and 
receding coast. It is generally flat and contains narrow beaches and 
steep cliffs. The area is mostly underlain by fluvial sands and silts 
and fine grained deltaic sands. These deposits are capped by a thin 
layer of a mixture of sands, peat lacustrine deposits, gravel and clayey 
till lite deposits. The subsurface includes permafrost and lenses and 
sheets of massive ice. 

2.2. Subsurface 
The analysis of test borehole samples and thermistor readings indicates 
that generally the subsurface can be divided into two zones. These 
zones are:  (1) an active zone which is frozen in the winter and thaws 
out in the sunnier and (2) a permanently frozen zone below the active 
zone. The active zone consists of sands, silts and gravel, in places 
covered by peat or organic material. In areas where there is a cover of 
peat the thickness of the active zone as measured was small, varying 
frcm 1 to 2 feet. In the inorganic soils, the thicknesses of the active 
zones measured were relatively large, varying from 4 to 16 feet. The 
permanently frozen zone consists of layers of sands, silts and gravel 
together with ice crystals, lenses of ice and sheets of massive ice. 
The thickness of the permafrost zone was not determined. It is, 
however, known to extend from above to below the sea level, or in other 
words it straddles the sea level (figure 3). 

3. EROSION REGIME 
3.1 General 
There are two major causes of the erosion occurring at Tuktoyaktuk. In 
the warm regions of the world the usual cause of erosion is the physical 
force of the waves. In the arctics, where ice rich soils and massive 
ice abound within the soil, thawing caused by the warmer temperatures in 
the summer and warmer sea water can be a major cause of shore recession 
and an accelerating factor in shore erosion. Both of these phenomena 
impinge on the Tuktoyaktuk coast. 

3.2 Erosion by Waves 
The erosion of Tuktoyaktuk shore, attributable to the physical forces of 
waves, can be seen to be taking place in two distinct ways depending 
upon the shore topography. In places where high cliffs exist, the 
cliffs are degraded by undermining and removal of slices from them. In 
areas where dunes occur, the dunes are shifted landward in varying 
alignments depending upon the direction of storms. The importance of 
these two shore erosion factors compared with the factors of thermal 
erosion discussed in the following section, cannot be precisely 
established. 

The shore material transport rates calculated using a method known as 
the wave energy flux method do not reconcile with the large coastal 
recession rates of Tuktoyaktuk given by aerial photographs and surveys. 
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3.3 Thermal Erosion 
Thermal erosion is considered to be the major contributory cause of the 
coastal recession occuring at Tuktoyaktuk. There are two ways in which 
the thermal action is affecting the Tuktoyaktuk coast. These are (1) 
the melting of the ice present in the coastal land by warm water waves 
at high storm water levels and (2) thawing of the permafrost and ice 
contained in the beach and underwater soils, by the warm summer 
environment (figure 4). 

4. DESIGN 
As discussed in the preceding section, the erosion occurring at 
Tuktoyaktuk is mainly as a result of an inadequate cover over the ice 
and permafrost present in the ground at the site. Direct solar heat and 
thermal action of warm water waves are the main agents that cause the 
erosion at Tuktoyaktuk. During normal weather conditions the water 
levels are low and the waves do not impinge upon the coast. In storm 
weather situations, high water levels occur and the beach and the 
coastal areas are rendered liable to direct thermal action of warm water 
and thermal and physical action of waves. To protect the beach and the 
coast from the thermal action, an insulating cover is required over the 
area. To abate the wave action a barrier is needed. The insulating 
cover and the barrier must be of flexible type to accommodate any 
initial and long term settlement. 

The design wave length considered ranged from 60 feet to 100 feet. The 
design wave height {storm maximum wave height) adopted was 8 feet. The 
cover required to protect the permafrost and ice was estimated to be 7 
feet. 

Construction materials available locally are confined to sand and 
gravel. The materials ocur in offshore regions, along the coast and 
inland. While there are adequate supplies of sand and gravel within 
short distances from Tuktoyaktuk, there are no sites in the vicinity of 
the area for any rock. Experienced contractors and heavy construction 
equipment similarly do not exist in the area. To obtain the required 
materials other than sand and gravel, construction services and 
equipment, Inuvik and areas as far as Edmonton have to be relied upon. 
The logistics are further complicated by the inaccessibility of 
Tuktoyaktuk by land. Because of this, all the requisites must be either 
transported by water or flown by air. 

Various alternative forms of construction were considered for the test 
installation, including a rock revetment, rubblemound bulkhead, steel 
sheet pile wall, timber crib wall, and certain patented steel wire 
gabions. A product known as the "Longard" tube was at that time being 
introduced into the North American market. The "Longard" tubes which 
are sausage shaped, merely require sand to fill them and had been found 
to be functioning well in Europe and in certain ice covered 
environments. The use of the "Longard" tubes as shore protection work 
units shewed good possiblities and a decision was made to proceed with 
the test program using these. 
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The test design devised utilised one metre diameter Longard tubes, 
Longard and Terrafix filter mats and Dura bags as sand bags. Basically, 
the design consisted of a bulkhead at the bottom of the cliff, another 
bulkhead lower down on the beach and four main groynes separated by 
three shorter intermediate groynes, at right angles to the bulkheads. 
The cliffside bulkhead consisted of a double tube. The beachside 
bulkhead and the groynes were built with single tubes. The bulkhead 
tubes were laid on filter mats held down during construction by sand 
bags. Originally the compartments formed by the groynes and the 
bulkheads were to be filled with beach material. Owing to lack of 
funding the compartments between the groynes and the bulkhead were left 
unfilled. Due to construction difficulties also the groynes were 
constructed without the filter mats. The length of the installation was 
approximately 360 feet (figures 5 and 6). 

5. PERFORMANCE 
-The principal objectives of the test were to provide protection to the 
local school which was under threat of being undermined by the sea and 
to gain experience to develop a full scale system to protect the whole 
settlement peninsula of Tuktoyaktuk. Imperative in these objectives was 
longevity of the test installation. While the test installaton has 
protected the school as envisaged and provided considerable information 
on how we may proceed with further shore protection works in 
Tuktoyaktuk, the installation has been subject to an incredible amount 
of willful damage. The Longard tubes can withstand heavy pressures 
required to fill them with sand under pressure and adequately resist the 
natural environment. In their exposed condition they cannot, however, 
withstand vandalism. The groynes have been practically slashed open 
by vandalism. The beachside bulkhead has also suffered from deliberate 
cuts. The cliffside bulkhead, which was backfilled and has been covered 
has, however, survived. 

Technically, the installation has performed as envisaged. Erosion at 
the school has been completely halted. There has been, in actuality, 
accumulation of material between the bulkheads and between the groynes. 
There has been a greater accretion of material on the north end of the 
installation confirming littoral drift to be from north to south. 
Because of the lack of supply of material from the north, as would be 
anticipated, certain erosion has occurred of the southern end of the 
installation. 

The performance of the test installation suggests that certain 
modifications can be made in the geometry of any full scale shore 
protection work in the area. The short intermediate groynes have been 
virtually ineffective in trapping material and can be eliminated. The 
long groynes have been allowing bypassing of material to occur and can 
be extended to deeper water. The cliffside bulkhead has remained 
virtually undisturbed and if an adequate bulkhead can be built at the 
beachside with backfill to the cliff, the cliffside bulkhead can be 
eliminated except at certain locations. 
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Means are now available to protect the tubes against vandalism. 

Basically, there are two steps that can be taken to make the design 
resistant to vandalism. These include coating the tubes with a hard 
shell and backfilling the installation with granular fill, covering the 
tubes to the top. The coating material available consists of an epoxy 
resin glue applied by painting rollers and sand which is either 
sprinkled manually or dumped onto the wet glue mechanically with dump 
trucks. The backfilling of the installation was a design requirement 
not accomplished in the test installation. Its purpose was to provide a 
blanket on the beach to protect the permafrost underneath from 
destabilization by the sea and the warm summer temperatures. In the 
final design the backfill will in addition protect the Longard tubes 
from damage from vandalism and from any sharp floating debris that can 
otherwise strike and damage the tubes with wave action. 

To investigate the coating a length of one meter diameter Longard tube 
was obtained and assembled at the National Research Council of Canada 
for certain tests. Five different combinations of coating were applied 
to the tube. These were: 

(1) uncoated 
(2) one coat of epoxy glue, followed by sand 
(3) two coats of epoxy glue followed by sand 
(4) one coat of epoxy glue followed by sand and a second coat of 

epoxy glue followed by sand 
(5) one coat of pre-mixed epoxy glue with sand 

Several different types of tests were carried out on each section. 
These included resistance to slashing by hand, resistance to puncture by 
a knife with a proctor-needle assembly, flexure and bending tests at -40 
deg.C and burning with a propane torch. 

Hand slashing tests were carried out using a hunting knife. The 
uncoated tube offered very  little resistance to hand slashing. Among 
the coated sections of the tube the double coating type 4 (glue - 
sand/glue - sand) offered the most resistance to slashing. Another 
advantage of coating observed during these tests was that the cuts made 
in the coated sections remained simply as closed cuts while the cuts 
made in the uncoated sections opened out allowing the sand-fill to run 
out. 
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The results of the penetration tests carried out using the hunting knife 
and Proctor Needle Assembly are tabulated below (figure 7). 

Type of Coating (1) (2) (3) (4) (5) 

65 69 48 90 63 
62 63 53 100 77 

Pounds of Force for 50 56 58 93 77 
Knife Penetration 43 57 63 120 

62 62 59 96 
45 61 64 89 

Average 55 61 58 98 72 

The fire resistance tests with a propane torch showed the following 
results (figure 7). 

Type of Coating (1)   (2)   (3)   (4)   (5) 

Time in seconds required    5    100  45   120 
to burn through coating 

Flexure and blending tests were performed using samples from sections 
with type 2, 3 and 4 coating. 

Relative comparisons of the results showed type (4) coating to be the 
most superior, both at room temperature as well as at -40deg.C. 

The test results show the section with a double coating (one coat of 
glue followed by sand and a second coat of glue followed by sand) to 
be the most effective section and the final design for Tuktoyaktuk will 
include this double coating. 

6. CONCLUSIONS 

In remote areas of the Canadian north, sand filled tubes offer an 
attractive alternative compared with traditional materials in the 
design of flexible type shore protection works. The tubes in their 
uncoated form are vulnerable to vandalism. Techniques now exist to 
protect the tubes against damage and this feature should prove 
invaluable to guard against vandalism that can occur in remote areas. 



THE BEHAVIOUR OF PROTOTYPE 
BOULDER REVETMENT WALLS 

By A.W. Smith * & D.M. Chapman ** 

1. Introduction 

This paper reports the results of on-site observations of coastal 
revetment structures under extreme storm conditions on the Gold Coast of 
Australia.  The Gold Coast is located at approximately Lat. 27° S on the 
East Coast of Australia facing the Tasman sea behind a narrow continental 
shelf and exposed to a relatively high energy wave climate as depicted in 
Fig 1. Tropical cyclones generate the highest storm activity on the Gold 
Coast with Ho values commonly exceeding 10m with the resultant onshore 
wave i.e. either the second or third wave reformed breaks within the 
range of 2.5 to 3.5m. Storm wave periods are usually between 8 to 18 
seconds.  The ocean beach on the Gold Coast, some 30km long has been 
receding since the early forties and this has resulted in the construction 
of nearly 20km of revetment walls to "protect" the rear beach. Whilst some 
walls in particularly erosion-prone areas were constructed in the 1920 
decade, most have been constructed since 1967 which represented a partic- 
ularly high cyclone prone year.  Since the latter period the walls have 
been exposed to three further periods of high cyclone energy attack in 
1972, 1974 and 1976.  Nearly all revetment walls demonstrated at least 
some settlement and damage but over the three storm periods at least 
0.8km of wall was completely destroyed. Most wall failures were monitored 
on site and whilst the construction of the walls varied in quality the 
observational results might well be classified as full scale prototype 
performance tests. 

2.  Boulder Walls 

Over 90% of all Gold Coast revetments are boulder walls constructed from 
natural stone with a filter layer of well weathered quarry overburden 
material that effectively consists of a natural mixture of weathered 
gravel and clay..  All boulder revetments are founded at Mean Sea Level 
because below this the beach resists excavation by going "quick" and 
cofferdamming costs are prohibitive.  Local philosophy has always been to 
found walls at M.S.L. and merely top them up in response to settlement and 
storm damage.  The typical form of Gold Coast boulder walls is shown in 
Fig 2(a) and the official design standard in Fig 12(a). 

The collapse mode of boulder walls is set out diagrammatically in Fig 2 
starting with the as-built wall and finishing with the wall completely 
vanished and buried beneath the eroded beach profile.  The initial failure 
has always been triggered by subsidence of the toe, this has then caused 
the face armour to rattle down until the wall's freeboard has been reduced 
enough to allow overtopping.  As soon as the overtopping has become 
practically continuous the erosion of filter material became extremely 
rapid with the rump of the wall finally collapsing landwards into the 

*  Gold Coast, Queensland, Australia 
** University of Sydney,  Australia 
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eroded space.  The full sequence of events as shown has been observed to 
occur within less than 20 minutes for walls over 5m. high.  The initial 
step by step and final positions of the numbered boulders shown in Fig 2 
is typical of observed wall collapses, but it is naturally not universal, 
the shapes of boulders provide highly variable interlocking, some boulders 
bounce out of the wall during the rattle-down sequence, and small boulders 
(particularly in position 5) are readily plucked off the top of the wall 
and rolled landwards. 

The initiation of toe failure has always followed the generation of semi- 
fluid or quicksand conditions in the beach under the toe as the lower end 
of the wave's trailing edge passes this zone.  Once the sand becomes 
periodically fluidised the very low specific surface of the boulders 
ensures that they sink very rapidly step by step under each wave.  Five 
tonne boulders have been observed to completely disappear in less than 150 
seconds, or only 8 to 10 waves.  Back-wash scour is not the mechanism of 
boulder settlement, as the filter layer erodes and the wall ruptures, 
overtopping generates a full work prism in the sand under the wall and the 
wall debris settles within the fluidised zone in proportion to the part- 
icle specific surface as shown in Fig 2(e) and confirmed by subsequent 
excavation of the beach.  It might thus be observed that the practice of 
testing revetment walls of the class herein reported in "hard-bottom" 
flumes, i.e. without a sand underlay would be unlikely to reproduce the 
observed collapse mode of these prototypes. 

From Fig 2(b) it may be noted that as the toe of the wall subsides the 
slope of the near toe boulders increases, thus the stability of the wall 
i.e. its Kd value decreases.  Continued wave attack may then extend wall 
damage at an increasing rate, even with a constant or declining wave 
energy input. 

3.  The Role of Key Boulders 

As can be seen from Fig 2 the two key elements of wall stability are 
the leading toe boulder (No. 4 in the diagram) and the top face boulder 
(No. 1 in the diagram).  If neither of these boulders move the wall may 
maintain a capacity to resist in the short term very high hydraulic over- 
loads. 

Early efforts locally to increase the stability of the toe led to the 
use of the largest boulders as the key toe units.  This approach was a 
complete failure, the bigger boulders had a lower specific surface and 
thus sank into the fluidised beach more easily and more quickly than 
standard boulders.  Indeed some very large toe units sank into the beach 
during comparatively mild wave conditions and the walls supported by them 
had become dislocated before the arrival of the first storm.  An alter- 
native approach of bedding the toe boulders on secondary armour and filter 
material has to date also been only partially effective, since toe 
stability cannot be assured until the key toe unit is founded at the 
bottom of the work prism fluidised during a storm.  Without the expedient 
of cofferdamming therefore it has had to be accepted that the full design 
capacity of the local walls cannot be attained until they have been 
"tempered" by one or several storm attacks and the walls topped up to 
accommodate the essential toe settlement. 
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The use of heavier boulders for the key top units has, however, proven 
rather more successful.  In order for the key top unit to hold a Kd value 
equal to the other face units it should be larger in any case, the top 
boulder has no gravity surcharge and the least interlocking with its 
neighbours.  It is thus the unit most susceptible to uprush and backwash 
forces.  It is difficult however to place large top boulders flush with- 
their surrounding armour, their size alone tends to result in them stand- 
ing proud of their neighbours and leaving large gaps in between them.  In 
this position they are very prone to rolling landwards under wave uprush 
and in one case a 15 tonne key unit was rolled 4 metres inland by an 
overtopping rush of white water only about a metre deep.  The best solution 
seems to lie in using the largest high aspect boulders available laid flat 
in the top zone of the wall with their smallest face exposed to the sea 
and extend the top of the wall with extra top armour as shown in Fig 12(b). 

An extremely effective expedient adopted on the Gold Coast for existing 
walls during high storm activity has been the provision of temporary top 
armour in the form of a single layer of sandbags laid flat and touching as 
shown in Fig 3.  Such temporary armour however must be continually main- 
tained by manual replacement and repair as it becomes damaged and as it 
distorts in response to settlement of the wall. 

4. Timber Walls 

At various times many segments of timber seawalls have existed on the 
Gold Coast with the earliest constructed circa 1920.  All however have 
failed at one time or another and been replaced or faced seawards with 
boulder walls.  The failure mode of a typical timber wall as shown in Fig. 
4 is characterised by initial toe scour and undercutting accellerated by a 
lack of filter backing and the inability of the wall to settle.  After a 
storm the partial skeleton of a timber wall may usually be seen well sea- 
ward of the erosion scarp it has failed to halt and the only reinforced 
masonry block wall constructed locally suffered the same fate in the same 
manner. 

5. Grouted Walls 

At one stage grouted walls became quite popular on the Gold Coast, these 
walls consisted of ordinary boulder walls where the Owner placed concrete 
in the voids between the rocks.  The storm performance of these walls 
however has been very poor and they have always failed more rapidly than 
the standard walls.  Ordinary face boulders absorb a great deal of wave 
energy by rocking and impacting on their neighbours; all boulder walls can 
be heard to "growl" under heavy wave attack and vibrations and movements 
within the armour can be felt by merely standing on  top of them.  Grouted 
armour cannot respond in this manner and the smoother more impervious face 
of grouted walls results in much larger uprush and overtopping volumes 
which lead to extensive early soil erosion behind them.  It is practically 
impossible to effectively grout boulders in a semi submerged toe zone so 
once toe failure is initiated and the toe boulders settle the mass of the 
wall is left suspended until it collapses in a single shattering event as 
shown in Fig 5. 
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6. Double Waves 

Of all the natural phenomena that may be included in a tropical cyclone 
event on the Gold Coast, the most frightening by far is the development of 
double waves.  At least three times, in 1967, 1972 and 1974 during major 
storms this phenomenon has generated at least one short train of super 
waves, usually limited to four but sometimes reaching six in number. 
During a lull or low period in the incoming wave train the beach immediat- 
ely in front of the revetment wall has been left nearly "dry", but this 
lull has been followed by a sequence of relatively large long period waves. 
The celerity of the first of these waves is retarded as it runs up the 
beach as a bore, usualy only some 2 metres deep; but the next waves 
celerity is not affected so it runs over the top to produce a double wave 
with a combined amplitude which may reach 5 metres and sometimes much more. 
Once the first double wave is generated the next three or four waves then 
also ride over the local high set-up which has been formed and the doubling 
phenomenon continues until the temporary set-up initiated by the first 
wave double drains away, and a normal wave train is re-established. 

Such double waves however can do immense damage.  On natural beaches 
such waves may overtop the highest dunes and as been observed, cause 
nearly seven metres recession of an erosion scarp for each double in a 
train.  They also overtop local revetment walls with nearly two metres of 
green water, smashing into houses and washing away cars and other movable 
objects.  On the Gold Coast their frequency to date has been about three 
major wave doubles on the beach per 8000 deep water peak storm waves per 
storm event but their probability remains unknown.  Locally the phenomenon 
occurs often enough however to ensure that it will be inevitable that all 
revetment walls during their life-time must and will be exposed somewhere 
to very massive overtopping.  Fortunately this process has always tended 
to be localised, the maximum length of beach observed affected has not 
exceeded a kilometer and has usually been only a third of this.  Double 
waves can,and do, pop 5 tonne boulders out of revetment walls like 
champagne corks, a sight never to be forgotten once seen. 

7. Gravity Forces 

In the design of coastal structures it is easy to proportion the armour 
size and geometry for wave resistance properties alone.  In addition to 
absorbing wave energy these structures must also maintain the capacity to 
hold themselves up; clearly any structure which is at its limit under body, 
or  gravity forces alone, cannot be expected to hold any useful reserve to 
accept additional hydraulic forces.  The local boulder revetments construc- 
ted at a slope of 1£:1 have a factor of safety under gravity of only 1.06, 
a very sobering thought.  It would not be surprising that for any sea wall 
near to its own self weight capacity, then the first element to fail should 
be the leading edge toe boulders, they are the most heavily stressed of 
all.  Any seabed toe liquifaction can then only guarantee an initial 
failure and settlement. 

8. Wave Set-Up Surge 

Most coastal design texts e.g. the S.P.M. {C.E.R.C., 1977) provide ample 
tools for estimating surge levels due to barometric drop and wind set-up 
but the estimation of a realistic wave set-up appears to be a rather more 
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intractable problem. 

On the local coast during storm wave trains with Hsig exceeding 7 metre 
there are at least three main wave break zones with the waves reforming 
between each break and breaking again progressively as the water shallows 
up to the beach.  For wave trains with Hsig generally 6 metres or less only 
two breaks are generated and for 3 metres or less there is usually only one 
significant breaking zone.  Ten years observations of storms have indicated 
that each time a wave breaks it generates a wave set-up but that each set- 
up is localised to lie almost completely within the zone that the waves 
peak-up, break and then reform. As such for all offshore break zones each 
break set-up results in a local hump in the mean sea level that drains 
away on both sides of the breaking zone and it is only the final wave break 
on the beach itself that generates any set-up directly connected with the 
shore.  The general resultant variations in mean sea level are shown 
diagrammatically in Fig. 7.  Long term observations that the peak wave set- 
up within each breaking zone is approximately 25% of the breaking height 
seem to agree with Foster's estimates {pers. com.) but they do not support 
the assumption that any fixed percentage of Ho persists as a surge from 
the initial offshore break right onto the beach itself. 

Elsewhere after great storms much evidence has been reported of apparan- 
tly unprecedented penetration by the sea to remarkable distances inland, 
and to such heights on dunes and local ground elevations that investigat- 
ors have been led to postulate great surge levels to explain the evidence. 
It is quite likely however that much of this evidence has merely been the 
result of wave doubling.  For example, eyewitness accounts record signs of 
wave attack levels over 13 metres above M.S.L. at Bathurst Bay in Austral- 
ia in 1899 due to Cyclone "Mahina".  Subsequent analyses by Silvester & 
Mitchell (1977) would predict a simple surge level of only 6.5 metres, but 
such a large cyclone must have generated many thousand waves much higher 
than 7 metres and it would require only one final shoaling wave of double 
height to reach the recorded water damage level on the shore itself, or 
indeed only one wave of 7 metres to ride over the beach surge, if it 
could penetrate that far, to attain the same result. 

9.  Revetment Wall Toe Exposure 

The estimation of the likely water depth in front of a revetment wall 
at the time that it is likely to be exposed to a major storm is unfortun- 
ately rather a probabilistic exercise. A revetment wall is fixed in 
position but sandy ocean beaches are highly mobile with short term 
variations often completely masking long term recession or accretion, see 
for example Chapman and Smith (1981).  The likely level of the beach in 
front of the wall, excluding localised toe scour will depend entirely 
upon where it is positioned within the overall swept prism of the beach 
(See Fig. 8).  The swept prism represents the total mobile volume of the 
beach in response to all wave climates and sediment changes on the beach 
but the temporary response to great events, particularly in the offshore- 
onshore mode may be so large that long term trends are quite infinitesimal 
by comparison.  Nevertheless some estimate of the probable limits of the 
swept prism must be made before the potential variations in shore level in 
front of the structure can be considered (See Fig. 9).  Once a "hard" 
structure is constructed within the swept prism, that structure must be 
exposed to the same energy that would have been absorbed by the natural 
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beach volume now cut off from the waves by the structure itself.  This it 
usually does in two ways - firstly by direct absorption of breaking 

energy by the face armour and secondly by reflecting the waves or part 
thereof again.  Observations on the Gold Coast suggest that the reflected 
wave energy is then absorbed by two further concurrent processes; part of 

the outgoing wave energy is absorbed by the sediments themselves which 

adopt a "negative" beach slope in response, and the rest is absorbed by 
collision with the incoming waves.  The total process is shown diagram- 

atically in Fig. 10.  The result is a sea-bed hollow in front of the 

revetment locally known as "toe scour". 

Unfortunately little data have ever been collected on accurate toe 

scour depths but on the Gold Coast one section of boulder revetment wall 
during a short term beach starvation period was exposed to the ocean 
such that initially there was about 30 cm. of water at the toe at mean 
tide.  Within two years the toe scour, depth "S" in Fig 11, reached 3m. 
at low tide and the wall had to be topped up twice, all during a calm 

period with the waves striking the wall seldom exceeding 1m. high.  Many 

more observations have however been made of the magnitude of the waves 
reflected by boulder walls.  With small waves striking rock walls reflec- 

tion co-efficients of over 60% have been observed but during storms with 
well air entrained breaking waves (i.e. 2nd or 3rd storm breaks) the 

reflection co-efficient has varied between 25% and 50%.  For design 
purposes locally the 50% factor is adopted for reasonable conservatism 

and the likely depths of water in front of a revetment at the beginning 
of a storm would be calculated as shown in Fig. 11, with depth "D" 
adopted for the maximum exposure at the peak of the storm. 

10. Conclusions 

On prototype revetment walls observations tend to suggest that many 

unexpected events occur in Nature that may seldom or never be detected in 
conventional flume tests on models.  The most important results of local 

long term observations have been discussed and some of the resultant 
recommendations are set out below.  Although the Gold Coast revetments 
represent only once class of such structures - that is a revetment sited 

with beach sediment all around it, i.e. in front, under and behind it; it 
is at least hoped that the "real time" observations may be of interest to 

some hydraulic structure designers. 

11. Recommendations 

For the design of boulder revetment walls of the simple class adopted 
on the Gold Coast similar to the details shown in Fig 12(a) it is 
recommended:- 

(a) Special attention should be applied to extra toe scour delay 

features and additional top armour as shown in Fig. 12(b). 

(b) Design wave set-up calculations should include consideration 
of Fig. 7. 

(c) Design exposure water depths in front of revetments should 

include consideration of Figs. 8, 9 and 11. 

(d) Wave testing of Gold Coast type revetments should be conducted 
in "soft bottom" tanks large enough to contain a compatible 

section of swept prism. 
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(e) There is nothing original in the concept of a "design storm" 
yet the basic armour and revetment stability factors might 

well merit the consideration of a "design event" say a cyclone 

or hurricane attacking the revetment for say 3 high tides of 

each 4 hours duration or say 3000 waves in total. 

(f) Such a design wave climate might then well be simulated in the 
laboratory by a wave train of the form 

(i)   1000 waves amplitude = 0.6D period -   10s 
(ii)   500 waves amplitude = D period    -  15s 

{iii)   10 waves amplitude = 2D period   -  20s 
(iv)   500 waves amplitude =    D period = 15s 

(v)   1000 waves amplitude = 0.6 D period = 10s 
Such a design wave climate is highly arbitary but it does hold 

some resemblence to what at least local prototypes must be expected to 

withstand during a 1 in 50 and a 1 in 100 year event. 
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SEDIMENTOLOGICAL INFLUENCES OF DETACHED BREAKWATERS 
by 

Dov Sergiu Rosen1, M. ASCE and Michael Vajda2, M.IAHR 

ABSTRACT 

Wave diffraction and refraction in the surroundings of a new de- 
tached breakwater induce currents strong enough to cause substantial lo- 
cal sediment transport and consequently morphologic changes, the main 
feature of which are sand spits or tombolos. 

As shown by field studies the morphologic changes cause an equili- 
brium state with some minor fluctuations due to changing wave climate. 
Model studies have also proved the existance of such an equilibrium sta- 
te for any given geometry and sea state 

The present paper treats mainly this equilibrium state, but also 
attempts to explain the mechanism of sand transport characterizing the 
initial and transitional states. According to observations by the 
authors in small scale models, the transporting mechanism in the transi- 
tional state involves sea bottom erosion, especially near the breakwater 
heads outside the protected area, and transport of sand towards the sho- 
re of the sheltered area in the form of small migrating sand bars, which 
finally join the shore line and widen it. Results of experimental in- 
vestigations conducted by the authors, for the particular case of high 
impervious breakwaters attacked by waves of normal incidence, as well 
as results of field and model studies given by others, are used to de- 
fine relationships among the factors determining the equilibrium state 
and to base a new hypothesis regarding the equilibrium state. This hy- 
pothesis states that a morphologic and sedimentologic equilibrium is 
reached behind a detached breakwater, when the shape of the contour 
lines becomes such, that along the sheltered beach the diffracted waves 
have components of momentum opposed to the gradients of the mean sea 
level induced by radiation stress due to non uniform wave heights along 
the wave fronts approaching from both sides of the breakwater. The sig- 
nificant parameters characterizing the dimensions of the spit or tombolo 
in the equilibrium state are shown to be the relative length of the 
breakwater (compared to its distance from the original shore line), the 
relative distance from the original shore line (compared to the position 
of the breakers' line) and the relative height of the breakwater crest 
(above M.S.L, compared to the incident wave height). 

INTRODUCTION 

Offshore detached breakwaters are used worldwide for four engine- 
ering purposes; to shelter water bodies from waves, to protect beaches 
against erosion, to prevent silting of harbour entrances and to facili- 
tate shore accretion for reclamation. The achievement of these goals 
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can be accomplished by diminishing the wave heights inside the area pro- 
tected by the breakwater, .mainly due to wave diffraction, and by trap- 
ping sand inside this area in the shape of a spit, which in certain cir- 
cumstances becomes attached to the breakwater and then it is called 
tombolo. 

In the past the construction of these breakwaters was based on 
field experience and on empirical rules. Lately, there have been cer- 
tain attempts to treat the complex hydraulic and sedimentologic pheno- 
mena and processes related to the presence of such an artificial ob- 
stacle in a wavy sea by theoretical methods and by laboratory inves- 
tigations on reduced scale models. 

The hydraulic and morphologic processes induced by the construc- 
tion of a detached breakwater may be characterized by three stages of 
development as follows: 

a - initial state 
b - transitional state 
c - equilibrium 

Following the construction of a detached breakwater the current 
pattern in its surroundings changes immediately. In this initial state 
a circulatory current cell develops on each side of the axis of symme- 
try in the sheltered area as observed in the field by Johnson (1919), 
viewed in small scale model by Sauvage et al. (1954) and proved theo- 
retically by Liu et al. (1974). These currents are directed near the 
shore towards the sheltered area and are generated by lateral gradients 
in the mean sea level in the zone of diffraction, due to the effect of 
radiation stresses in a non uniform wave field, as explained best by 
Gourlay (1974, 1976). 

In the transitional state, the above mentioned currents transport 
sand and deposit it in the sheltered area, building a new morphologic- 
al land shape named spit, or if this becomes attached to the breakwater, 
tombolo. 

In the field this state has been studied by a number of research- 
ers by different methods. Ingle (1966), used granulometric analysis to 
check the change of the mean sand grain size on the foreshore apex of 
the sheltered area of the Santa Monica breakwater with time (1940-1962). 
He found that the mean grain size at the spit apex became thinner as 
time passed. The explanation brought by him was that while the spit 
apex progressed towards the breakwater due to continuous sand deposit, 
regions with less and less wave energy were reached, where only small 
grains could be transported. U.S. Engineer Office (1939), Johnson 
(1940, 1949), Handing et al (1950), Wiegel (1966), Nir (1976) and 
Toyoshima (1976) have used differential bathymetric maps or control pro- 
files to study the transitional state. These indicated accretion of the 
shore line and decrease of water depths in all sheltered area. No one 
succeeded to confirm       whether the origin of sand deposited in 
the sheltered area was from the neighbouring shore or mainly from the 
area opposite the breakwater heads or else. However, Nir indicates 
(for breakwaters built inside the dominant surf zone) that the sand 
trapped in the whole sheltered area in the first year reached about 50 
percent of the total sand trapped in the final state. In the second 
year the sand accretion rate regressed significantly but increased again 
in the following one to three years by the end of which it stopped and 
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and morphologic equilibrium was achieved. To Nir's opinion, the regres- 
sion in the second year was due to the temporary diminution of sand 
sources in the area surrounding the breakwater. Furthermore, according 
to his opinion the main sand source was sand from the neighbouring 
beaches, which consequently suffered erosion in the first years. 

The transitional state was studied also by means of small scale 
models. Sauvage et al. (1954) applied on a shore parallel detached 
breakwater normal waves and also waves of equal oblicity from both sides 
of the breakwater, while continuously supplying sand (artificial) in the 
surf zone outside the sheltered area. In both cases they found that 
the shore line progressed parallel to its original shape towards the 
breakwater with only a small ';pit formation until the distance from the 
breakwater reached a critical value beyond which a tombolo developed. 
According to their opinion, sediment deposit was best facilitated along 
the axis of symmetry in the sheltered area because of two reasons: 
a) collision of the two opposite currents developed, b) turbulence de- 
crease due to diminished wave height on the center line. However, in 
certain cases they found that the main sand deposit occurred as two 
spits which developed opposite each breakwater head. This phenomenon 
was explained   by        wave diffraction.        Their main 
conclusion was that the process of tombolo formation depends on the wave 
characteristics and on the breakwater geometry. Additional information 
was brought by Shinohara et al. (1966) who studied in a small scale model 
with natural sand the process of sand deposit behind shore parallel de- 
tached breakwaters under the action of waves of normal incidence. Two 
wave steepnesses representing summer waves (H0/L0 = 0.019) and winter 
waves (H„/L0 = 0.046) were applied on a breakwater model of fixed length 
but located alternately at different distances from the original shore 
line such that the relative distance XR/Y„ was 0.5; 1.0; 1.75; 2.5. 
They studied mainly the change of the water line with time, giving a few 
other contour lines only for the final state. 
Currents were not    measured. Regarding the development process the 
main fact which may be observed from the data brought by these authors 
is that in almost all the tests the spit development started with the 
formation of two small spits each one opposite one of the breakwater 
heads. Furthermore, the transitional state ended with the formation of 
a spit of stable morphologic state but tombolo formation never occurred. 

for these testing conditions. 
Finally, numerical models have been developed which forecast the 

shore (water) line in the sheltered area of a detached breakwater, all 
being based on the differential equations developed originally by 
Pelnard-Consider'e (1956). Results of numerical models developed by 
Hashimoto (1974), Sasaki (1976) and Perlin (1979) show considerable pro- 
gress in the representation of the transitional state, forecasting shore 
line accretion with one or two spits. However, when compared with small 
scale model results, it comes out that the numerical results are mainly 
of a qualitative nature and differ considerably in forecasting the 
quantitative vaJues.The accuracy of the numerical model results is limited 
because of problems related to accurate solution of combined refraction, 
diffraction and reflection in water of changing depths, non-linear wave- 
wave effects, correct solution of two phase (water-sediment) flow, pro- 
blems related to numerical modelling methods, etc. 
The equilibrium    state was studied by a number of researchers by 
field observations and in small scale models. 
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Many field observations indicated that the new land formed by 
sand deposit behind a detached breakwater reaches finally a relatively 
stable shape, which fluctuates around an average state due to changing 
wave climate (Johnson (1952), Spataru (1963), Inman et al. (1966), 
Silvester (1972), Toyoshima (1974), Nir (1976) and Noble et al. (1978)). 
The conclusion reached by Inman et al. (1966) was that tombolo forma- 
tion would take place if the ratio XB/YD is less than a third, but if 
this ratio is larger than six the size of the spit formed would be 
very small. Toyoshima (1974) observed that the final quantity of sand 
trapped by the detached breakwater is influenced by position of the 
breakwater relative to the position of the breakers line. (Nir (1976), 
found for detached breakwater built inside the predominant surf zone 
that the area of the new land reclaimed reached from 25 to 75 percent 
of the sheltered area (Xe/Yn) and that the morphologic equilibrium 
state was achieved in three to five years from the construction. Dean 
(1978) found from field surveys of the shores of the Atlantic and those 
of the Gulf of Mexico that the shape of the shore line behind two head- 
lands or two detached breakwaters (in equilibrium state of tombolo)could 
be approximated by an ellipse and that the change in the depths on the 
median between the two breakwaters is a function of the relative di- 
stance of the breakwaters from the initial shore line at the power 2/3. 
As one can see, the quantity of information gathered from field obser- 
vations is quite limited. 

Studies of the equilibrium state in small scale models brought 
further information regarding the equilibrium state. Sauyage et al. 
(1954) brought a most important evidence for the understanding of the 
equilibrium state. This is presented in a picture which showed the 
shape of the water line of a tombolo in equilibrium state. It may be 
observed that this shape is elliptical and not circular, as one might 
assume by analogy to the shape of diffracted wave fronts. 

The results of a model study by Shinohara et al. (1966) proved 
again that a morphological equilibrium state is achieved behind a de- 
tached breakwater and from a limited number of tests in 
which the wave period and the breakwater length were kept equal and con- 
stant, concluded that the equilibrium state is influenced by the wave 
steepness and by the relative distance from the initial shore line. 
However, one could observe that the actual influence was due to the dif- 
ferent wave heights and therefore the different relative positions of 
the breakwater with respect to the breakers' line. These      results 
indicated that a maximum sand deposit occurs in the sheltered area for 
the case when Xjj/Yg = 1. Silvester (1970, 1974) studied the equilibrium 
state of the shore lines of tombolos formed between adjacent detached 
breakwaters or headlands. Using the findings of Yasso (1965) which 
showed that the natural water line between adjacent headlands is stable 
in nature and can be described by a section of a logarithmic spiral, 
Silvester described the equilibrium water line between two adjacent 
breakwaters as being formed by a section of a logarithmic spiral and a 
straight section tangent, to this spiral section. Furthermore, the hy- 
pothesis used by him to describe the equilibrium state was, that it 
occurs when no more sediment is moved in the sheltered area due to the 
development of contour lines parallel to the diffracted wave fronts. 
This, according to him would lead to zero oblicity of the wave fronts 
with the contour lines and hence to zero longshore sediment transport. 
Further information regarding the equilibrium state was brought by 
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Gourlay (1974, 1976). Though his study purpose was to prove other 
things, its results can be used to prove that the hypothesis brought 
by Silvester and generally accepted since then (Komar (1978)) is wrong. 
Gourlay (1976) measured the currents developing in the sheltered area 
of a detached breakwater model. The bottom's contourlines were casted 
in concrete so that outside the sheltered area they were straight and 
parallel to the breakwater but in the sheltered area they were made as 
concentric circular sections reproducing a tombolo shape and the 
breakwater was attacked by wave',of normal incidence. Thus, the contour 
lines were parallel to the incident wave fronts both outside and inside 
the sheltered area. This however did not prevent the generation of 
currents in the surf zone of the sheltered area which had in this model 
speeds larger (0.4 m/sec) than the incipient natural sand transport ve- 
locity. The study showed that they were generated by a gradient in the 
mean sea level between the unsheltered area and the sheltered area due 
to non uniform wave heights (and hence different radiation stresses) 
in two regions. Therefore the general hypothesis used until now to 
describe the equilibrium state is erroneous. 

PARAMETRIC DESCRIPTION OF THE EQUILIBRIUM STATE 

The significant physical parameters influencing the morphologic 
equilibrium resulting by the implantation of a detached breakwater 
are as follows: 

YR - the length of the breakwater 

XR - the breakwater's distance from the initial shoreline 
S - the elevation of the breakwater's crest above MSL. 
K - the porosity of the breakwater 
DR - depth at centerline of the breakwater 
B(x)- local bottom slope 
H - deep water wave height 
T - wave period 
a - wave approach angle 

In addition some parameters pertaining to the local sediment may be 
mentioned , like: 

p  - the specific density of the sediment 
dj-g - median grain diameter 
e  - repose angle 

a,    - skewness factor of grain size distribution 
S.F.- shape factor of the grains 

However, all this features may be summarized by the most significant pro- 
perty of the sediment from the point of view of the transport process, 
it is the characteristic fall velocity (Vf). 
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In the particular case of tombolo or spit formation induced by 
a shore parallel, impermeable and high breakwater (not overtopped by 
waves) the following dimensionless Relationships can be deduced from 
the list of the relevant significant physical parameters: 

- When only a spit is formed then 

(1)  XA_ ,        ,YB X_bl  Ho  Ho } 
XB       XB   B   vf-  Lo 

where the parameter X. represents the distance from the land spit at 
its apex measured from tfie original (equilibrium)shore line> 

- In the case of a complete tombolo, the characteristic dependent 
variables are YT, AT and V-. Consequently the dimensionless relation- 
ships may be written as: 

(2) 

(3> AT       =A ,YB    Ho        Ho (- 
VB    * v vf-T' LO 

W      "T ,t      
YB        Ho H° 

^Sa^"*4     XB'    YT>    Lo 

where: 

YT - the attachment width at the breakwater 

AT - the accreted sand area 

VT - the total volume of sand trapped in this protected area 

The expressions indicate the dependence of the geometric parameters 
characterizing the sedimentologic development caused by a detached 
breakwater on the parameters of the waves, of the sediments and of 
the beach profile. 

SMALL SCALE MODEL STUDY 

A series of tests were carried out in a small scale moveable bed 
model with a high impervious detached breakwater parallel to the shore 
line attacked by waves of normal incidence. The model study was con- 
ducted in a wave tank. A beach was built of artificial sand (coarse 
bakelite, ps = 1.42 gr/cm , d50 = 0.64 mm, Vf = 2.9 cm/sec)see slopes 



1936 COASTAL ENGINEERING—1982 

in fig. 1. The beach was 7 m long, the depth near the wave generator 
was 40 cm and the water line was located at about 9 m from the wave 
generator. 

Three groups of tests were performed for three deepwater wave 
steepnesses(H /L ) of 0.015, 0.025 and 0.040. For each wave steepness 
only one wave height H and one wave period were used. For each group 
of tests the breakwater length Y„ and its distance from the original 
shore line (X„) varied (see table 1) to cover different conditions. 

For each group of wave steepness the beach was initially brought 
to a natural equilibrium state, taking care that the equilibrium state 
would not be influenced by the initial beach slope using Dalrymple et 
al. (1976) conclusions. Then for such an equilibrium beach a detached 
breakwater with the smallest length (YB = 0.5 m) was implanted at a dis- 
tance XR from the new equilibrium water line and attacked by the same 
waves. 

When morphological equilibrium state was attained, the breakwater 
was lengthened to YR = 1.0 m attacked further with the same waves until 
a new equilibrium was attained and then the process was repeated with 
YR = 2.0 m. At the end of these tests the initial beach slope was re- 
built, brough again to equilibrium by the same waves and the small break- 
water was then built at a new distance X„ from the natural(equilibrium) 
water line. Then the process of breakwater lengthening was carried 
out as explained above. 

During each test the transitional state was monitored by eye 
observation, by pictures, by marking with small sticks the progressing 
water line and by measuring control profiles by means of a point gauge 
installed on a carriage moving above the model area. 

Morphological equilibrium was indicated by the stability of the 
water line, and by the practical identity of three consequitive out- 
comes of control profile measurements which also served as a basis for 
the contour charts. 

SEDIMENT TRANSPORT IN THE TRANSITIONAL STATE 

The process of sand deposit in the sheltered area was continous- 
ly observed during the development stage. Current patterns were visu- 
alized using fluorescent dye. The observed phenomena are described 
below: 

a) After the implantation of the detached breakwater, two circulatory 
currents as described theoretically by Liu et al. (1971) were observed. 
In some cases the dye indicated currents returning to the unprotected 
side of the breakwater around the heads (kind of fluctuating rip 
current). 

b) Sand was observed to be transported from area outside the sheltered 
zone towards the sheltered zone and towards the shore line. Inside the 
sheltered area the sand accumulated around the axis of symmetry (per- 
pendicular to the shore line) in such a way, that the resulting bathy- 
metry was saddle - like due to concentration of sand deposit near the 
original shore line and near the breakwater. 

c) From time to time, the formation of submerged sand bars was obser- 
ved in the inshore area, opposite each one of the breakwater heads. 
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On these bars the sand moved with the waves and also with the 
circulatory current. 

The slope of the bar was relatively moderate in the direction of 
wave progress but terminated with a steep slope (almost vertical) on 
its shoreward end (see fig. 2). The typical height of the sand bars was 
about 5 mm. The sand bars migrated towards the shore from both sides 
of the breakwater and towards each other. When they were close to the 
foreshore, they created with the shore line a kind of troughs. On the 
symmetry axis the two troughs joined and formed a channel near the water 
line. In the two troughs relatively high velocities were observed, but 
the sand was transported mainly near the edges of the troughs. The 
transporting speed was also high in the channel formed on the axis of 
symmetry of the sheltered area, but sand was transported mainly as bed 
load towards the ridge of the "saddle" area described preyiously, were 
most of the sand settled. The rest moved further towards the break- 
water heads, parallel to the breakwater. 

d)  After some time, the migrating bars joined the shore creating two 
small spits. With time other sand bars joined them and also the area 
between the two spits filled with sand so finally in most cases a single 
spit was formed. 

ANALYSIS OF THE TESTING RESULTS 

The beach morphology in the equilibrium state was analyzed by 
comparing the change in the beach profile at control sections (fig.3), 
and by comparison of the final water lines obtained in each test 
(see figs. 4,5 and 6). 

It was considered that the sand deposit in the sheltered area can 
be well represented by the value of X„, i.e. the size of the sand spit 
at its apex measured from the initial (equilibrium) water line. Using 
the beach profiles the influence of the breakwater length (Y„), its 
distance from the shore line (X_:, and of the wave steepness (H /L ) 
on the size of the spit were studied. The main results of these ana- 
lyses are presented in the following lines: 

Influence of the breakwater length (Y„) 

The lengthening of the breakwater in a given wave regime lead usually 
to sand deposit in the sheltered area. The amount of sand deposited 
decreases from the axis of symmetry towards the unsheltered area. 

Near the breakwater in the sheltered area a channel parallel to 
the breakwater is formed. Its dimensions grow  with increasing break- 
water length, especially when the breakwater was relatively far from 
the original water. 

In the front of the breakwater, a series of sand bars develop with 
their length of the same approximate size like that of the breakwater. 
This is clearly due to wave reflection. 

Influence of the distance of the breakwater from the shore line(Xp) 

The closer the breakwater is placed to the shore line, the larger the 
sand deposit in the sheltered area and the bigger the chance that the 
spit would become a tombolo. 
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When the breakwater is placed close to the shore line the channel 
which develops near the breakwater, when it is far from the shore line, 
disappears. 

Influence of the non dimensional parameter YR/XR 
Regarding the influence of both YR and XR, and considering the 

outcome of the dimensional analysis it was concluded that the actual 
independent variable on which the geometry of the sand spit depends 
is the relative length of the breakwater YR/XR. This served, as a 
matter of fact for the preparation of fig. 7, in which the dependence 
of the spit geometry on this factor is clearly demonstrated. 

This analysis included also results from nature and from other 
model studies which are summarized in tables 2 and 3. 

Further, for the cases when a tombolo was formed (X./XR=1.0) 
another analysis was made and the outcome is presented in 

fig. 8. 
For points in fig. 7, indicating tombolos formed in nature, the distan- 
ce of the breakwater relative to the breaker line (XR/X. ) is not 
specified because it is variable, usually including cases with XR/X. <1. 

Influence of the wave steepness (H /L ) 

It was found that the general equilibrium beach profile differred 
considerably for wave steepness 0.015 which was of a "summer" type, 
relative to the general beach profile obtained for the other two steep- 
nesses(0.025 and 0.040), which were of similar "winter" type. This re- 
sult corresponds well to the ones obtained by Johnson (1952), but also 
to the ones of Dean (197-3) which concluded that the fall velocity pa- 
rameter H /V. J determines the type of beach profile, the critical 
value for transition from summer profile to winter profile being 0.85 
(see table 1). 

ANALYSIS OF THE EQUILIBRIUM STATE 

The existence of a morphologic equilibrium in the surroundings 
of a detached breakwater under the influence of a certain incoming wave 
was proved by the present study. Additional information obtained from 
actual observations in the nature shows, that this statement can be ex- 
tended for the average morphology developing under the influence of a 
certain wave climate. 

There are various hypothesis how this equilibrium state is reached 
and how can the stability of the new configuration be physically ex- 
plained or characterized by the relevant mechanism of sediment transport. 

The attempts to find such an explanation led to the following 
assumptions: 

a) Due to bathymetric changes the longshore current in the sheltered 
area fades completely or becomes so weak that the longshore sediment 
transport stops. 

b) The longshore transport does not stop in the sheltered zone (along 
the tombolo beach) but continuity is maintained by recirculation of 
sand. 
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Fig. 7 - 
RELATIONSHIPS   AMONG  PARAMETERS   DETERMINING THE   SPIT SIZE 

IN THE EQUILIBRIUM STATE 

Fig. 8 - 
RELATIONSHIPS   AMONG  PARAMETERS DETERMINING THE TOMBOLO 

SIZE IN THE EQUILIBRIUM STATE 



DETACHED BREAKWATERS 1943 

LO Ml to to tyj 

l> to V-H 

$H E* "to 
X 

(H <N 

to 
H      G 

>H                W to 
M IN. c^ LQ LO LQ to to CO eg to ^ to cg ^ v-H v-H CO to to to eg eg to to eg to CD V-H V-H eg CO Cg to to eg to t-H v-H 

X  |x to to to V-H to to to to to to to to to V-H to to 
IN. K) IN. to to to to eg to. to to to to 

ml   m 
>H  |x 

V~H r<5 to Cg to V-H cg "* eg LO to to to to to eg to to 
to to to to to V-) eg to to to V-H to i-i csa to to to V-H 

to to to to to to to to to to to to 
Js fO ^ to N3 CO CO CO C^ IN. IN IN. IN. IN IN. CN to to to 

V-H V-H V-H V-H V"H V-H V-H v-i V-H V-H V-H V-H V-H V-H V-H V-H V-H V-H 

CO •to ^ to eg LO CO CM to to to to to ^ CO 
<     B V-H eg W3 Cg eg to CO CO eg Mi to eg to to eg to eg 

X       -=• to to to to to ^ 

,H»    3 
to to to LO to to to to to to to to to to to to to to 
to v-H eg to to V-H eg V-H to V-H cg to V-H eg to to v-H eg 

xM   5 
to to to to to to to to to to to to to to to to to to 
CO to c-o eg v-H V-H V-H Cg eg Cg C^ V-H V-H v-H V-H eg eg eg 

to to to Hi to 
J     n 

V-H v-H 

to 
CO to V-H 

H          0) 
W to V-H 

^^ 
o   e to to to 

W         O 
V-) EY3 CO 

•P to V-H eg CO Ml 
eg W.l ^H ^o to IN CO to V-H t-H V-H V-H v-H v-1 v-H V-H V-H 

H  S3 

to to to 
eg ^n 

BJ    |_] to 
to 

to 
to 

to 
to 



1944 COASTAL ENGINEERING—1982 

H H 
0 

T L \ \ h \r \ 'XA Author 
L 

0 h (cm) (sec) (m) (m) 0») (m) (m) XB 

0.75 1.50 0.25 2.00 0.333 
1.50 1.50 0.30 1.00 0.20 

Shinohara 0.0192 2. 55 0.922 1.33 2.625 1.50 0.375 0.57 0.14 
and 3.75 1.50 0.25 0.40 0.067 

0.75 1.50 0.52 2.00 0.693 
Tsubaki 6.12 0.922 1.33 1.50 1.50 0.50 1.00 0.333 
(1986) 0.0461 2.625 

3.75 
1.50 
1.50 

0.425 
0.10 

0.57 
0.40 

0.16 
0.027 

Hovikawa and 
Koizumi 0.020 8.7* 1.15 2.06 2.0 4.0 1.1 2.00 0.55 
(1974) 

Sasaki  (1976) 0.02* 8.7* 1.15 2.06 2.0 4.0 0.70 2.00 0.33 

100. 200. 26 2 0.28 
100. 300. 48 3 0.48 

Peplin 0.0086' 86.0' 8.0 100.0 100. 400. 35 4 0.35 
(1979) 100. 

400. 
200. 
50. 

600. 
800. 
400. 
100. 

28 
50 
96 
18 

6 
2 
2 
2 

0.28 
0.125 
0.24 
0.18 

0.0217 2170* 3.0 100.0 100. 200. 50 2 0.50 

0.030 30* 8.0 100.0 100. 200. 11 2 0.11 

Sauvage et at 
(1956) 0.80 1.00 1.00 0.80 1.00 0.80 1.0 

^Estimated by present authors from other data given by the author 

TABLE 2: Results obtained by other researchers by 
numerical and physical small scale models 
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Silvester (1970, 1974) explained hypothesis a) by assuming that the 
bottom contour lines become parallel to the diffracted wave fronts. 
Model tests carried out by Gourlay (1976) indicate, that this may not 
be the case, because such a morphology involves strong currents capable 
of causing intensive sediment transport along the sheltered beach. 
Consequently, hypothesis a) should be discarded. The condition for 
hypothesis b) clearly must be the existence of a circulatory current 
strong enough to maintain longshore transport along the equilibrium spit 
or tombolo beach. However, continuity considerations show, that such a 
strong current may not exist in the vicinity of a detached breakwater 
because the current at the breakwater heads would be much weaker than 
that at the shore, facilitating there sediment deposit which would mean 
that equilibrium was not reached. This was also indicated by the model 
tests of Gourlay (1976). Therefore, this conclusion leads back to 
hypothesis a) which had to be given another physical explanation. 

DISCUSSION OF A NEW EQUILIBRIUM HYPOTHESIS 

The authors observed in the model and then in nature that the mor- 
phological equilibrium was reached when the shape of the contour lines 
was not completely parallel to the diffracted and refracted wave 
fronts (see fig. 9 and 10). The present hypothesis states that a morpho- 
logic and sedimentologic equilibrium is reached when the shape of the 
contour lines is such that along the sheltered beach the diffracted 
waves have a component of momentum opposed to the gradient of the mean 
sea level induced by radiation stress due to non uniform wave height 
along the wave fronts. This explains the fading of the currents which 
caused sediment transport during the earlier stages of development. 

Fading of the currents does not mean a complete absence of them, 
but rather indicates a state of lack of longshore sediment transport, 
due either to the weakness of the remaining currents, or to the combined 
influence of diffracted waves and weak currents, which cause only local 
oscillation of sediments. 

As a matter of fact, weak currents may be obseryed along tombolo 
beaches in spite of their apparent state of equilibrium. 

In model tests carried out in our laboratory involving detached 
breakwaters the weakening of the circulatory currents towards the end 
of the development process of tombolos was clearly observed. 

In the same state sand movement along the tombolo beach could 
not be detected. This also confirms our hypothesis concerning the 
dynamic conditions required for the establishment of equilibrium 
in the process of tombolo development. 
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Fig. 9- TOMBOLO DEVELOPMENT-MODEL 
(CONTOUR LINES NOT PARALLEL WITH  DIFFRACTED WAVE FRONTS) 

(data from   Nir,l976) 

Fig. 10- TOMBOLO DEVELOPMENT - NATURE 
(SHORE LINE NOT PARALLEL WITH  DIFFRACTED WAVE FRONTS) 
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LITTORAL PROBLEMS IN THE PORTUGUESE WEST COAST 

I.B. Mota Oliveira1, A.J.S.F. Valle2, F.C.C. Miranda3 

ABSTRACT 

This paper summarizes a study recently concluded of a sandy coas- 
tal reach, 110 km long, on the Portuguese west coast. The final objecti 
ve of that study was the design of a sea defense master plan covering 
all the stretch, to be built at a long term. That coastal reach has been 
under a strong erosion process for a long time. The history of the pro- 
blem and its present situation were thoroughly analysed. Different tech- 
niques, related to different aspects of the general problem (wave clima 
te, littoral transport, sand bypassing, long term evolution under accre 
tion or erosion conditions, groin field, spiral beaches, etc.lwere used. 
In what concerns littoral transport and sand bypassing the improvement 
of currently available methods was tried. The need of an accurately de- 
fined wave climate was felt; some rather disappointing results can sure 
ly be related to the lack of accurate wave data. 

1 - INTRODUCTION 

The study deals with a coastal stretch 110 km long on the Portugue 
se west coast, limited to the north by the Leixoes harbor and to the 
south by the Cape Mondego - FIG. 1. The stretch faces the North Atlantic 
Ocean, withstanding a severe wave climate. The Douro river, joining 
the sea just south of the town of Oporto, and the Avelro lagoon entran- 
ce are the main geographical features of this coast. 

From a geological point of view the stretch can be divided in three 
zones. The northern zone, only 4 km long, between the Leixoes harbor and 
the Douro river, has a predominantly rocky nature. The second,15km long, 
presents a series of rocky outcrops defining a series of sandy beaches 
of high recreational value due to their proximity to important urban a- 
reas. The third one, to the south of Espinho, is a long and almost 
straight sandy stretch of 90 km. 

Some centuries ago this stretch suffered a period of alluvial over 
feeding. The lagoon of Aveiro was formed in that period, as a result of 
the southward growing of a sand spit - FIG 2. Concerning this subject , 
a very interesting paper (The History of a Tidal Lagoon Inlet and its 
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FIG    2 - Formation or 
the Aveiro Lagoon 
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Improvement - the case of Aveiro, Portugal) was presented by Abecasis , 
C.K. at the 5th Conference on Coastal Engineering, Grenoble, 1954. 

In that paper a close relation between the above-mentioned pheno- 
menon and the Douro river as an alluvial source is established. It has 
to be said that the phenomenon is not specific of this coastal stretch; 
in fact, one could refer to other cases of the same historical period a 
round the Iberic Peninsula and even in the Portuguese coast, clearly de 
monstrating a situation of strong alluvial feeding. Although very inte- 
resting, the purpose of this paper is not the discussion of the causes 
which determined that situation. 

The first records concerning the erosion process are 120 years old 
and concern Espinho and Furadouro which were, at that time, very small 
fishing villages in the northern area of the stretch - FIG 1. One is al 
most sure that the erosion process began earlier; however, human presen 
ce along the littoral area was almost null and the problem was not re- 
ported. 

In 1892 the two long breakwaters of the Leixoes harbor were couple 
ted - FIG 3. By those days the erosion process in Espinho had already be 
gun at least 20 years ago. Even so, many people related and some people 
keep on relating the problems of Espinho with the construction of the 
port of Leixoes. 

The today town of Espinho has a long history of damages caused by 
the sea. Figure 4 registers the evolution of the water-line position 
(distance to a fixed point) in Espinho. We can see that from 1885 to 
1910 (25 years) the coast receded 225 m (9 m/year). Even more striking 
is Figure 5, showing that the old village center was almost completely 
"swallowed" by the sea between 1880 and 1912. A historical photo taken 
on the 20th Dec. 1904 - FIG 6 - registers the falling down instant of the 
tower of Na. Sra. da Ajuda church (see location on FIG 5). 

From 1912 till 1929 the sandy coast recovered a lot, by reasonsnot 
clearly understood, although it had been related to the construction of 
three groins between 1911 and 1918, the first protection works ever 
built in the Portuguese west coast. Since then several improvements and 
extensions of the earlier protection scheme were performed: new groins, 
a sea-wall, etc. Although the town of Espinho had become really protec- 
ted, the protection scheme couldn't avoid the withering of the sandy 
beach; by 1980 it had almost disappeared in front of the town. 

A few other places along the stretch also have their historical e- 
volutlon fairly well documented. 

The zone just south of the Leixoes harbor lost its only alluvial 
source, that is,the coast to the north, when the two breakwaters were 
built (1982). In fact, the retention effect upon the southward directed 
littoral transport and the dredging of the harbor entrance removed al - 
most completely the sediment feeding of the stretch between the harbor 
and the Douro river mouth - FIG 1. The result has been the loss of some 
sandy beaches which, in the first decades of the century, were preferred 
by people of the northern area of the country. 

The adjacent urban area remains naturally protected by the rocky 
coast; the landscape remains highly appreciated; but its recreational 
value is no longer the same as in the old days. At present, we begin 



PORTUGUESE WEST COAST 1953 

thinking on the possibility of establishing artificial beaches taking ad 
vantage of natural rocky outcrops to be improved as littoral barriers , 
and doing some artificial sand filling. 

Taking into account the history of a disappeared little church in Fu 
radouro - FIG 1 - it seems that the coast receded some hundred meters , 
between 300 and 400 m, since the last decades of the 18th century till 
1930. 

Quite recently (1959) the construction of two jetties in the Aveiro 
lagoon entrance has caused important changes on the local littoral regi- 
men, with a strong accretion in the northern stretch and strong erosions 
in the southern stretch - FIG 7. 

It can be said that, at present, only the last southern 30 kilome- 
ters of the whole stretch do not present any erosion problem. That is the 
result of the retention effect on the Cape Mondego, acting like a big na 
tural groin. But one can be sure that the problems will "propagate" to 
the south as time goes by. 

Erosion is particularly threatning just south of Espinho and south 
of the Aveiro lagoon entrance. 

Until now protection works have been built separately, at different 
points of the coast, whenever the risk of destruction of a particular ur 
ban area occurs, without a rational plan. A study was undertaken with the 
final objective of establishing a long term sea defense master plan cove 
ring the whole stretch. 

2 - RECENT EVOLUTION. PRESENT SITUATION 

2.1 - General characterization 

By"recent evolution" one means after 1950. What differentiates this 
period from the previous one is the existence of data, namely topo-hydrc— 
graphical surveys and aerial photos adequate to a quantitative evaluation 
of the coastal evolution. 

Topo-hydrographical surveys concern only some places or some limi- 
ted coastal stretches where erosion problems are relevant on account of 
the patrimonial or social importance of the littoral areas; the greater 
this importance, the better the data of this type. 

For the whole coastal stretch, the best data we could afford were 
aerial photos, at different times. It was possible to analyse data of 
this type at intervals of more or less one decade, since 1947. 

Initial fears about the accuracy of this approach were not confir- 
med. Some difficulties had been antecipated: the correct identification 
of the water-line on the beach slope; the correct identification of fixed 
references in remote and densely wooded littoral areas; and mainly the 
inaccuracy resulting from a changing tidal level (one photo taken during 
high-water over a beach of normal slope can display an "erosion" of some 
30-50 m or even more when compared with another one taken during low-wa- 
ter, if the tide is 3-4 m high). 

Nevertheless, the result was very coherent and encouraging. Figure 
8 displays the coastal evolution south of Espinho and the Aveiro lagoon 
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inlet (FIG 1) between 1947 and 1978, as obtained from aerial photo analy 
sis. 

Both places present maximum erosion rates of 8 meters per year (tem 
poral mean values) during that period of 30 years; erosion was partial - 
larly severe in the periods 1947/58, south of Espinho, and 1958/73, south 
of Aveiro (following the construction of the jetties), with local rates 
higher than 10 m/year. 

The results of sane analysis show the erosion "propagating" to the 
south with time; during the seventies erosion problems were present along 
a distance of some 20 km to the south, with mean erosion rates of seve - 
ral meters per year. 

2.2 - Specific Cases 

2.2.1 - Introduction 

Some specific cases have been deserving special attention since a 
long time, owing to the urban value of littoral areas affected by the 
coastal receding phenomenon or by some other reasons (e.g. Espinho, Avei 
ro lagoon inlet). Therefore, data are relatively abundant, specially in 
what concerns hydrcgraphical surveys, which allowed the quantitative (vo 
lumetric) evaluation of the erosion process. 

Nevertheless, some difficulties were encountered as a result of data 
deficiencies. By far, the most important one is related to the lack of in 
formation belcw the zero hydrographical level. In fact, most hydrographi 
cal surveys cover the areas above that level only, in practice above low 
water level. So, the volumetric evaluation of the specific coastal ero- 
sion cases concerns only the zone of the beach above datum level. 

The evaluation was accomplished according to the following approach: 
- beach profiles, with a 200 m spacing, were drawn; 
- the corresponding areas (A) above zero datum level were evaluated; 
- curves A (s) for each available survey were drawn, s being the 
abscissa along the beach; 

- areas under those curves, representing sand volumes above zero le 
vel [V =/A(s)ds] were measured; 

- a curve V (t) was drawn, t being the time variable (years). 

The evolution of the Aveiro lagoon outer bar was evaluated by compa 
ring the hypsometric curves characterizing the global morphology of the 
bar in each date. 

Some comments on the results obtained in two exemplifying cases 
(Espinho and Aveiro lagoon bar and adjacent littoral stretches) are added. 

2.2.2 - The beach of Espinho 

The beach of Espinho was divided into three stretches: A (375 m),to 
the north of the sea defense scheme; B (1500 m), corresponding to the sea 
defense scheme,which comprised a sea-wall and several short groins; C 
(625 m) to the south (downdrift) of that scheme. Figure 9 shows the evo- 
lution curves of stretches B and C. 

Curve B displays an almost regular erosion rate of 18,500 m/km.year 
above zero datum level. On the contrary, curve C displays two different 
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evolution periods: before and after middle sixties; the mean erosion ra- 
te raised from 19,500 m7km.year, in the first period, to 70,000n?/km. year, 
in the second; in linear terms, coastal receding in this stretch raised 
from 2.3m/year to 9.2 m/year between the two periods; it should be noti- 
ced that in a period of 13 years (1964-1977) the coast receded 120 m in 
this stretch. 

2.2.3 - Aveiro lagoon inlet area 

The construction of the outer jetties of the Aveiro lagoon inlet 
(1950-58) determined important morphological changes in the surrounding 
areas: updrift and downdrift beaches and outer bar. Those changes were 
intensively analysed; we can only summarize here the most relevant re - 
suits - FIG 10. 

Nowadays, the accretion updrift zone is 8 km long. The weakening of 
the littoral transport and the intense extraction of sand for the cons- 
truction industry led to the conclusion that the length of the above-men 
tioned zone may have stabilized. 

The available hydrographical surveys cover a length of 3. 5km and con- 
cern only the area above zero datum level. Therefore, for the evaluation 
of the accretion rates along the whole zone, some assumptions had to be 
considered. 

Erosion problems in the downdrift (southward) beaches began even du 
ring the construction of the outer jetties. By the end of the sixties 
coastal receding had begun endangering the summer resorts of Barra and 
Costa Nova. From 1972 to 1973, a groin field (11 groins), protecting a 
beach length of 2,400 m, was built; of course, the erosion process con- 
tinued very active to the south. In 1979, two long groins (250 m) were 
built, one just south of the village of Vagueira, the other as a comple- 
ment of the previous groin field. Nowadays, erosion problems are felt 
south of vagueira, in a coastal length of several kilometers. 

The construction of the outer jetties also induced important chan- 
ges, both on the outer bar and the lagoon channels. 

Curves on Figure 10 characterize seme of the main effects of themor 
phological evolution of those three zones: updrift and downdrift beaches 
and outer bar. 

The accretion rate in the updrift zone above datum level displays 
strong interannual irregularities. Nevertheless , since the end of the 
sixties it shows a regular decreasing trend, which can be related to the 
position of the low-water line vis-a-vis the north jetty head. In the 
first three years the rate was particularly high: 800,000 n?/year. Such a 
value led us to think, for the first time, that the mean annual littoral 
transport could overpass the value of 10° m^, usually accepted for this 
coastal stretch. 

Taking into account the storage under the zero datum level, a mean 
storage rate of 600,000 m^year, for the whole period (1950-1978) was 
found; if one also considers the sand extracted for the construction in- 
dustry, it means that a volume of about 20 million m-* has been subtracted 
form the natural littoral process, since the beginning of the construc- 
tion of the jetties (1950). This event fully explains the erosion pro- 
blems felt in the downdrift beaches. 
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The volumetric evolution of the outer bar displays a first withering 
phase (4 years) followed by recovering and stabilizing periods. This situa 
tion can be related to the advance of the northern jetty during the cons- 
truction phase and to the rate of bypassing of this structure. Qualitati- 
vely, the stabilization of the outer bar and the decreasing of the accre- 
tion rate in the updrift zone can be correlated. 

The erosion process in the downdrift beaches was analysed in detail, 
taking into account stretches 1 km long, afterwards combined into larger 
stretches with a particular physical meaning (e.g., stretch protected by 
the groin field, stretch influenced by the outer bar). The volumetric evo 
lution presents irregularities throughout the years, as exemplified on Fi 
gure 10 with the 8th km curve. Nevertheless, one can clearly distinguish 
two periods concerning erosion rates above zero datum level. Curves on 
Figure 10 pertain to the stretch which is more directly influenced by the 
outer bar (from kms 2 up to 4), as well as to the downdrift stretch (frcm 
kms 5 up to 9). Erosion rates on the former has always been smaller than 
on the latter. That can be related to the known trap effect exerted by a 
big outer bar; nevertheless, any of them displays a clear reduction of the 
erosion rate in the last years. Again, one can correlate this erosion rate 
reduction, the stabilization of the outer bar and the decreasing of the 
accretion rate on the updrift zone. 

Some other relevant results can be presented as follows: 
- in the period frcm 1954 to 1978 (24 years), the mean coastal rece- 
ding along the whole stretch (9 km) amounted to 150 m; 

- during a period of two years after the construction of the groin 
field, the adjacent southward stretch (1750 m) receded 50 m; 

- during a period of 15 years (1954-1969), the stretch south of the 
groin field (from kms 5 up to 9) lost 5 million nr of sand above 
the zero datum level. 

3 - LITTORAL PROCESS 

3.1 - Introduction 

Several studies concerning the littoral process of the Portuguese 
west coast were carried out, namely the evaluation of the strength of al 
luvial sources, the evaluation of the littoral transport, the mathemati- 
cal modelling of coastal morphological changes and the determination of 
the equilibrium beach line orientation. 

3.2 - Alluvial sources 

The almost exclusive alluvial sources of the coastal stretch between 
Leixoes and Cape Mondego have been the coast north of Leixoes and the Dou 
ro river. For a coast in a dynamic equilibrium state, the evaluation of 
the strength of those sources would be equivalent to the evaluation of 
the littoral transport. 

The coast north of Leixoes harbour is fed by several rivers.River 
Minho is the most important one. It constitutes border between Portugal 
and Spain (FIG 11). Surely the sediments carried by these rivers are 
transported to the south. Before the last decade of the 19th century, 
when the breakwaters of Leixoes harbor were built, those sediments ente 
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red the stretch under analysis; since then they have been dredged at 
the entrance of that harbour. 

Taking advantage of the long dredging record available, and discar 
ding the fine fraction of the dredged material (normally absent from the 
littoral drift), it was possible to conclude that the littoral transport 
coming from the north coast would have been of the order of 
150,000-180,000 mfyear. 

In what concerns the Douro river, two approaches were used. The 
first one took into account the above result and the areas of the cat- 
chment basins geologically suitable for the "production" of sand. A de- 
tailed survey of the available geological charts was made in order to i 
dentify those areas in the Douro river catchment and in the river basins 
tributaries of the coastal stretch north of Leixoes. In this approach so 
me assumptions were made: over the several basins, the mean rainfall re 
gimen, the forest and agricultural occupation and the mean orographical 
(sloping) conditions are nearly the same. 

Considering these assumptions, the strength of the updrift coast, 
as an alluvial source, would have been, previous to any human interfe- 
rence, of the order of 15 to 20% of that of the Douro river. Taking into 
account the littoral transport concerning the coast north of Leixoes 
(150,000-180,000 nv'year), it was concluded that the Douro river would 
have produced, in natural conditions, a mean annual volume of beach ma- 
terial of 0.75 to 1.2 million m^. This means that a total mean annual 
volume of 0.9 to 1.4 million m-* entered the stretch under analysis.This 
result fits quite well the currently accepted mean annual value of the 
littoral transport in this zone of the Portuguese west coast (10^m3). 

However, another approach for the evaluation of the Douro ri- 
ver strength as an alluvial source produced a much higher result. Four 
different theoretical bed load formulas (Dubois, Meyer Peter-Muller, 
Einstein-Brown and Engelund-Hansen) were used together with three diffe 
rent mean annual hydrological regimens: the natural, previous to the 
first important dams (before 1930), the present and the future one,when 
the plan for development of the Douro river basin will be fully imple - 
mented. 

As usual, the scattering of the results is considerable. For Instan 
ce, for the natural hydrological regimen the results were as follows: 

(106m3/year) 
Dubois   1.4 
Meyer Peter-Muller   0.7 
Einstein-Brown   3.5 
Engelund-Hansen   1.8 

In any case the Einstein-Brown value was much higher than the others. 
Besides, it exceeds largely the commonly accepted value for the littoral 
transport (10^ m-Vyear); therefore, it was discarded.Taking into account 
the average value of the remaining three formulas,the following results 
were obtained (1(fi  m-Vyear) : 

* natural regimen   1.8 
* present situation   1.3 
* after the conclusion of the Crestuma dam, under construc- 
tion near the upstream limit of the Douro estuary   0.25 
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Considering the above natural regimen results and the littoral drift 
coming from the updrift coast, one gets a value of the order of 2 x 10° 
m3/year. This rises the idea that the potential transport capacity of the 
wave climate is significantly higher than it is commonly accepted. 

Hie coastal alluvial feeding is directly influenced by the extrac - 
tion of sand for the building industry; its importance is even higher 
than initially suspected. It's rather difficult to assess correctly the 
importance of this activity, owing to the more or less uncontrolled way un 
der which it was exerted during a long period. Direct inquires along the 
lower reach of the Douro river were made and the scarce records were sear 
ched and analysed. 

Since 1980, this activity is generally forbidden along the Portugue 
se coasts, with the exception of a few very specific places. One of these 
places is the accretion zone updrift of the jetties of the Aveiro lagoon 
inlet (S. Jacinto beach - FIG 10); in the last years the extraction rate 
increased considerably in this area, amounting to 400,000 m3, in 1980. 

Nowadays, along the lower 50 km reach of the Douro river, including 
its estuary, sand and gravel extraction seems to be of the order of 
1.5 x 106 m3/year. 

3.3 - Littoral transport 

3.3.1 - Sediment budget concept 

For the evaluation of the littoral transport two approaches were u- 
sed: the sediment budget concept in successive cells from north to south 
and the CERC littoral transport formula, using the available wave climate. 

To apply the first approach, the coast between Espinho and Cape 
Mondego was divided into 5 cells. In this analysis the stretch Leixoes- 
-Espinho, with a predominantly rocky nature, and therefore in a sedimen- 
tary equilibrium state, was discarded. 

A lot of work had to be done in order to evaluate the erosion (or ac 
cretion) inside each cell, since 1950. Some specific places have been mor 
phologically surveyed quite regularly but, most of the time, above the ze 
ro datum level only. In those places assumptions for the relation between 
tjie erosion cross-section areas above and under datum level had to be made. 

Nevertheless, for most of the stretch Espinho-Cape Mondego only the 
successive positions of the beach line, as registered by aerial photogra 
phy, were known. At this point, an important step of the study was to es- 
tablish an erosion profile. A mixed type profile was adopted:rectangular 
above, trlanguler under the zero datum level - FIG 12. Site inspection 
and topographical data allowed the knowledge of the upper level of the e 
rosion profile, i.e., the level of the littoral dunes under erosion(FIG12, 
dimension A). On the other hand, taking into account some available hydro 
graphical surveys extending to underwater areas, the lower level of the 
erosion profile could be established (FIG 12, dimension B). B values va- 
rying from 7.5 m up to 9.5 m between Espinho and Cabo Mondego were adop- 
ted. 

Wind action is surely irrelevant in the littoral process of this par 
ticular case. Sand losses to deeper areas, due to transversal movements, 
were also discarded. 
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Boundary conditions concerning the littoral drift flawing through 
the cross-section of Espinho (X m-Vyear) had to be established. Taking 
into account the results concerning the alluvial sources, the following 
values were assigned to the X variable 

Period     X (mVyear) 

1950/59 800,000 
1960/64 600,000 
1965/69 400,000 
1970/74 250,000 
1975/78 100,000 

Figure 12 presents the final result of this approach concerning two 
sections: one at the updrift limit of the accretion zone of the Aveiro 
lagoon inlet; the other at Cape Mondego. This figure warrants the conclu 
sion that the potential littoral transport capacity of the wave climate 
seems to be of the order of 2 x 106 mVyear. The littoral drift flowing 
through the section of Espinho being much smaller, the wave climate "nou 
rishes" itself with the sand deposits (beaches) of the southward stretch; 
nevertheless, the stretch Espinho-Torreira doesn't seem big enough to sa 
turate the potential transport capacity of the wave climate; in fact,the 
mean value of the littoral drift flowing through the cross-section of Tor 
reira seems to be of the order of 1.5 x 106 m-Vyear. Another interesting 
result of this approach concerns the natural bypassing of the Aveiro la- 
goon inlet. It seems that, nowadays, it remains of the order of several 
hundred thousand m-Vyear, despite the storage on the updrift accretion 
zone, the extraction of sand in that zone and the weakening of the allu- 
vial sources. 

3.3.2 - Theoretical evaluation 

The CERC littoral transport formula was used. Despite the amount of 
work developed in this analysis, the results were quite disappointing.In 
the next paragraphs the studies developed are summarized. 

With some well-known assumptions concerning the breaking region, 
the CEEC formula may be written as follows: 

Qs = 750 H^/2 sin  2o<b (1) 

Qs being evaluated in m-Vhour and Hfc, being the root mean square breaking 
height. 

The available wave climate data were recorded in a 6 year period 
(1954-60) in Pigueira da Foz, a summer resort located just south of Cape 
Mondego. Based on this data, the mean annual deepwater wave conditions 
can be characterized in terms of frequence distributions of directions, 
periods and heights. Considering the results of some previous studies ba 
sed on these data, some difficulties were expected since the beginning. 

For the discretization of the wave climate, seven directions (from 
SSW to NNW), eleven heights (from 0.75 up to 10.5 m) and three periods 
(8, 11 and 14 s) were considered; that formed a set of 231 "waves" 
(7x11 x 3) characterizing the mean annual wave conditions. A computer 
program was prepared for the evaluation of the gross and net transport 
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capacities of these "waves". 

Another computer program performed refraction diagrams between deep_ 
water and the (-5.00 m) contour line. Shoaling (Ks) and refraction (Kr) 
coefficients and directions (o<) at the (-5.00 m) contour were assigned 
to each "wave" as input of the littoral transport program. To apply Equa 
tion (1) breaking values (Hj-,,« fo)  area needed; however, only some parti- 
cular "waves" will break at a (-5.00 m) position. 

The smaller the wave height, the nearer to the beach it will break 
and, therefore, the greater the refraction effect. This means that the 
period (T) and the deep water wave direction (°^) are not sufficient to 
defineoC^ , Ks and Kr at the breakers, the problem being of an implicit 
type: (X^ and Hj-, depend on the refraction effects but, on the other hand, 
these effects also depend on the wave height. 

To solve this problem, the following approach was used: 

- Snell's law was considered valid between the (-5.00 m) contour 
line and the breaker line 

sintx^   sin<*5 

— = -S- <2,; 

- Phase velocity follows the solitary wave theory 

C = ,/g(d + H)     (4) 

- Breaking criterium: H, = d, (5) 

- Wave shoaling: as given by the linear wave theory for shallow 
water /-= 

Ks * 0.5 -r^=4-      (6) 
?/ a 

Applying Eq. (6) at the (-5.00 m) position and on the breakerline, 
the shoaling effect between them will be 

4 f&i 
(7) 

Combining Equations (2), (3), (4), (5) and (7) we get 
/ 2Kb o(, = arc sin ( A-= — . sin t*c) (8) b y dq + H,-        5 

/ cos <x  c      4 / ds 
W^T- • \/T^ • H5 <9> 

In these equations d5 equals 5 m plus the tidal level. Equations 
(8) and (9) are solved iteratively. For the starting step, to obtain a 
first approximation of°<fo  and B^ ,  Hb takes the value of H5. 

Example: with a 2 m tidal level, d5 = 7 m; let us consider three wa 
ves with «5 = 10° and H5 = 5 m; 3 m; 1 m; according to this approach, 
breaking heights and directions would be 
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H5  (m) 5 3 1 

f^  (m) 5.36 3.56 1.49 

"b 
9.4U pos-1 

6° 

The first results obtained with the littoral transport computer pro 
gram were absolutely unacceptable. In fact, a northward net littoral drift 
of 1.1 x 10^ nr was obtained, and it's known for sure that the net litto 
ral drift is southward directed. 

Such a result seams to mean that the available wave climate is south 
ward biased, i.e., the true wave climate must be richer in waves coming 
from the north-west quadrant. Therefore, several tryings were made aiming 
to "construct" a more likely wave climate; this was accomplished by trans 
ferring occurence percentage values, for instance, from W to NNW. 

Two measures of its liveliness were available: 

- the wave climate has to produce a southward net littoral drift; 
- the same wave climate, acting over a coastline making an angle of 

some degrees with the true coastline, would produce a zero net lit 
toral drift (according to the studies presented in item 3.5,in the 
area of Aveiro this equilibrium angle would be of the order of 4° 
to 6°). 

Eight wave climates were "constructed" this way; Figure 13 presents 
two wave roses, one concerning the original wave climate (Clo) and the o 
ther one related to the northmost biased wave climate (Clg) . Four coast- 
line directions were considered: the true coastline and three others ma- 
king angles of 2°, 4° and 6° with the real one (in these tryings the 
beach was "rotated" above the (-5.00 m) level, only). For each wave cli- 
mate and for each coastline direction, the gross and the net littoral 
drift were evaluated. 

Despite the amount of work developed, the results were inconclusive. 
For instance, for an intermediate wave climate, labeled CI4, one got (va 
lues in 1Q6m3/year): 

True coastline Beach angle with the true coast 
line direction 

4° 
Gross littoral drift 
Net littoral drift 

13.1 
-4.4 

12.0 
-0.6 

11.6 
+3.2 

11.6 
+7.1 

(minus signal means "southward directed"). 

We recall that the true wave climate would produce a zero net litto 
ral drift for an angle of 4 to 6 degrees. According to the above results 
the CI4 vanishing angle would be 2.3° only; nevertheless, the same CI4 , 
acting over the true coastline, produced an unacceptable high value for 
the net littoral drift. 

We notice that the "rotation" of the coastline produces a minor ef- 
fect over the gross littoral drift; on the other hand, the net littoral 
drift displays a great sensitiveness to that "rotation". 

It seems unquestionable that these difficulties result mainly of 
inaccuracies of the available wave climate data. But one also has to 
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keep in mind that "even with exact wave data, it is believed that the 
longshore transport can only be predicted within approximately -67% to 
+200%" (Dean, 1978). 

3.4 - Mathematical modelling of morphological changes 

A mathematical model was prepared with two main objectives: the stu 
dy of the coastal evolution in the stretch south of Espinho and the fore 
seeing of the expected changes of S. Jacinto beach,as a result of another 
extension of the length of the north jetty of the Aveiro lagoon inlet;if 
the model had proved well, it would have been used in the planning of the 
sea defense scheme. However, the results were not satisfactory,mainly on 
account of inaccuracies of the wave data. 

Basically, the mathematical model uses the approach of Willis and 
Price (1975). Two complementary devices were added:one takes into account 
the influence of the morphological changes on wave refraction effects; the 
other aims to simulate the bypassing process around a littoral sediment 
barrier. 

One knows that a short term accretion or erosion will only affect 
the beach profile above a relatively high level in a shallow water region. 
Therefore, wave refraction effects will change only in a relatively narrow 
strip, adjacent to the shoreline; thus, it is not worthwhile to elabora 
te again all the refraction diagrams, specially when dealing with a more 
or less straight shoreline, in order to account for those changing effects. 

The objective of the proposed approach is the evaluation of the brea 
king angle c< 5 at the modified shoreline. For that purpose, an equation of 
the following type is currently used 

c< = cxQ - arc tan -|^        (10) 

°<0 being the angle relative to the initial undisturbed shoreline. 

The starting data for the proposed approach are the breaking wave 
height and the angle (Hj-, /oSy-,); they are available as output of the com- 
puter program described in item 3.3.2. In the region affected by the mor 
phological changes the validity of equations (2), (4) and (5) is again 
assumed. 

Knowing the breaking values of H and ex1, one goes back to an undis- 
turbed depth, that is, a depth not affected by the short term morphologi 
cal changes (for instance, d = 8 m under the reference level). Combining 
equations (2), (4) and (5) it is found 

/ d + H, 
o<d.0 = arcsin (J      m      • sirey^ )     (11) 

<*b.o being the breaking angle relative to the initial shoreline, and 
<x d.o tne corresponding value at an undisturbed depth (d). In this ap- 
proach the wave height variation was neglected. 

"Rotating" the shoreline 

°<d = 0<d.o-arctan^-      (12) 

being «<, the wave angle relative to the "rotated" shoreline, atanundis 
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turbed depth (d). 

Reversing equation (11), the angle at breaking position can be fouifi 

/ 2Hb 
(Xb = arcsin ^s^--  slno<d)     (13) 

Summarizing, in the proposed approach equation (10) is replaced by 
equations (11), (12) and (13). Let us consider a breaking wave 2 m high, 
with oifc.c = 5°; if the shoreline rotates 2°, as a consequence of an ac- 
cretion process, equation (10) will givecx'j-, = 3° while the sequence of e 
quations (11), (12) and (13) will give U j, = 3.67° (considering d = 7 m 
as the undisturbed depth). 

To simulate the bypassing process another device was used: it rela - 
tes the bypassing rate with the position of the surf zone vis-a-vis the 
head of the littoral barrier - FIG 14. 

For the distribution of the littoral transport capacity across the 
surf zone, a triangular type law was assumed, with its maximum value at 
the breaker line. Equation (5) was again adopted as the "breaking crite- 
rium". The width of the surf zone (B) for the used assumptions depends on 
the breaker depth (db) and on the bottom slope. Therefore, a bottom profi 
le had to be assigned to the breaker region in each specific case; in the 
case of the Portuguese west coast one of the mixed type was adopted-FIG14. 

When the wave breaks landward of the littoral barrier head,bypassing 
doesn't occur tCW, = 0); if it breaks seaward, the bypassing rate will be 
a fraction of the littoral drift arriving at the barrier (Q), that frac- 
tion corresponding to the part of the triangular transport diagram which 
is not intercepted by the littoral barrier. That is (FIG 14) 

Qbp= [1 - (f)2]. Q     (14) 

X being the distance from the waterline to the head of the littoral bar- 
rier. 

Some difficulties were encountered in defining a Q with a physical 
meaning (the littoral drift arriving at the barrier). For instance, if Q 
is related to the orientation of the shoreline in the adjacent stretch, 
and if this stretch is a fixed number of integration steps A s long, 
then the bypassing rate depends on the integration step ^s. Finally, Q 
was related to the orientation of an adjacent stretch with a fixed length 
exceeding the surf zone width of the highest waves (for instance, 400m). 

Difficulties of another type were risen when the accretion-erosion 
effects reached the limits of the mathematical model stretch; boundary 
conditions such as Y = const or Qs = const were no longer valid. Besides, 
in the present case accretion caused by an artificial barrier occurs c— 
ver a shoreline under a general erosion process. It seems that, in such a 
case, the best approach would be, like in other fields, to obtain the 
boundary conditions as output of another far-field model, covering a much 
longer coastal stretch. 

To test this model the accretion process of S. Jacinto beach (2.2.3) 
was simulated between 1950 and 1978. The results were not satisfactory. 

One should be reminded of the presumed inaccuracies of the mean an- 
nual wave climate used in the whole study. However, the accretion process 
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to be tested has been the result of wave conditions changing year after 
year. In fact, the true wave conditions that determined the accretion 
process of S. Jacinto beach are unknown. Besides, the accretion process 
reached the updrift model boundary much faster than in the prototype.The 
se may be some of the reasons of the above-mentioned difficulties. 

3.5 - Equilibrium beachline orientations 

It will be seen further on that the sea defense master plan was de 
signed for a zero net littoral drift condition. Therefore, the assumed 
beaches that will be formed between coastal protection works, will pre- 
sent shapes and positions corresponding to an equilibrium state. When 
foreseeing those beach forms, the evaluation of the equilibrium orienta 
tion of some existing beaches was very helpful. Such an approach assumes 
the existence of a dominant deep water wave direction characterizing the 
whole stretch. If that existed, one could determine the equilibrium o— 
rientation of any beach along the stretch. 

Three beaches were selected for this study (FIG 1):Lega,just north 
of the breakwaters of Leixoes, Espinho and S. Jacinto. 

The first one can be considered almost in a equilibrium state, due 
to the relatively weak littoral drift arriving from the north.Taking ±n 
to account two available hydrographic surveys, one determined a mean va 
lue 9 b = 13.5°, Sjj being the beach angle with the north-south direction. 

The beach of Espinho has not surely been in a equilibrium state.Sur 
veys made at 14 different times were carefully analysed. Two particular 
stretches of the beach were considered, each one on the updrift side of 
old groins. Based on this analysis a value 0]-, = 17.5° was adopted. 

Nowadays, the S. Jacinto beach is 8 km long and it is not in an e- 
quilibrium state for sure. For the evaluation of the equilibrium angle, 
only the 500 m long stretch, adjacent to the north jetty of the Aveiro 
lagoon inlet, was considered. Hydrographic surveys were analysed at 37 
different times. A value Qj-, = 22° was adopted. 

Considering the results of the refraction diagrams, the following 
dominant deepwater wave directions 0O were obtained (when wave periods 
of 10 to 12 s are considered): 

Ang. .es with N - 

b 

S direction 

o 

Lega 
Espinho 
S. Jacinto 

13.5° 
17.5° 
22.0° 

37° - 45° 
38° - 50° 
43° - 50° 

The results agree fairly well with one another, despite the fact 
that the stretch Lega-S.Jacinto is 60 km long. Therefore, a deepwater do 
minant direction Q= 50°, with a wave period T = 12 s,was adopted for the 
whole stretch. The corresponding 9b equilibrium values along the stretch, 
necessary for the sea defense planning, were determined using the results 
of the refraction diagrams. 
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4 - SEA DEFENSE PLAN 

Die plan includes more than 60 structures, almost exclusively of the 
groin type. 

In the northern zone, between Leixoes and Espinho,the spacing and the 
length of the coastal structures are quite variable. This results from 
the occurence of many granitic outcrops that ought to be used to anchor 
the groins. In this northern zone the coastal structures will have an al 
most unique objective which consists of improving the existing beaches. In 
fact, the defense of the coast is insured by its rocky nature. 

A sandy coast extends to the south of Espinho with long reaches of 
dunes, sometimes bordering pine forests, other times facing little towns 
and villages. Wherever the littoral areas have a low patrimonial value, 
the spacing between coastal structures is relatively large (2 km and even 
more). This means that sane additional erosion, in some specific points 
of the coast, will have to be accepted; on the other hand, the number of 
coastal structures, always very expensive, becomes quite reduced. Figure 
15 displays the proposed solution for a stretch of beach located between 
Aveiro and Mira. In such a case the plan took advantage of the spiral 
beach concept, studied by Silvester (1972) and others. 

Wherever the coastal receding had to be stopped, on account of the 
high patrimonial value of the littoral areas, the plan used the groin 
field concept, in which the accretion zone of a groin reaches the updrift 
one. The results of experimental studies carried out at LNEC (Civil Engi 
neering National Laboratory, Lisbon) were used. According to Barcelo' 
(1969) the ratio D/C varies with c< as follows 

<* D/C 
20 2.5 
15° 3.5 
5° 4.0 

D being the groin spacing, C its lenght and o<  the angle between the 
crest of the dominant wave and the shoreline. 

In order to reduce the number of coastal structures a large spacing 
(D) was adopted; current values for D and C have been D = 875 m, C=250m. 

Figure 16 presents four structures protecting a coastal length of 
3 km. They have been the first sea defenses of the whole plan to be built; 
presently (summer, 1982) its construction is about to be concluded. The 
objectives of the structures labeled S1 and S2 are twofold: todefendthe 
town of Espinho and to restore its old importance as a summer resort. 
This explains the length of the groins S1 and S2. They were planned to 
trap a "spiral beach" 1,200 m long. During the last year more than half 
a million m-5 of sand was naturally accumulated between S1 and S2. 

5 - CONCLUSIONS 

Coastal erosion became a major problem of almost every coast. The 
main reason for such a situation is the weakening of the alluvial sour- 
ces, due to the improvement of the river basins. Human activity along 
the coasts often aggravates the situation by diverting the natural path 
of the littoral sediments. Therefore, in many instances, it seems advi- 
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sable to consider the long term vanishing of the littoral transport when 
planning a sea defense scheme. 

Mathematical modelling of littoral evolution requires two main work 
bases: accurate wave data and a dependable littoral transport formula.If 
wave conditions are very variable in what concerns either heights, direc 
tions or periods, the difficulties faced when defining accurately a wave 
climate may be higher than those of elaborating a mathematical model. In 
such a case, a mathematical model seems to be a too sophisticated tool, 
leading to disappointing results. That has been the case on the studies 
undertaken concerning the littoral problems of the Portuguese west coast. 
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DURBAN BEACHES RECLAMATION : PRACTICAL ASPECTS 

K.A. Barnett, B.So (Eng.) * 

1      INTRODUCTION 

Much controversy has revolved around the stability of Durban's 
beaches over the years and in its concern for this valuable tourist 
asset, the Durban City Council commissioned several studies 
culminating in a commission in 1961, jointly with the South' African 
Transport Services, with the Council for Scientific and Industrial 
Research in which they were required to investigate the 
possibilities of maintaining the harbour entrance channel at certain 
depths and to find some means to stabilise and improve the Durban 
beaches. 

1.1 Early History 

In the period 1851-1903 harbour entrance channel works initiated 
disturbance to the beach equilibruim, causing the beaches to 
progress generally seawards. It was thought that this was the 
result of greater protection against swells from the south. 

However, increase in the harbour channel depth over the period 
1903—1926 caused beach losses north of Vetch's Bight, whilst in 
that Bight itself further deposition took place. (See fig. l). 
From 1905 onwards sand has been dredged from a sand trap to the 
south of the harbour entrance (Cave Rock Bight) and since 1925 the 
dredging rate has been relatively constant at about 600 000 m3 per 
annum. Subsequent to 1926 more deposition occurred in Vetch's Bight 
but the general beaches continued to erode and in 1935 the Council 
commissioned the first sand pumping scheme with a view to nourishing 
the South and Central Beaches. 

Sand was delivered by the South African Transport Services 
(S.A.T.S.) dredgers from the mooring at the North Pier to the 
Vetch's Pier area from where it was re-dredged by the Council scheme 
and pumped northwards as far as the present day South Beach. 

1.2 Post-War Period 

Erosion of the northern beaches continued and in the period 
1950-1953 sand was pumped directly to Vetch's Bight from an area to 
the south of the South Pier by means of a submarine pipeline across 
the harbour entrance. Owing to insufficient sand collection within 
reach of the dredging plant, the original system with the S.A.T.S. 
dredgers pumping sand from the North Pier was resumed. 

* Principal Engineer, City Engineer's Department, Durban, Republic 
of South Africa. 

1970 
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The two Paterson Groynes were built between 1954-1956 in the hopes 
of stabilising the Central Beaches but this was not realised. 

Over the years most of the material dredged by the S.A.T.S. has been 
dumped in a specific area at sea, called the "Dump" and it has been 
found that this tends to focus wave energy, under certain 
conditions, near the Paterson Groynes. 

1.3    Recent Developments 

As was stated previously, the C.S.I.H. was commissioned in 1961 to 
investigate, in depth, Durban's beach problems and several 
recommendations were made after extensive field and model studies. 
However, a further C.S.I.H. report was submitted to the Council in 
1964 recommending that an underwater, offshore mound be constructed 
using S.A.T.S. dredgings. It was considered that the mound would 
offer good protection to the beaches by reducing incoming wave 
energy and it was thought that the beaches would improve as a result 
of the presence of the mound. The mound was constructed between 
1966 and 1974 but could not be raised to its full design height 
mainly because of the draught requirements of the dredgers. 

However, further studies showed that the mound was not as effective 
as first thought and the littoral drift continued. The area to the 
south of Somtseu Eoad was subject to long term erosion at the rate 
of 70 000 m3 per annum and the area to the north of Somtseu Road 
was in a long term state of equilibruim. 

After correlation of the voluminous previous reports and findings, 
and of the considerable field data which had been collected as part 
of the monitoring programme, the C.S.I.H. submitted in 1977 a report 
outlining firm recommendations for a beach restoration scheme. 
Basically these were as follows:- 

(i)     The mound should not be completed to its design dimensions. 

(ii)    Establish a controlled zone covering the area 40 m landward 
of the 1977 highwater line throughout the Bight area; 
permit no    building within this  zone;   and  provide a 
stockpile of suitable renourishment material for use during 
storm conditions to protect critical areas. 

(iii) Provide an initial beachfill to the area south of the 
Paterson groynes to restore these beaches to a more 
acceptable width. 

(iv)    90 000m3 of Cave Hock Bight material should be dumped 
annually on the beaches south of Somtseu Hoad, i.e. 60 000 
m5/yr. on Addington and South Beach and 30 000 m5/yr. 
on North Beach. 

(v) The Paterson groynes should be replaced by two low level 
structures. Subsequently, it can be decided whether 
further such structures should be constructed. 



DURBAN BEACHES RECLAMATION 1973 

1.4 Action Taken by Council 

The C ouncil accepted (i) above and immediately put into effect 
(ii). It was decided in princple that (iv) should be handled by a 
conventional by-pass sand pumping scheme utilising the S.A.T.S. 
dredgers, as in the past. The technical feasibility of the 
construction of low level groynes is being investigated by a private 
firm commissioned by the Council. 

Some 600 000 m3 of beachfill was supplied by contract dredger to 
the Addington and South Beach areas during August and September 
1982. This contract was negotiated with an overseas consortium 
working in Richards Bay at the time and the cost to the Council was 
about R2,5 m. This involved a trailer cutter suction dredger 
dredging material from an area seawards of the sand trap and pumping 
it ashore along a temporary pipeline from the S.A.T.S. dredger 
connection. Work was .on a round-the-clock basis and usual output 
was about 20 000 m3/day. 

1.5 Programme for the Sand Pumping Scheme 

The general conceptual design of the Durban beaches sand pumping 
scheme was finalised early in 1980 and immediately thereafter the 
detailed design work started. Tenders for the supply and 
installation of the mechanical/electrial equipment were invited in 
early 1981 and in April 1981 this contract was awarded on a "design 
and construct" basis, the City Engineer's Department having set out 
the technical concept of the scheme, the required output, 
concentrations, etc. 

Shortly thereafter the civil and architectural contracts were put in 
hand  and  the  commissioning  of  Stage  I took  place  during 
August/September 1982. Commissioning of Stage II will take place in 
mid 1983. 

2      Description of Scheme 

2.1     Overall Concept and Modus Operandi 

The focal point of the scheme is the hopper/administration site 
which lies near the North Pier. In this site are the tastefully 
designed administrative building which also houses the first booster 
station and the semi-circular reinforced concrete hopper which will 
receive and temporarily store sand from the S.A.T.S. dredgers. As 
stated previously the S.A.T.S. dredgers carry out maintenance 
dredging in the sand trap immediately to the south of the South 
Pier, generally dumping this material out to sea in a depth greater 
than 60 m. Alternatively, the vessel may tie up at the dredger 
connection at the North Pier and pump the sand through the "short 
line" to discharge into the Council's hopper. 

Against the historical backdrop of the problem an agreement has been 
concluded with the S.A.T.S. in which they have undertaken to furnish 
50 000 m3 of sand per annum, free of charge. Any sand pumped in 
excess of this will be charged for at a rate of about R2,00/m3. 
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Initial Beach Fill : Southern Beaches - Before 

Initial Beach Fill : Southern Beaches - After 
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General View of Hopper/Administration Site. 

Jet Water Station in Harbour Entrance. 
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The sand will then he re-dredged from the hopper hy means of 
equipment housed on a mobile bridge hy the injection of water pumped 
from the nearby jet water station, and delivered to the first 
booster station. From there the sand/water mixture will be boosted 
to four further stations with the final discharge point being near 
the Somtseu Eoad stormwater outfall. Sand oan be discharged onto 
the beaches at a number of intermediate sites. The C.S.I.R. 
recommended that a minimum of 70 000-100 000 m3 of sand is 
required on the beaches south of Somtseu Road annually to maintain 
the status quo and the scheme is designed to provide this quantity 
plus an anticipated 100 000 m3 per annum to build up the beaches. 

Booster stations are about 700 m apart to ensure unformity of 
equipment and the pumping main is a H.D.P.E. (high density 
polyethylene) pipe of 400 mm O.D., Class 6,3. The system has been 
designed to deliver a maximum concentration of 30% by volume. Total 
length of the pumping main is some 3,5 km and it should be noted 
that the entire scheme is automated and will be controlled from the 
hopper site. The power and signal cables run along the beach on the 
same route as the pumping main. The S.A.T.S. dredgers will deliver 
about 2000 m5 of sand into the hopper at a time (total capacity 
4 000 m3), and this material will then be pumped onto the beaches 
(where required) at some 300 m3 per hour in an 8 hour shift. 

Total cost of the scheme, including the first two low level groynes 
and the initial fill is expected to be in the region of RIO 000 000. 

2.2     Mechanical and Electrical Equipment 

2.2.1 Electrical supply and criteria 

The supply in the area from the electrical grid is 11 kV and 
considering the stringent specification in relation to noise levels 
in residential areas it was decided to lay down that all motors were 
electric. The 11 kV supply is stepped down at the hopper site to 
6,6 kV for the main booster station motor and to 400 V for the jet 
water pump motor, the dredge pump and other ancilliary equipment, 
for example drainage pumps, ventilation fan motors, etc. The 
remaining booster stations are all fed by landline from the hopper 
site (6,6 kV) with the respective ancilliaries at each station being 
catered for by separate 400 V feed. 

Control of the scheme is by electrical signal transmitted by means 
of a "hard wire" system. 

2.2.2 Mechanical data 

2.2.2.1 Jet water station 

The jet water pump is a vertical industrial turbine pump, the motor 
being rated at 150 kW and capable of delivering 1 800 m3 0f sea 

water per hour at a head of 18 m at 985 r.p.m. This is a mixed flow 
pump (nominal size 450 mm) and the impeller is manufactured from a 
special cast iron alloy known as Ni-resist.  Other elements of the 
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View of Bridge Showing Control Cabin and Underslung 
Dredge Pump. 

Jetting and Dredging Nozzles. 
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pump are also selected to resist corrosion, e.g. the column is 
Ni-resist, shaft stainless steel. 

This pump station, as with all the other stations of the scheme, is 
force ventilated to dissipate heat generated. 

2.2.2.2 Dredge pump unit 

The dredge pump is underslung on the mobile bridge to ensure proper 
operation and is a centrifugal type slurry pump driven "by a motor 
developing 185 kW, delivering 1 750 m3 0f sand/water mixture per 
hour at a head of 10-11 m at 390 r.p.m. The pump is belt driven and 
is identical to the main booster pumps. 

2.2.2.3 Booster pump stations 

The booster units (total of five) all consist of a centrifugal type 
slurry pump coupled to a motor rated at 450 kW, also delivering 
1 750 m3 of sand/water mixture per hour at a head of 30-35 m at 
585 r.p.m. Here the motors drive the pumps through poly-vee drive 
belts. Nominal size of the pumps is 350 mm and materials of 
interest are:- 

Impeller and casing - "MYTAK 1001" 
Shaft - EN 8 

Figure 2 shows a typical internal plan of a booster station. 

3      DESIGN ASPECTS 

3.1     Hydraulic Design 

The design of the scheme is based on the calculation of critical 
velocity using the formula derived by Durand and the various 
parameters involved are dependent on the sand particle size and 
grading, the concentration to be pumped, the specific gravities of 
the solids and transporting fluids and the pipe diameter. The 
formula takes the following form:- 

Vc - Fl/2gD (S-Sl) 
/     rsn 

where Vc =* critical pipeline velocity. 
Fl = factor dependent on particle size and concentration. 
g a acceleration due to gravity. 
D * pipe diameter. 
S - S.G. of solids. 

SI = S.G. of transporting fluid. 

The power requirement was then derived taking into consideration the 
various losses and safety margins. 

In calling for tenders for the supply and installation of the 
mechanical and electrical plant, the City Engineer's Department 
specified broadly the criteria to be met by the scheme, amongst 
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TYPICAL     INTERNAL PLAN OF   A 
BOOSTER     STATION 

FIG 
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Typical Booster Motor and Pump Set. 
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others that it should be capable of pumping concentrations of slurry 
from 0% to 30$ of sand of volume. It was therefore the successful 
tenderer's responsibility to ensure that these criteria were met and 
that the scheme operated as designed. 

3.2 Selection of Pipe Material 

At the outset it was decided that the pipeline should be made of a 
material which had the following properties:- 

(i) Extremely resistant to abrasion. 
(ii) Robust. 
(iii) Easy to handle. 
(iv) Good cost/benefit. 
(v) Resistant to corrosion. 
(vi) Easily jointed. 
(vii) Locally manufactured (availability). 
(viii) Flexibility. 

After an extensive literature survey and a study of a system already 
in operation at Richards Bay the choice of high density polyethylene 
was made. H.D.P.E. pipe scored high in all the above properties and 
although more expensive than, say, plain steel, was not by any means 
the most expensive material available and by all accounts appeared 
to have at least equivalent resistance to internal abrasion. 

The valves on the line are all the squeeze type with butyl-type 
rubber sleeves with helicoil wire reinforcing and have remotely 
controlled, electrically driven actuators. 

The pipe was generally heat welded into 39 m lengths which were then 
joined by means of stub ends and galvanised steel backing flanges. 
Stainless steel studs (grade 316) are used throughout for bolting 
the line together. The long term resistnce to corrosion of this 
jointing system in the beach environment will be closely monitored. 

3.3 Architectural Treatment 

Each of the buildings relevant to the scheme were handled separately 
and were designed to blend in with their individual surroundings. 
All were designed by the Architectural Branch of the City Engineer's 
Department except the hopper site building which was conceptually 
designed by the in-house architects, but owing to volume of work, a 
firm of private architects was commissioned to bring the project to 
completion. 

Great care had to be taken with these structures to ensure that they 
would complement the Durban Beachfront Development Plan which is in 
the process of finalisation. The photographs of booster stations 1 
and 2 and the figures 3 and 4 of booster stations 3 and 4 show the 
designs. Of particular importance was the choice of external 
finishes which had to combine ruggedness with an aesthetically 
pleasing product. Of interest is the architectural treatment of the 
outer wall of the hopper which sports abstract scenes painted with a 
highly resistant epoxy compound. 
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View of Booster Station No. 1 

View of Booster Station No. 2 
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Special attention was paid to sound attenuation techniques as most 
of the structures are in a sensitive locality being a combination of 
residential, hospital and recreational areas. It was also decided 
to make an attempt to reduce the transmission of vibration from the 
motor sets to the outer walls and roofs of the booster stations by 
providing completely separate foundations for the motor sets. Each 
motor pump base slab is on a separate pile group and the slab itself 
is isolated from the rest of the station floor slab. Noise levels 
were limited to 60 dB at 2 m from the structures. 

To help reduce the noise levels outside the stations, walls and 
roofs are of reinforced concrete, solid wooden double doors are used 
and the ventilation inlets and outlets all pass through special 
muffler boxes to attenuate sound. 

3.4     Civil Engineering Structures and Related Activities 

The civil side of the booster stations and the hopper site building 
was handled by the Materials and Structures Division of the Roads 
Branch of the Depratment and included all reinforced concrete design 
as well as the requisite piling designs. The pile system of each 
building was designed to withstand a certain depth of scour 
resulting from abnormal sea attack, even though this is unlikely to 
occur. 

The reinforced concrete sand storage hopper and the jet water 
station were implemented by "design and construct" contracts and had 
to match in with the architectural and/or mechanical/electrical 
requirements. The laying of the HDPE pipe and cables was handled 
Departmentally. 

3.4-1   Sand storage hopper 

This structure has a rectangular cross-section and is roughly a 
semi-circular annulus subtending 152o at its centre. Centre line 
length of the hopper is 109 m, depth is 5,5 m, width 13 m and inside 
radius 34,15 m. The hopper can accommodate two loads from the SATS 
dredgers representing some 4 000 m3 of material. Invert level of 
the hopper is at - 2,1 m msl and to resist buoyancy a system of 
tension piles was employed. In drastic instances of scour these 
piles can also easily double as normal compression piles to support 
the hopper. Static water level in the hopper is +2,4 m msl. 

The hopper is simply filled by one inlet pipe at the one end, this 
being the discharge directly from the dredger. At full capacity the 
sand lies at a gradient of about l/20 along the length of the 
hopper. The overflow is at the other end of the hopper and this is 
contained in a channel which routes the water directly back into the 
sea. Adequate scour protection is provided at the seaward end of 
the overflow channel. 

Along the inner curve of the hopper is a water proof trough of 3,7m 
depth to accommodate the dredge pump which is mounted slung under 
the bridge. The top of the inner hopper wall is finished with an 
epoxy aggregate grout to a close tolerance to allow the bridge 
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wheels of bonded rubber to run smoothly and to give good operational 
life. 

3.4.2 Jet water station 

The conceptual design of this station was to give the effect of a 
submarine conning tower. The superstructure itself presented no 
problems but the founding on the North Pier was difficult as the 
pier was constructed some considerable time ago and basically 
consists of a rubble core and loose stone pitched side slopes. 

Finally, a portion of the side slope was fully grouted (under water) 
and the vertical column to house the pump was pre-casted and grouted 
into position. The superstructure was then cast on top of the 
column and fixed to the pier by means of grouted bars. 

3.4.3 Pipe laying 

To tie in with Phase I of the scheme, the jet water line from the 
jet water station to the hopper site (H.D.P.E., 450 mm, Class 4) and 
the pumping line (H.D.P.B., 400 mm, Class 6,3) from the hopper site 
to the West Street Jetty area was laid. Because of the high number 
of Contractors and sub-contractors already on site it was decided to 
lay the pipeline using Departmental labour. The gangs and equipment 
were more amenable to a "stop-start" work situation which resulted 
from tie-in to booster stations, beach area availability, etc. 

By and large the pipe was laid in the highest part of the beach 
prism with approximately 600 mm to 800 mm of cover. The jointing 
system has been described under section 3-2. The supply Contractor 
welded the pipes into the 39 m lengths on site and these were then 
taken over in batches by the Department, and transported along the 
beach to the required laying area. 

The laying operation was generally easy. It had been decided to lay 
the 6,6 kV main feed cable and the signal cable at the same time as 
the pumping main and in the same trench. After the trench was 
excavated (some 2 m bottom width) the services were merely laid at 
the requisite centres and the backfilling operation followed 
immdiately to ensure as little open trench as possible remained 
overnight on the beach. A laying rate of up to 100 m/day was 
commonly achieved. Finally the laid pipe was hydraulically tested 
to 1,5 times working pressure. 

3.5     Control System 

The entire scheme is controlled by one man from the control cabin 
and is started merely by initiating one signal. Each booster 
station is started on flow, i.e. as it is recorded that there is 
flow just on the upstream side of a station, it starts. There is an 
interlocking system within each booster station which allows it to 
start up in a definite sequence as follows:- 

(i)     Inlet ventilation fan. 
(ii)    Extract ventilation fan. 
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(iii)   Gland water pump* 
(iv)    Main motor. 

Pressure starting devices were not used because of instrument 
sensitivity problems. 

If any component breaks down the system shuts down automatically and 
if an overload should result an audible alarm sounds in the cabin. 
To stop the system the Superintendant only has to cancel the 
original signal. 

4      MONITORING 

4.1 History of Monitoring 

Monitoring of the beaches was initiated by the C.S.I.R. in the early 
sixties and included the usual facets of this operation. The 
C.S.I.R. continued to organise and control all monitoring up until 
1976 when their Coastal Engineering staff in Durban were transferred 
to Stellenbosch. It was considered logical, therefore, at the time, 
to hand over all monitoring functions to the City Engineer's 
Department as it was apparent that the City Council would be taking 
over control of the whole beach aspect progressively in the ensuing 
period. 

Since 1976 virtually all monitoring functions have been controlled 
and organised by the Department and the scope of the programme has 
been widened considerably. A brief description of each aspect 
follows. 

4.2 Visible Beach Survey 

This is carried out each month by a firm of private surveyors. A 
total of 32 sections is surveyed and visible beach volume is 
calculated and recorded. Each section is defined by a co-ordinated 
beacon generally fixed at the upper part of the beach, the readings 
being taken from these beacons down to at least Chart Datum. The 32 
sections cover the beaches from Addington to the mouth of the Umgeni 
River. A plot of these volumes shows a long term degradation of the 
visible beaches. 

Recently it was decided to establish six more sections north of the 
Umgeni mouth covering the beaches up to the northern City boundary. 
These sections are very widely spaced and are only read every 2 
months at this stage to keep an overall check on the beaches there. 

4-3    Nearshore Hydrographic Survey 

Every month, between section 2 and 12 a shallow water survey is done 
covering from Chart Datum (approximately) to about 5 m of water. 
The survey team consists of the same private surveyors as above 
assisted by Departmental technicians and a motorised rubber dingy 
manned by 2 lifesavers from the Parks, Recreation and Beaches 
Department. 
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Soundings are taken by hand line and as all parties concerned are in 
radio contact, a simultaneous fix can be made. Results are plotted 
on a format, which, at a glance, shows the relative movement of any- 
particular contour. 

Although this is a rather unsophisticated method and has only been 
done for about 2 years, practice and good teamwork has ensured 
acceptable accuracy. 

4.4 Offshore Hydrographic Survey 

This survey basically covers the area from the surf zone to ju3t 
seaward of the offshore mound. Originally these surveys were 
initiated by the construction of the mound and were all done by the 
C.S.I.R., at first at frequent intervals but latterly every year 
only. In early 1981 this function was taken over by the Department 
and at present the survey is being carried out quarterly again, 
partially to consolidate the team and also to satisfy all parties 
concerned of accuracy and consistency. 

The Natal Anti-Shark Measures Board hire the Department one of their 
boats and crew for the "water" side and once again the shore team 
consists of the surveyors and Departmental Technicians. A 
sophisticated echo sounder is mounted in the boat and a continuous 
trace is produced on every run which co-incide with the sections 
mentioned in 4.2 (excluding those to the north of the Umgeni). 
Again, all are in radio contact and simultaneous fixes can easily be 
made. Additional sections are run over the northern end of the 
mound to assist the C.S.I.R. in their latest refraction studies. 

At this stage it is felt that accuracy is within 250 mm either way 
and as this is improved so will the frequency of survey be 
decreased, initially down to twice a year and possibly eventually to 
once a year. The results are plotted as a contoured bathymetrie 
chart. 

4.5 Beach Sand Size Sampling 

Sand samples are taken from the inter-tidal zone every month at each 
of the sections between Addington and the Umgeni mouth. Four 
samples are taken at each location, one from the high water mark, 
one from the low water mark and two from the third points 
(approximately) in between. These are not mixed together, but are 
analysed separately, at present by a local soils laboratory, under 
annual contract. 

It may be decided in the future to mix the samples from each section 
as there appears to be a trend towards this. furthermore, the 
process will be speeded up by the use of a vertical tube type (water 
filled) rapid sand grader. 

Figure 5 shows sand size distribution along the beaches. 
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4.6 Wave characteristics Recording 

For many years the C.S.I.R. had a clinometer set up south of the 
harbour entrance to measure wave direction, height and period. This 
instrument was read by a private person who was trained for the 
work. When the Department took over the monitoring function this 
system was not interfered with and recently a second clinometer was 
installed in a tall hotel on the beachfront roughly opposite section 
3- 

The clinometer is a relatively simple instrument produced by the 
C.S.I.R. and is read 3 times a day. Although not the most accurate 
of instruments, it does provide a good and reliable insight into and 
data of wave direction, height and period. 

In the middle of 1981, a wave rider bought by the University of 
Natal, Durban, was installed on the landward side of the mound. The 
monitoring side of this is handled by the Department whose staff 
make daily checks on the instruments and change and forward the 
magnetic and paper tapes to the relevant authorities. Periodically, 
checks on the wave rider itself are carried out from a boat and of 
course, every nine months it is uplifted for cleaning, checking, 
battery change, etc. 

4.7 Deep Sea Sand Sampling 

This operation will run hand in hand with the tracer sand aspect and 
samples will be taken on a grid pattern, initially every 3 months. 
It is thought that a grab-type sampler will be best and that a sea 
bed surface sample will be sufficient. However this may have to be 
modified in the light of experience when the scheme is under way. 

4.8 Wave Refraction Analyses 

Since the early sixties, the C.S.I.R. have done numerous wave 
refraction studies of the Durban Bight. Because of the techniques 
involved, the past studies were probably relatively "coarse" and 
recently the C.S.I.R. have developed, it is hoped, a much more 
reliable programme to handle areas such as Durban. 

Previous studies showed that the old SATS dump helped to concentrate 
wave energy in the vicinity of the Paterson Groynes. The new study 
may confirm this and it may give pointers as to which are the best 
localities for dumping sand with the sand pumping scheme. Of 
particular interest will be the wave patterns around the northern 
end of the offshore mound as it is thought that certain wave 
directions will be so refracted as to give rise to undesirable 
concentrations of energy on parts of the northern beaches. 

4.9 Current Surveys 

Attempts have been made to establish current patterns in the sea 
area landward of the mound. Floats with drogues some 4 m below the 
surface have been used but to date no significant results can be 
presented as the drogue movements have not shown a sufficiently 
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reliable pattern. It has been proposed that the SATS dredgers dump 
material in the area landward of the mound hut any peculiarities in 
current velocity here must be known beforehand. 

4.10    Tracer Sand 

At this point in time it is thought that the injection of 1 i3 of 
tracer sand per load of 2 000 m5 will be sufficient. A 
traditional paint-coated sand will be used but results of finds will 
have to be treated on a strictly qualitative basis. Depending on 
the results, a different type of tracer may have to be employed in 
the future. 

5 RESULTS 

At present, commissioning of Phase I is taking place. A few small 
problems have arisen but these are being rectified by the relevant 
Contractor or Sub-Contractor and it is expected that Phase I will 
shortly be taken over by the Department. The operation of the 
scheme appears to be very easy and maintaining a steady 
concentration presents no problems. Unfortunately, therefore, no 
results can be presented at this stage. 

6 CONCLUSION 

No conclusions or recommendations can be offered until the scheme 
has been operating for some time. 
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FLOATING TYRE BREAKWATERS - A CASE HISTORY 

ROBERT C. McGREGOR*and COLIN H.G. GILBERT** 

1.   INTRODUCTION 

The problem of achieving a system of coastal protection which is cheap, 
effective and reliable has stimulated the minds of researchers and 
innovators for many years. 

Although floating breakwaters have been written about since the 1840s, 
interest in them has increased rapidly in recent years.  Over the last 

decade or so floating tyre breakwaters (FTBs) have received consider- 

able attention.  Several different designs have been proposed.  Candle 

(1974) proposed what may be considered a nearly rigid mat of tyres 

where neighbouring tyres move relatively little with respect to one 

another whereas Noble (1976), Harms (1978) and Kowalski (1974,76) use 
breakwater flexibility in their wave-maze, PT and modular designs 

respectively.  The breakwater described in this case history used the 
Kowalski or Goodyear design, which is made up of modules of eighteen 
tyres which are connected up to form a flexible mat (See Fig.l). 

Fig. 1 - Floating Tyre Breakwaters 

a) module as constructed on land 

b) module ready for linking to others 
c) four modules linked together 

* Lecturer in Naval Architecture and Ocean Engineering, University of 
Glasgow, united Kingdom. 

** Senior Engineer, Land Reclamation and Development Consultants, 

Haslemere, United Kingdom. 

1992 
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There is now an intense demand for increased recreational boating and 
the numbers of fish farms are growing rapidly.  In both cases suitable 
sheltered water is scare and the mooring pontoons or fish cages 
require some protection to make marginal areas usable. 

The FTB is a contender in these cases.  An assessment needs to be made 
as to whether its advantages, or plus points, namely, 

1. lower capital cost - since the main item the tyres themselves 
are scrap they are widely available in large numbers (e.g. in 
Britain alone 25 million tyres are discarded annually and only 
a small fraction are recycled) at very low unit cost, 

2. simple and quick to build using unskilled labour (except for 
supervision) and a minimum of mechanical equipment - similarly 
mooring and any repairs are easily achieved with minimum inter- 
ruption to the protection afforded, 

3. adaptable to changing needs - the breakwater may be lengthened 
or broadened to provide more protection over a greater area if 
the needs of the site change, in addition the breakwater could 
be towed to another site and reformed to meet the different 
conditions, 

4. ecologically safe with respect to 

i) toxicity - tyres are completely non-toxic in seawater 
and do in fact attract marine life to the extent that 
they have been used as submerged reefs and fishing 
islands, 

ii) impedance of of tidal currents which control sedimen- 
tation patterns and the regime of estuaries etc. 

5. minimal hazards to boats because tyres are relatively soft in 
a collision, 

6. not liable to catastrophic failure - failures within the module 
do not free part of the structure to float off to wreck boats 
or cages since the tyre, while it can be constrained to float 
vertically is bistable and will, if released, topple over and 
sink without causing damage or becoming a hazard; failures of 
moorings will lead to the situation where the breakwater wraps 
itself like a blanket around pontoons or cages and continues 
to afford some protection, and finally, 

7. little wave reflection - the breakwater works by dissipating 
energy rather than by redirecting it and consequently undesirable 
standing wave conditions are not created in the access to the 
harbour, 

outweigh the disadvantages of 

1. higher maintenance cost - the breakwater is a dynamic structure 
and its composite parts are subject to abrasion and wear and so 
attention must be paid to the state of ties, moorings, buoyancy 
etc. at frequent intervals (to be discussed more fully later), 
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2. y^ve attenuation Is partial - floating breakwaters act like 
filters absorbing the high frequency waves more efficiently 
than the larger ones but some wave energy will be transmitted 
or generated by the movement of the breakwater itself, 

3. occupies more space - wave attenuation is linked to size of 
the breakwater, in particular the beam of the breakwater 
should be a substantial fraction of the wavelength of the 
waves which must be reduced, 

4. relatively short service life - the materials used in the 
original construction will deteriorate over a few years and 
a point will be reached where maintenance is better achieved 
by a reconstruction, and 

5. vulnerability to ice on lee side - this is a problem 
encountered mainly in fresh water sites in high latitudes 
but can be serious because the moorings may be overloaded. 

The object of the design is to develop the situation where the 
disadvantages are reduced relative to the advantages.  Essentially the 
breakwater is designed to have an adequate level of wave attenuation 
such that the risk of the damage is reduced to an acceptable level. 
If this can be achieved within the space limitations (and ice is not 
present) then the financial balance is the main consideration.  Typi- 
cally the annual maintenance cost is of the order of one third of the 
first cost.  This is a high percentage but the first cost could be as 
low as 3% to 5% of that of a conventional breakwater, so the mainten- 
ance cost is less than servicing the capital involved in such a break- 
water.  Even with a reconstruction (costing 60% to 80% of the first 
cost) every three years (which is pessimistic) the life cycle costs 
compare favourably. 

In the case under consideration there was plenty of room and wave 
conditions were such that an adequate design was possible within the 
bounds of existing FTB experience.  However it is this experience which 
is rarely published, even though it may be communicated privately, that 
is presented here to justify the claim that FTBs are not only cheap and 
effective but can with proper handling be reliable. 

2.   BACKGROUND 

Lothian Regional Council took over the former Royal Navy minesweeper 
base at Port Edgar on the south side of the Firth of Forth, Scotland.* 
The harbour at Port Edgar was well designed for its original purpose. 
Minesweepers are not troubled by waves of 0.6m or so.  However yachts 
are.  Consequently Lothian Region engaged Land Reclamation and Devel- 
opment Consultants (LRDC), a subsidiary of Grontmijr   to review possible 
floating breakwaters with a view to establishing a marina as quickly as 
possible.  LRDC recommended a floating breakwater and in association 
with the Department of Naval Architecture and Ocean Engineering at 
University of Glasgow** designed a breakwater which would provide 

*The site lies in the shadow of the Forth Road Bridge and the 
Forth Rail Bridge is close by. 

**This design service is now a function of Ostec Ltd. 
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adequate wave attenuation, planned its moorings, prepared detailed 
design documents and drawings and supervised the construction.  The 
breakwater was made up from 3000 truck tyres and was completed in April 
1979 within 5 weeks of the decision to proceed. 

3.   DESIGN 

3.1 Site Assessment 

The location of Port Edgar may be seen in Fig. 1.  Fetches were meas- 
ured for each of the relevant bearings and corrected for the effects 
of width of fetch.  A shallow water correction was not considered 
appropriate. 

ROSYTH 
INVERKEITHING 

S. QUEENSFERRY 

Fig. 2 - Firth of Forth near Port Edgar 

Wind data was available from the Meteorological Office for a 20 year 
period and the mean hourly w^ind speeds which would have a return period 
of 10 years from each bearing were predicted. 

Over short fetches the sea is quickly aroused to its full potential and 
the significant wave heights and periods were evaluated using a 
Bretschneider Chart (US Army, CERC, 1977).  (Other methods were exam- 
ined.)  This predicted the sea conditions outside the harbour but in 
some cases diffraction by the piers of the existing harbour signifi- 
cantly reduces the height of the waves which would penetrate to the 
breakwater site.  This leaves the bearings of 330° and 0° as those 
producing the only waves of sufficient height to justify attenuation. 
(In addition wave conditions from other headings are greatly amelior- 
ated.) 

This assessment is summarised in Table 1. 
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TABLE 1:  Fetches, wind and Wave Conditions near Entrance to Existing 
Harbour. 

Bearing 
(Degrees) 275     285     330       0      30      60 

Fetch (km) 7.4     16.7      3.7      2.3      1.5      6.8 

Fetch (km) 5.0      7.4      3.7      2.3      1.5      5.1* 

Wind Speed 
(ms M 

26.8     17.4     14.3     14.3     14.3     14.3 

Significant Wave 
Height (m)      1.60 1.15 0.70 0.55 0.45 0.75 
Period(s)      4.4 4.0 3,0 2.7 2.4 3.3 

0.25 0.30 0.70 0.55 0.25 0.20 
Post Diffraction 
Height (m) 

*Further reduced by effect of bridges. 

3.2 Wave Attenuation 

Extensive data on the performance of FTBs had been collected from 
experiments conducted on quarter scale car tyres in the Hydrodynamics 
Laboratory of the Department of Naval Architecture and Ocean 
Engineering at the University of Glasgow.  This tank is 77m long, 4.6m 
wide and 2.4m deep and has a parabolic plunger wavemaker at one end 
which at that time could be programmed to generate a pseudo-random sea 
with wave heights up to 0.4m. 

Twenty-five breakwaters fabricated of basic (Fig. 1) and deep modules 
were constructed and tested for wave attenuation and catenary mooring 
loads (McGregor 1978, McGregor and Miller 1978).  In contrast with 
other tests on FTBs the breakwaters were tested in a broad band 
spectrum and analysis was by means of FFTs to generate the transmission 
function 

cT(f)   •---•-' ' = [*SA(f>] 

where SA(f) and Sp(f) are the measured wave spectra aft and forward of 
the breakwater respectively.  Sufficient runs were made to reduce the 
error in the spectral values to 4%. 

Other tests described in Giles and Sorenson (1978), Harms and Bender 
(1978) and Kowalski (1976) have used monochromatic waves and achieved 
a transmission factor ^ 

f0  SA(f)df 

;0 sF(f)df 

which is not useful in design.) 

This different method of experimentation lead to different methods of 
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design.  The monochromatic approach by establishing dependence on steep- 
ness implies the w.a,ve attenuation is non-linear which means that the 
storm sea spectrum must be idealised to a design wave.  The spectral 
approach assumes wave attenuation can be approximated by a linear 
system employing a transfer function but can realistically represent 
the sea in spectral form. 

Clearly neither of these approaches has a monopoly of truth but the 
authors believe that more useful information is ahcieved from a design 
calculation based on spectral methods.  (This discussion is a super- 
ficial summary of a complex situation which merits further investi- 
gation .) 

In this design study it was assumed that the sea could be represented 
by an 1SSC spectrum.  (The use of another form such as a modified 
JONSWAP would change the calculated values but not sufficiently to 
alter the design.)  The evidence of the model tests was that the 
primary characteristic of a wave was its wavelength and so the trans- 
mission function was applied in the form CT(A) (or even CVp ( A)). 

3.3 Breakwater Design 

Figs. 3 and 4 show the predicted performance of a 3 row breakwater 
of truck tyres aligned east-west encountering waves from bearings of 
330° and 0° respectively showing the difference in performance at high 
and low water. 

From analysis of several beams and orientations this size of breakwater 
and orientation was judged to be satisfactory and is shown in Fig. 5. 
The orientation is a compromise between the extra wave attentuation 
available if the breakwaters western end is moved northwards and the 
shorter breakwater length achieved if it were moved south. 

The breakwater length is determined by 

a) the clearance between the breakwater and the boat moorings, 
b) diffraction effects and the area to be protected, and 
c) siltation problems. 

The clearance was chosen to be 40m but the length is not sensitive to 
this value and after trying to avoid siltation problems near the east 
pier by as small a margin as possible it was seen that the diffraction 
considerations were most significant.  The breakwater was designed to 
be 180m long. 

3.4 Moorings 

The peak pull on the moorings was calculated from a design wave analy- 
sis and was confirmed from extreme value statistics of the model 
mooring experiments (McGregor 1978) with appropriate scaling for tyre 
size and wave dimensions.  The two methods were substantially in 
agreement in suggesting a probable maximum of 44 tonnes.  The mooring 
arrangement is shown in Fig. 6. 
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3 Rows of Lorry Tyres 
from 330* 

0A 0.5 
Frequency (Hz) 

Pig.   3 - Breakwater Performance  for 3 rows of lorry tyres 
with waves from 330° 
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3 Rows of Lorry Tyres 

from   0. 

0A 0.5 

Frequency (Hz) 

Fig. Breakwater Performance for 3 rows of lorry tyres 
with waves from 0° 
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Fig.   5  - Breakwater location at Port Edgar Marina 
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5m lengths of 
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Fig. 6 - Mooring arrangement for floating tyre 
breakwater at Port Edgar 
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4.        CONSTRUCTION 

4.1    Timescale 

One of the most attractive features of FTBs is that they can be 
assembled and installed very quickly.  In this case following the 
initial order in February 1979 the breakwater was tendered for during 
March and the initial building phase took three weeks.  An extension 
to the originally ordered length to provide protection for an increased 
area took a further two weeks and the breakwater was completed and 
operational by mid-April in good time for the marina to be in service 
and earning during that year's boating season. 

Although there were some problems (see maintenance) the breakwater was 
a successful wave attenuator and the expected life was revised to five 
years.  This coupled with growing suspicion of the status of many of 
the ties and the level of regular maintenance entailed by the decision 
that the original breakwater was constructed without additional 
buoyancy* led to a reconstruction in February and March 1980 carried 
out on a section by section basis thus maintaining complete protection. 

A summary of key dates in the history of the Port Edgar Marina Break- 
water are given in Table 2. 

TABLE 2:  History of Breakwater 

1978 December     FTB proposal and design quotation. 

1979 January      Report evaluating wave conditions and designing 
the breakwater was commissioned. 

February     Breakwater ordered as a temporary solution with 
an expected life of two years. 

March        Request for, assessment of and acceptance of 
tender 
Breakwater built to original specification within 
3 weeks and then extended. 

April        Breakwater completed and marina becomes operable 
Some modules ground on silt and are held down. 

October     Breakwater partially sinks because of lack of 
maintenance but is refloated within 24 hours. 

1980 Feb. & March Breakwater is overhauled and fitted buoyancy since 
the expected life is increased to 5 years. 

1982 November     Further FTB under consideration as means of 
enlarging marina. 

* This was done to minimise first cost in the belief that 
maintenance over the 2 years of expected life would give 
a smaller life cost. 
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4.2 Materials 

The main construction material is of course tyres.  The choice lay 
between car and truck/tractor tyres.  In this case truck tyres were 
chosen for the reasons below;. 

a) Scaling - although appreciable quantities of experimental data 
exist for tyres of different sizes the precise mechanism of 
wave attenuation is not certain and consequently appreciable 
uncertainty exists on the scaling laws.  For the environment 
at Port Edgar truck tyres scaled relative to the model tyres 
in much the same way as the waves thus giving the two scaling 
factors a similar value and facilitating the scaling problem. 

b) Constructional - the number of truck tyre modules required for 
comparable wave attenuation was very much less than would have 
been needed with car tyres. 

c) Size - The truck tyre breakwater was less beamy than a car 
tyre design. 

A significant price was paid for these advantages. 

d) Buoyancy - most truck tyres are tubed and lack the butyl or 
chlorobutyl lining which is built into car tyres.  This means 
air can leak through the tyre causing the tyre to sink lower 
in the water.  Fig. 7 shows how this effects the breakwater. 

e) Handling - truck tyres and truck tyre modules are appreciably 
heavier than their car tyre counterparts and this increases 
handling problems.  This is offset to a degree by having 
fewer module connections to make in the water. 

f) Abrasion - the extra steel in the beading of truck tyres makes 
them more abrasive to conveyor belting. 

Although the tyre composition factors (d) and (f) were not appreciated 
prior to the original construction the choice of truck tyres was sound. 

Plausible tying materials include nylon, dacron, polypropelene and 
(stainless steel) wire ropes/ open or closed link chain and conveyor 
belting.  All the ropes have overwhelming disadvantages and the choice 
lies between chain which is heavy and will wear inside the links and 
conveyor belting which is made of a material similar to the tyres and 
may be obtained as scrap.  Conveyor belting was recommended by Davis 
(1977) and was chosen for the original breakwater.  Belting was cut 
from used conveyor belts which were scrapped rather than edging of 
new belting which appears to have been available in America.  Three 
makes of belting were used and two of them exhibited failures within 
six months.  The remaining type appeared unscathed but in the recon- 
struction a complete transition to chain was made. 

The choice of fastenings is determined by the typing material e.g. 
knots, splices or crimps for ropes, shackles or closing links for chain 
and stainless steel or black nylon bolts for conveyor belting.  Init- 
ially stainless steel bolts were used with the belting and these were 
satisfactory.  Later high tensile shackles were used in the recon- 
struction.  A waterproof salt resistant grease is invaluable for use 
with the shackles when maintenance is necessary. 
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Fig. 7a - New section (with buoyancy) ready for installation 

Fig. 7b - Modules with and without buoyance during 
refurbishing of breakwater 
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Rope, chain and belting have all been used alone or in combination for 
moorings.  In this case nylon rope with spliced hard eyes and black 
chain were used. 

The mooring loads are not in general very high and depending on the 
bed composition and the anchor handling capability available either 
small(ish) anchors or concrete blocks may be used.  With a silt bed 
concrete blocks cast in half 50 gallon oil drums were used.  The blocks 
buried well and gave no problems. 

It is useful to provide^a large number of buoys around the breakwater 
to provide mooring attachment points which have significant buoyancy 
to help support the mooring and mark the breakwater.  The breakwater 
was also provided with low intensity intermittent battery powered 
lights. 

(The materials available including floatation aids are discussed 
at length by Bishop (1980)). 

5.   MAINTENANCE 

5.1 Basic Need 

It is important in the context of FTB to appreciate that maintenance 
is an essential feature of the operation. The very low initial cost 
is to an extent offset by maintenance costs which will be high relative 
to the first cost, although only moderate in absolute terms. 

Being a dynamic structure the FTB will inevitably be subject to wear 
and deterioration.  It must therefore be inspected regularly and 
frequently as well as after each storm.  It is recommended that at the 
time of initial construction the appointment of a maintenance contrac- 
tor, with clearly defined responsibilities, should be considered.  Any 
such contractor should attend to unscheduled maintenance or damage 
repair without delay.  All maintenance should be carefully recorded. 

5.2  Maintenance Problems 

Several problems were experienced with the initial design which as has 
already been stated involved no additional buoyancy and relied on main- 
tenance to ensure it floated with a reasonable freeboard.  These 
problems are listed below. 

a)  Loss of buoyancy from tyres which was not replaced naturally 
by storms - buoyancy may be lost because of 

i) air dissolving - but seawater is fully saturated with 
gases and will dissolve no more, 

ii) air leaking through rubber (See 4.2), 
iii) air leaking through tyre faults - any local lightening 

will migrate to the top, 
iv) marine growth - weeds and crustacians, 
v) flotsam - small weight addition when beached on breakwater. 
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Once buoyancy is being lost reasons for lack of replenishment become 
important.  These may include 

i) shape of the tyre beading, 
ii) tightness of the module - in a loosely fastened module 

individual tyres could heave sufficiently but loose 
modules are undesirable for other reasons, 

iii) inertia of module to wave action - truck tyres with 
their higher virtual mass are- less likely than car 
tyres to be lifted sufficiently, 

iv) lack of freeboard caused by loss of buoyancy makes 
replenishment progressively more difficult. 

Initially this difficulty was to have been tackled with an air line 
(operated from a boat) which although quite feasible is labour inten- 
sive.  In addition during a period when there was a temporary lack of 
maintenance through staff leave an appreciable part of the breakwater 
sank.  A wind of force 5 or 6 blew while the breakwater was down and 
some considerable damage was experienced.  The breakwater was refloated 
within 24 hours by divers with an air hose.  This led to the assessment 
of permanent floatation.  The choice lay between sealed plastic 
containers for which various sources give evidence of cracking, 
crushing, escaping.or leaking (Bushell (1978)) and foams.  The foam may 
be moulded, rods or mixed in the tyre.  The foam should be high density, 
resistant to crushing, abrasion and pollutants.  Although polystyrene 
cannot be recommended both polyurethane and polyethylene appear to have 
been used successfull.  In this case polyethylene rod was chosen. 

Problems created by the belting chafing on the tyre beading were solved 
as stated by changing to chain. 

Port Edgar proved to be an area with three other potential problems. 

i) Silt - early in the breakwater's life modules near the 
east pier grounded at low spring tides and were held 
down by suction.  They were refloated and the break- 
water moved a little to the west, 

ii) Biological and Zoological Growth - a prodigous growth 
of kelps (laminaria saccherina and laminaria digitata) 
which are indigenous to the area developed.  These 
fruit in the coldest months i.e. December and January 
and should be cleared just before that period removing 
even the roots to avoid their own ecosystems being 
established.  Mussels were the other major growth. 
These settle in April and should be cleared then, 

iii) Accidental and malicious damage - although this could 
be serious observation, maintenance and responsible 
boat owners kept it to a minimum. 

6.   CONCLUSION 

The breakwater has proved hydrodynamically successful in that no damage 
to boats at the moorings was experienced even when the winds reached 
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force 11 and waves up to 1,25m high were encountered.  Without the 
breakwater, moorings could be untenable at wind forces as low as force 
5 or 6.  Early constructional problems have been overcome and develop 
ing biological problems contained by improved understanding of their 
causes.  This has enabled the maintenance programme to be made more 
timely and more cost effective. 

Overall acceptance is illustrated by the consideration of another FTB 
to provide further protection to the marina which is being extended. 
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ABSTRACT 

A non-linear numerical method for calculating wave forces 
on floating bodies has been developed by Isaacson (1981). 
The time stepping procedure is programmed for a computer 
solution, and an incident wave train is time stepped past 
a fixed two-dimensional rectangular breakwater. The 
influence of various input parameters on the'accuracy of 
results is investigated, and optimal values of the para- 
meters are determined. The optimal numerical parameters 
are used to generate force and transmission coefficient 
results, which are compared to the results of other pub- 
lished studies. The method is shown to compare favorably 
with other results, with the non-linear nature of the 
method being clearly demonstrated by the different force 
curves produced by varying the wave height. 
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1. INTRODUCTION 

The forces generated by waves on floating breakwaters or floating 
bridges are generally predicted on the basis of linearized potential 
theory. A nonlinear method for calculating the wave forces for the 
case of a fixed body has been developed by Isaacson (1981) and 
subsequently extended to floating bodies undergoing motions (Isaacson, 
1982).  The method employs the second form of Green's theorem, 
together with the usual governing equations, to time step an incident 
wave train past the body.  In order to test the validity and range of 
the method, only the fixed body case is tested here.  Although the 
method has been used on three-dimensional bodies, we apply it to the 
two-dimensional case and exploit that simplification to conduct a 
study of the incident wave conditions and numerical parameters used 
in the method.  A comparison is made between force and transmission 
coefficient results generated by the method and those available from 
previously published studies. 

2. GENERAL DESCRIPTION OF METHOD 

For the two-dimensional case examined here, a body of rectangular 
cross-section with beam B and draught D is floating in water of 
uniform depth d. An x-z coordinate system is defined with x 
measured horizontally in the direction of incident wave propagation 
and z measured vertically upward from the still water level.  The 
origin is located at the still water level midway along the beam of 
the body.  Let  n  denote the free surface elevation above the still 
water level.  A definition sketch is shown in Figure 1. 

With the usual assumptions of an incompressible fluid and 
irrotational flow, the fluid motion is represented by the velocity 
potential  <J> which must safisfy the Laplace equation within the 
fluid region, 

i^ + if* = o . (i) 
3x2    3z2 

Assuming an impermeable seabed and body surface, the flow will be 
subject to the following boundary conditions, 

|| = 0       at  z - -d (2) 

34 

3$ _ 3n 
W "" "3t" 

0        on  Sb (3) 

on  Sf (4) 

-If- + gn + (V<t>)^  = constant on Sf .       (5) 

Here,  Sf and S,  are the free and body surfaces respectively,  n 
is the direction normal to the surface,  t is time, n  is the 
direction cosine in the z direction of the vector n.,  and g is 
the acceleration due to gravity.  The equations given by (4) and (5) 
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are the kinematic and dynamic free surface boundary conditions, with 
(4) being a form used by Isaacson (1981, 1982). 

The second form of Green's theorem provides values of <p at any 
point x - (x,z) on the closed boundary in terms of $ and its 
normal derivative on the boundary; 

Kx) - - -J- / lG(x,5) |i(£) - <KO |#(x»i)] ds •    (6> 

The point ^_ = (£,p)  is a point on the closed boundary in the x-z 
plane over which the integration is performed,  dS  is measured along 
the closed boundary, and  G is an appropriate Green's function. 

In order to consider a closed boundary over which the Green's 
identity can be integrated, vertical control surfaces extending from 
the free surface to the seabed are set at a chosen distance to either 
side of the body. The closed surface consists of the body surface, 
the free surface, and the control surfaces all reflected about the 
seabed.  The control surfaces are set sufficiently distant so that 
the scattered potential due to the wave interaction with the fixed 
body will not reach the control surfaces throughout the time stepping 
procedure. 

body segments,  Nf  free surface segments, and  N.  control surface 
segments.  This is shown in Figure 2.  Values of  <j>  and  3<j)/3n are 
assumed to be constant over each segment, and initial values of $» 
9(j)/3n,  and n are assigned to the midpoint of each segment 
according to a chosen wave theory defining the incident wave.  The 
initial conditions require zero flow in the immediate vicinity of the 
body. 

At a given time t,  time stepping equations obtained from (4) and 
(5) are used to get  N^  values of n  and  <j>  at  t+At.  A numerical 
integration of (6) at each body and free surface segment gives  N = 
N^+NL equations in N unknowns (N^ values of $  and Nf values of 
9$/3n), which are solved on the computer using conventional matrix 
solution techniques.  Values of <\>    and  3<f)/3n on Sc  are given at 
all times by the chosen incident wave theory.  Thus, all values of 
$,     34»/3n,  and n  are obtained at  t+At,  and the process can be 
repeated as many times as necessary for the desired flow development. 

With the velocity potential  $  obtained for each segment at each 
time step, we can obtain the pressure distribution on the body 
surface using the unsteady Bernoulli equation, 

p • -pl-^ + lw)2] • (?) 

A numerical integration of Eq. (7) over the body surface yields the 
forces on the body at each time step.  The numerical procedure 
described above is readily programmed for computer solution.  The 
flow chart for such a solution is shown in Figure 3.  A more complete 
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derivation of the theory and numerical procedure is given by Isaacson 
(1981, 1982). 

3.   INCIDENT WAVE CONDITIONS 

3.1. Incident Wave Decay Length 

A harmonic wave predicted by either linear or Stokes's fifth order 
wave theory is used to prescribe the incident wave.  To satisfy the 
condition, that there initially be zero flow in the vicinity of the 
body, the incident flow is attenuated over a given decay length,  L^, 
as shown in Figure 4. When considering computing effort, a short 
decay length is desirable in order to reduce the length of the free 
surface and hence the number of segments needed on the free surface. 
A long decay length is expected to give smoother, more accurate flow 
development at the expense of much larger computing effort. 

The program developed for this study is run with values of L, 
varying from 0.25 up to 1.75 wavelengths, and the maximum forces on 
the body generated by the first fully developed wave to interact with 
the body are recorded.  The results, shown in Figure 5, indicate that 
a decay length of about 0.75 wavelengths and less yields somewhat 
unreliable results, while a decay length of 1.25 and greater does not 
change the results significantly.  A value of  LJ = 1.25  or 1.50 is 
recommended for accurate results. 

3.2. Group Velocity 

Depending on the order of the time stepping procedure (see 4.2), the 
initial conditions along the entire boundary are specified at two or 
more time steps according to a chosen wave theory.  The modulation 
envelope of the incident harmonic wave train travels at the group 
velocity c .  For linear wave theory,  c  is given explicitly by 

However, when using Stokes1 fifth order wave theory, a reasonable 
value for the group velocity must be assumed since no explict 
expression for c  exists. 

To examine the effect of specifying different values of  c ,  the 
program was run twice with an incident wave given by linear wave 
theory, the first time letting  c  equal its linear theory predicted 
value given by (8), and the secona time setting  c  equal to the 
wave speed,  c,  which is about twice the predicted value of the 
group velocity.  It was expected that specifying a value for  c 
higher than that predicted by linear wave theory might lead to 
quicker flow development.  However, the flow development results are 
found to differ only for the first few time steps, with subsequent 
flow development and force results being almost identical for both 
runs. 
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We conclude that the method itself with its physical constraints 
expressed by the boundary conditions and the Green's identify very 
strongly defines the flow development and overrides any attempt to 
force a faster flow development in the vicinity of the body by 
setting the group velocity to a higher value. 

When using Stokes' fifth order wave theory for the incident wave, the 
group velocity is now set equal to that predicted by linear wave 
theory. 

4.   NUMERICAL PARAMETERS 

4.1. Time Step Size and Segment Length 

Both the time step size and the segment length are required to be as 
large as possible in order to minimize the computing effort for the 
time stepping procedure.  The time step parameter At/T determines 
the number of cycles of the procedure for each wavelength, while the 
segment length parameter AS/L controls the size of the matrix that 
is solved at each time step.  Here,  At  is the time step size,  T 
is the incident wave period,  AS is the segment length, and L is 
the wavelength. 

If one considers the cyclical motion of the fluid particles over a 
wave period, it is readily apparent that the time step At must be 
sufficiently small to ensure that the motion of the particles is 
small compared to the segment length, and hence that At/T should be 
less than AS/L for accurate flow development.  Thus, for a given 
value of At/T,  AS/L must be small enough to yield accurate results 
while being large enough to remain greater than the given At/T. 

Since the body dimensions are significantly smaller than the 
wavelength for waves of longer period, the segment length parameter 
AS/L found to be appropriate on the free surface may not be very 
useful on the body surface if only one or two segments are needed to 
meet the specified global AS/L requirement.  Recalling that <j)  and 
3tJ)/3n  (and hence  p)  are constant over each segment, a minimum 
number of segments are needed on the body surface to adequately 
describe the pressure distribution over the body surface.  The moment 
acting on the body is most likely to be sensitive to this 
consideration.  For purposes of the body segments we define a 
parameter AS^/L^,  where AS^ is the body surface segment length, 
and Lv  is the dimension of the body along which the segment lies 
(in our example, B or D) . 

Optimal values for At/T, AS/L, and AS^/L^ have been determined by 
letting each vary in turn while holding all other parameters constant 
and recording the force results. 

It is found that as At/T is decreased, the force results quickly 
converge to uniform values. Little increase in accuracy is gained by 
setting At/T to values less than 0.05, and for At/T = 0.04  the 
results obtained are within 3% of the converged values. 
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The segment length parameter  AS/L was set to values ranging from 
0.05 to 0.25.  The earlier discussion concerning upper and lower 
limits for AS/L is confirmed as the results remain relatively 
consistent when AS/L is in the vicinity of 0.1, diverging as AS/L 
is increased or decreased beyond a limited range.  When AS/L  is set 
to a value less than approximately twice the value of At/T,  the 
results diverge to the point where the computer solution is unable to 
continue.  It is concluded that AS/L should be at least two or 
three times greater than At/T,  and that a value of 0.1 for AS/L 
will yield good results. 

As previously discussed, a global limit on AS/L may not provide 
enough body segments to calculate the force results accurately.  One 
should also check that the segment lengths on the body surface as 
defined by AS^/L^ fall within the global constraints on AS/L 
determined above. Values of AS./L,  ranging from 0.1 to 
0.25 have been tested.  As with the global segment length parameter 
AS/L,  AS^/LL  is found to be constrained by upper and lower bounds. 
A maximum value of  ^S^/L^ = 0.2 (five segments along each body 
dimension) is found to be necessary to adequately describe the 
pressure distribution on the body.  More segments on the body, while 
desirable to define the pressure distribution more accurately, would 
potentially conflict with the requirement that AS/L be larger than 
At/T.  It is recommended that for a particular body shape, a minimum 
of five segments be used along each body dimension and that the 
relationship of  AS^/L^  to  AS/L  and  At/T  be checked to ensure 
that it falls within the required range. 

4.2. Time Stepping Equation 

As mentioned in Section 2, the time stepping equations for n  and <f 
on the free surface are obtained from (4) and (5).  Applying a 
central difference approximation to (4), we obtain 

]t+At "  VAt  +  2At^^t 

A similar expression can be obtained for ^r+At on ^f usinS (5)• 

For better accuracy, higher order time stepping methods are 
desirable.  For our purposes, the Adams-Bashforth multistep methods 
are useful.  These are described by Burden, Faire and Reynolds 
(1978). 

The central difference method and the Adams-Bashforth two, three, 
four, and five step methods have each been tested with the same input 
parameters, and the forces at each time step recorded for each 
method.  The plotted results are shown in Figure 6.  It is found that 
the central difference method produces a slightly uneven plot, 
particularly for the first few time steps.  The two, three, and four 
step methods give smoother results.  The five step method produces 
highly erratic results which sawtooth about values coincident with 
the other plots. 
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The sawtoothed results of the five step method are probably caused by 
small perturbations from smooth results being magnified by the 
fitting of a fifth order polynomial to previous points when 
projecting forward at each time step to values at  t+At. 
Anticipating that the same effect could occur for the four step 
method, the Adams-Bashforth two and three step methods have been 
adopted as the preferred time stepping techniques. 

The program developed for this investigation was also tested without 
a body present, using the optimal values of the numerical parameters 
as determined above.  The time stepping technique yielded a wave 
train progressing along the free surface as expected. 

5.   RESULTS 
5.1. Exciting Forces 

Using the method described in Section 2, the exciting forces on a 
two-dimensional rectangular cross-section were obtained for a range 
of incident wave angular frequencies  u,  and for different values of 
wave height to water depth ratios, H/d.  An incident wave decay 
length of 1.25 wavelengths was used, with 25 time steps per wave 
period, 10 segment lengths per wavelength, and 5 segments along each 
body dimension.  The Adams-Bashforth three step method was used as 
the time stepping technique for the equivalent of (4) and (5). 

The force results for a beam to draught ratio,  B/D = 4.0  are 
plotted in Figure 7, with Vugts' (1968) deep water experimental 
results and Fraser's (1979) linear finite element results shown for 
comparison.  The results of Figure 7 clearly demonstrate the non- 
linearity of the method, with different force curves resulting from 
different values of E/D.  The results show that the method used here 
has a fairly wide range of application, and that the magnitude of 
most of the force results compares well to previous experimental and 
theoretical results.  While the results for the horizontal exciting 
force coincide closely with Fraser's linear results, the non-linear 
method produces curves for the vertical force and moment that differ 
significantly in slope from the linear predictions. 

5.2. Transmission Coefficient 

An interesting byproduct of the method is the capability to monitor 
the transmission coefficient for the fixed body case.  Since the 
fixed case is used here only as an idealization to calculate exciting 
forces that can be used for a subsequent analysis of the actual 
response of a moored breakwater, the observed transmission 
coefficients are of little or practical value, but do provide a lower 
limit for the transmission coefficient of a responding body. 

The program was run with the same input parameters described in 
Section 5.1, but for B/D = 2.0, 4.0, and 8.0 in turn. The results 
for the transmission coefficient  K_.  are shown in Figure 8 together 
with the results of Nece and Richley (1972) for  B/D = 5.0.  The 
experimental results are for an incident wave of the same steepness 
for a given OJ as for our results. 
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The results obtained for the transmission coefficient are found to be 
relatively independent of water depth over the range tested.  As 
expected, the present results for a fixed body give lower values for 
K^  than Nece and Richey's experimental results for a responding 
cable moored body, and thus appear to provide a reliable lower limit 
for Kd. 

6. CONCLUSIONS 

By testing a computer program based on the nonlinear numerical method 
described here, optimal values of the numerical parameters were 
determined.  It was found that 25 or more time steps per wave period 
and at least 10 segments per wavelength were needed to obtain 
accurate flow development.  There should also be at least 2 to 3 
times as many time steps as segment lengths per wavelength.  The 
decay length of the initial incident wave profile should be 1.25 or 
more wavelengths. 

The method itself as defined by the physical conditions and boundary 
integral determines the group velocity of the flow development, and 
specifying a different value of the group velocity for the initial 
time steps changes the flow development of only the first few time 
steps. 

Using a central difference time stepping equation produced a slight 
sawtooth effect in the force results, while using a four or five step 
method occasionally produced a divergent instability, probably due to 
the fitting of a higher order polynomial to the values at previous 
time steps.  The recommended time stepping procedure is a two or 
three step Adams-Bashforth method. 

Force results from the program were plotted in the appropriate 
dimensionless form over a range of frequencies.  The results produced 
different force curves for different values of the wave height to 
water depth ratio, thus verifying the nonlinearity of the method. 
The force curves obtained compared well in magnitude to previous 
numerical and experimental results, although the slopes of the curves 
varied significantly.  The transmission coefficient for the fixed 
rectangular breakwater over the range of frequencies tested appeared 
to provide a reliable lower bound for the transmission coefficient of 
responding bodies.  It is concluded that the nonlinear method used 
here has a significant potential for improved accuracy in the 
prediction of forces on floating bodies and their transmission 
coefficients. 
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POLOS STABILITY 
EFFECT OF BLOCK DENSITY AND WAIST THICKNESS 

by 

D J P Scholtz, J A Zwaraborn and M van Niekerk* 

ABSTRACT 

Model tests were done with dolosse having the same shape 
and volume, but with different block densities, to 
determine the effect of block density on stability and to 
check whether the theoretical third-power relationship 
between block volume and relative block density is valid. 

From these tests it can be concluded that the higher the 
density of the block material the greater the stability 
becomes.  Although the individual scatter is appreciable, 
the average results indicate that the stability of dolosse 
is inversely proportional to a power of about 2,3 of the 
relative density, which is significantly less than the 
theoretical power of 3. 

Model tests were also carried out on dolosse having the 
same mass and volume but with different waist-to-height 
ratios to determine the effect of waist-to-height ratio on 
the stability of a dolos armour. 

From the results of these tests it can be concluded that 
the stability of the armour decreases with increasing waist 
thickness, particularly for relatively high waist ratios. 

1.   INTRODUCTION 

The dolos armour unit has been used widely for harbour and 
shore protection works in various parts of the world 
(Zwamborn e_t a_l., 1980).  Dolosse appear to provide an 
effective and economic means for protecting many small and 
medium-sized coastal structures, but, as these units are 
being used for increasingly larger projects in greater 
water depths and in more severe wave climates, serious 
doubts have emerged especially on, amongst other factors, 

Coastal Engineering and Hydraulics, National Research 
Institute for Oceanology, CSIR, Stellenbosch, Republic 
of South Africa 
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the structural behaviour of the units.  The obvious answer 
to the more severe wave climates is to increase the unit 
size or mass.  However, when the size of the dolos is 
increased, tensile stresses also increase which may result 
in breakages. 

There are two possible solutions to this problem, namely, 
(1) reinforcing and (2) increasing the waist-to-height 
ratio of the units.  This paper deals with model tests 
carried out to determine the effect on the stability of the 
dolos of increased waist thickness. 

According to theoretical stability formulae, the mass of 
the armour block is inversely proportional to the third 
power of the relative block density (PIANC, 1976).  It is, 
therefore, attractive and, in certain cases imperative 
(Standish-White and Zwamborn, 1978), to use a higher than 
normal block density.  Some doubt has been expressed, 
however, about the validity of this proportionality as 
applied to dolosse (Zwamborn and Beute, 1972) and tests 
with regular non-breaking waves were, therefore, done to 
determine the effect of relative block density on the 
stability of dolosse (Zwambron, 1978 and 1980 and Zwamborn 
and Van Niekerk, 1982). 

It is generally accepted that when the linear dimensions of 
a dolos block are increased to obtain a heavier block with 
better stability, the stresses in the block will increase 
if the shape of the block remains the same.  To overcome 
this increase in stress the waist of a dolos must be 
thickened if reinforcing is not used.  Zwamborn and Beute 
(1972) suggested that the following waist ratio for a dolos 
with a mass W be used: 

6, 
r = 0,34 v/w/20 

It was, however, uncertain what the effect of an increase 
in waist ratio would be on the stability of the armour; it 
was decided, therefore, to do tests to determine this 
effect. 

2.   TEST FACILITIES 

Tests on both the block density and the waist thickness of 
the dolos were done in the 160 m long (effective length), 
3 m wide and 1,1 m deep wind-wave flume in Stellenbosch 
(Figure 1).  Only regular waves which were produced by a 
translatory wave board were used.  Waves were recorded with 
temperature-compensated probes and wave height meters 
connected to standard chart recorders and/or an electronic 
microprocessor which processed the outputs from the probes 
to yield the heights of the incident and reflected waves 
and the reflection coefficient.  During the wave calibra- 
tion stage, the waves were measured at the place at which 
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the model slope would be positioned in the stability 
tests.  During the actual tests, the waves were measured 
from a moving trolley in front of the model. 

o 
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MODEL LAYOUT 

The flume was divided into three 0,75 m test sections 
leaving a dummy channel of about half that width on either 
side of the sections (Figures 2 and 3).  The breakwater 
core was built of loose bricks and clean 6 mm stone.  The 
underlayer consisted of 16,5 g sorted stone and the layer 
thickness was 43 mm.  The top armour layer consisted of 
dolosse with a volume of about 35 x 10~ m during the block 
density tests and dolosse with a mass of about 81 g during 
the waist ratio tests.  In both test series a 'mean' 
packing, <j> = 1,00 was used where (Zwamborn, 1980): 

r,V V3 

with N = number of dolosse per unit area 
V = block volume 
n  = number of 'layers'. 

Figure 2   Model layout 
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Figure 3   General model view 

The slope of the model was 1:1,5 and the depth of water was 
0,8 m. 

The test areas were 750 * 750 mm and the model dolosse were 
placed in six 125 mm (about 2 h, where h is the dolos 
height) wide bands of different colours, three above and 
three below still-water level, that is, 208 mm below to 
208 mm above water (about 1,5 H^r where H<3 is the 
'design wave height', Zwamborn, 1980). 

4.   TEST CONDITIONS AND PROCEDURES 

All tests were done with regular waves of 1,75 s period, 
water depth of 0,80 m, and each test series consisted of 24 
'bursts' of 2,5 min wave action for each wave height, 
namely, 49, 66, 83, 100, 117, 135, 152, 168, 185, 203, 221, 
237 and 253 mm for the density tests and 75, 95, 115, 135, 
146, 157, 173, 189 and 206 mm for the waist ratio tests. 
In the density tests the test series were repeated six to 
nine times and with the waist ratio tests nine repeat tests 
were done.  During the repeat tests the test channels were 
alternated to eliminate the effects of the channels on the 
results. 

With the above wave conditions the range of Orsell para- 
meters used was 0,79 to 4,05 and of Iribarren number 2,9 to 
6,6.  Damage refers to the test section shown in Figure 2. 
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5. TEST RESULTS 

5.1  Effect of Block Density 

The initial tests with armour with block densities of 2,31; 
2,41 and 2,57 indicated that increasing the density results 
in an increase in stability, but no clear relationship 
between dolos stability and block density could be 
established (Zwamborn, 1978 and 1980).  Because of this, 
further tests were done with a much wider range of block 
densities, namely, Ys = 1,81 to 3,02 (Zwamborn and 
Van Niekerk, 1982).  The results of the latter tests will 
mainly be referred to in this paper. 

Details of the model dolosse were as follows (based on 35 
dolosse per density): 

Model   dolosse W(g) 

62 
±1,45 

83 
±3,25 

106 
±2,55 

V(10-6m3) Ys h(mm) r 

Mean 
Max  deviation   (%) 

34,2 
±1 ,46 

1,81 
±0,83 

2,39 
±2,15 

3,02 
±1 ,10 

59,6 
±0,5 

59,2 
±0,4 

0,32 
±1,5 

Mean 
Max  deviation   (%) 

34,8 
±2,59 

35,1 
±1 ,56 

0,33 
±5,3 

0,32 
±1 ,7 

Mean 
Max  deviation   (%) 

60,1 
±0,25 

The characteristics of the dolos armour for each test 
before wave action determined with the standard sounding 
technique (Zwamborn, 1978 and 1980), are given in the 
following table: 

Test   series 
D1 ,75 10 

75,6 
1 ,16 

56,8 

11 

68,5 
1,05 

52,3 

69,2 
1 ,06 

52,8 

12 

72,2 
1,11 

54,8 

68,9 
1,06 

52,6 

67,2 
1 ,03 

51 ,4 

13 14 15 

71,3 
1,09 

54,2 

70,5 
1 ,08 

53,7 

70,8 
1,08 

53,9 

Mean 

71 ,0 
1,09 

54,0 

Ys   = 
1 ,81 

Ys   = 
2,39 

Ys   = 
3,02 

tn=2   (mm) 
Cn=2 
Pf   (%) 

tn=2   (mm> 
Cn=2 
Pf   (%) 

tn=2   (mm) 
= n=2 
Pf   (%) 

70,0 
1 ,07 

53,3 

71 ,1 
1 ,09 

54,1 

71,5 
1,10 

54,3 

68,6 
1 ,05 

52,4 

66,7 
1 ,02 

51 ,0 

67,1 
1 ,03 

51 ,3 

73,4 
1,12 

55,5 

71,7 
1 ,09 

54,1 

70,0 
1,07 

53,3 

70,3 
1,08 

53,5 

73,8 
1,13 

55,7 
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In  the  above   tables: 

W = dolos mass 
V = dolos volume 
h = dolos height 
YS = specific block density 
r = waist-to-height ratio 
tn = layer thickness 
Cn = shape factor 

= •n/n(1-Pf/100) 
Pf = fictitious porosity 
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Figure 4   Test results with very light dolosse 
Y = 1,81 t/m3 
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The test results are plotted in Figures 4, 5 and 6 which 
show (a) the individual test results for displaced dolosse 
and (b) the mean results for displaced and rocking units. 
These figures show a considerable increase in 'damage' if 
the number of rocking units are included. 
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Figure 5  Test results with normal density dolosse 
Y = 2,39 t/m3 
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Figure 6  Test results with very heavy dolosse 
Y = 3,02 t/m3 

The areal distribution of damage along the slopes is shown 
in Figure 7. 

The mean and extreme values for displaced dolosse are 
compared in Figure 8.  The mean values obtained in the 
initial tests are also shown in this figure from which it 
is clear that: 

(i)  initial and present test results compare reasonably 
well, particularly for the lower damage ranges; 

(ii)  there is a considerable increase in stability with 
increase in the density of the dolosse; and 
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(iii)  an increase in damage from 1 to 5 per cent occurs 
for dolosse with 

Ts = 1»81 for a 13 per cent increase in wave height; 
YS - 2,39 for a 15 per cent increase in wave heiqht: 
and 

Ys = 3,02 for a 17 per cent increase in wave height. 

The reserve stability for the heavier units is thus 
slightly greater but this is not considered to be very 
significant. •* 
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5.2  Effect of Waist to Height Ratio 

Details of the model dolosse were as follows: 

Model  dolosse W(g) 

80,9 
0,72 

81 ,2 
2,30 

V(10-6m3) Ys h(mm) r 

Mean 
Standard  deviation 

34,50 
0,605 

2,34 
0,035 

59,3 
0,19 

0,33 
0,003 

Mean 
Standard  deviation 

33,95 
0,78 5 

2,39 
0,047 

56,4 
0,18 

0,38 
0,004 

0,43 
0,004 

Mean 
Standard   deviation 

80,4 
1 ,98 

33,47 
0,698 

2,40 
0,052 

52,9 
0,17 
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The characteristics of the dolos armour for each test 
before wave action, determined with the standard sounding 
technique, are given in the following table: 

Test   series   R 1 2 

tn=2   (mm) 69,9 68,2 
r = 0, 33 Cn = 2 1 ,07 1 ,05 

Pf         (%) 53,4 52,3 

tn-2   (mm) - 67 ,4 
r=0,38 Cn = 2 - 1 ,04 

Pf        (%) " 52,0 

tn_2   (mm) 62,4 59,9 
r=0,43 Cn = 2 0,97 0,93 

Pf        (%) 48,3 46,2 

3 4 

67 ,8 
1 ,04 
52 ,0 

61 ,9 
0,96 
47,7 

5 6 7 

67,4 
1,03 
51 ,7 

66,6 
1 ,03 
51 ,4 

61 ,6 
0,96 
47,7 

8 9 

67,4 
1 ,03 
51 ,7 

60, 1 
0,93 
46,1 

Mean 

63,9 
0,98 
49 ,0 

64 ,8 
1 ,00 
50,0 

73,5 
1 , 13 
55,7 

69,8 
1 ,08 
53,6 

69,5 
1 ,07 
53,2 

61 ,6 
0,95 
47,4 

59,9 
0,93 
46,2 

66,5 
1 ,02 
51 ,0 

65,1 
1 ,00 
50,3 

57,4 
0,89 
43,9 

68,2 
1 ,05 
52,2 

64,7 
1 ,00 
49,8 

56,6 
0,88 
43, 1 

62, 1 
0,96 
48, 1 

62,7 
0,97 
48,6 

56,0 
0,87 
42,4 

59,8 
0,93 
46,1 

The individual and mean test results of nine repeat tests 
for waist ratios r = 0,33; 0,38 and 0,43 are presented in 
Figures 9, 10 and 11 . 
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Figure 9   Test results with r = 0,33 
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Figure 11   Test results with r = 0,43 

The mean values for displaced dolosse for the three waist 
ratios tested are shown in Figure 12 for comparison.  This 
figure indicates that there is a marked decrease in 
stability with r increased from 0,33 to 0,38 and a 
considerable decrease in stability with r increased from 
0,38 to 0,43. 
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Figure 12 Comparison of mean test results for waist 
ratios tested 

6.   INTERPRETATION OF TEST RESULTS 

6.1  Effect of Block Density 

The basic stability equation may be written 

K 
(Zwamborn, 1978 and 1980) 

This equation converts into the Hudson stability formula 
when f(oc) = cot a, V = w/ys» x = -3 and tne constant 
K = KD. 

Since in the model tests the breakwater slope was always 1 
in 1,5 (tan a), the effect of the slope, a, cannot be 
checked.  By disregarding f(a) in the above equation, the 
tests with different ys values make it possible, however, 
to check the correctness of the remainder of the formula. 
Figure 13 shows the results of the initial tests (Zwamborn, 
1978 and 1980) and of the new tests (Zwamborn and 
Van Niekerk, 1982) plotted as V/H3 cot a  as function of 
Vs/y-1 for 1, 2, 5 and 10 per cent damage (displaced 
dolosse). 

Initially, curves were drawn through the test results 
excluding those for YS = 1,81 and these curves appeared 
to support the theoretical third power relationship, that 
is, x -  -3, for Ys > 2r3 t/m  (Zwamborn and Van Niekerk, 
1982).  However, a statistical analysis of the test results 
showed, that a significantly better fit was possible when 
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all test results are included, with the following resulting 
values for x and K (Figure 13): 
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Figure 13  Relative dolos volumes versus relative density 

The mean value of the power x is therefore -2,30 (95% 
confidence limits 1,89 to 2,71) and not -3,0 and it thus 
appears that the theoretical equations (PIANC, 1976) and 
also Hudson's stability equation does not hold for dolosse, 
with respect to the effect of block density. 

A comparison of earlier dolos tests (Zwamborn and Beute, 
1972) also indicated a higher value of the power of the 
relative density (x > -3).  Moreover, comprehensive tests 
on natural stone by Kydland and Sodefjed (Zwamborn, 1978) 
gave the following results (1 in 1,5 slope): 

Power 
Kydland Sodefjed 

1%  damage 4%   damage 1%  damage 

-X 2,00 2,08 2,40 
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Thus the mean value for dolosse, x = -2,30, compares 
reasonably well with the values for natural stone and it 
appears from this that the theoretical and Hudson's 
formulae generally overestimate the effect on stability of 
increased block density. 

If the Hudson formula is adjusted for dolosse according to 
the above results, to determine the density effect, namely, 

Ys H3 
W KA' cot 

corresponding values for K must be used and not the 
previous KQ values based on the Hudson formula.  Values 
for K have been calculated for the test results and are 
plotted in Figure 14 as function of damage (per cent 
displacement).  The data points for the different densities 
tested are all seen to fall in a relatively narrow band and 
the mean values can be used as first estimates for the 
'stability factor', K. 

o 
X 

»     °     • u«L *-*"            a        A 

X 
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• |l*l,B1   l/m» 

X ^».2,38t/m» 

A J-» .3,02 t/ma 
A 

DISPLACED DOLOSSE   <%) 

Figure 14   Comparison of stability factors, K, for 
different unit densities 

6.2  Effect of Waist-to-height Ratio 

The test results show two effects of an increase in waist 
ratio, first, on the layer thickness and porosity and, 
second, on the stability of the dolosse.  The layer thick- 
ness, shape factor and fictitious porosity are seen to 
decrease slightly with an increase in waist ratio from 0,33 
to 0,43 (see Section 5.2).  Since all dolosse had the same 
volume, this reduction was expected.  The layer thickness 
is defined by: 
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tn   =    In   V 73 

where %n  =  nCn = layer thickness for n layers.  The 
following average values were found (see Figure 15a) 

Waist-to-height   ratio 
r 

Pf   («> Cn=2 tn=2 

0,33 
0,38 
0,43 

52,2 
49,8 
46,1 

1,05 
1,00 
0,93 

2,10 
2,00 
1,86 

0,35 0,40 

WAIST - TO - HEIGHT      RATIO, F 

o.)    LAYER    THICKNESS   PARAMETER. 

v«/ ^^5 
\\ 
/ 
Xs \\ 

0,35 0,40 

WAIST-TO-HEIGHT    RATIO, r 

6}   RELATIVE     STABILITY    FACTOR 

Figure 15   Effect of increased waist ratio 
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Based on the test results, the relationship between the 
waist ratio (r) and the stability factors Kp and K are 
shown in Figure 15b.  A marked decrease in stability 
occurs, especially when the waist ratio is increased to 
above 0,38.  The reduction in stability is probably due to 
the loss in the interlocking ability of the units because 
of the thicker waist.  If the waist ratio is increased 
further, the block will lose more of its interlocking 
ability and will ultimately resemble a cube which is 
totally dependent on its mass for stability. 

Wave heights causing 2 per cent displacement in the model 
were converted to prototype values by adopting the waist 
ratio, 

r = 0,34 v/w/20 

suggested by Zwamborn and Beute (1972) and assuming ys = 
2,40 and y = 1,025.  These results, presented in Figure 16, 
show that increasing the mass of dolosse above 40 t is much 
less effective in increasing stability then increasing the 
mass of dolosse below 40 t.  It is also clear from this 
figure that the present data is insufficient to define the 
relationship between H and W and no attempt was therefore 
made to fit a curve through the data.  To establish this 
relationship further tests will have to be done on dolosse 
with waist ratios of about 0,36 and 0,41. 

Thus, when it is considered to use dolosse heavier than, 
say, about 40 tonnes it may well be more economical to use 
dolosse with reinforced thinner waists with correspondingly 
higher stability instead of a thick waist with lower 
stability.  It must be stressed that Figure 16 is based on 
the relationship 

r = 0,34 Vw/20 

which was derived by accepting from prototype observations 
that 20-tonne dolosse with a waist ratio of 0,34 are strong 
enough to withstand stresses due to normal handling and 
design wave conditions.  If, however, this would not be the 
case, for instance, a 15-ton dolos should rather have a 
0,34 waist ratio, the W-H curve in Figure 16 will become 
lower. 
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Figure 16  Relationship between H, W and r 

CONCLUSIONS AND RECOMMENDATIONS 

The initial tests with 
2,31; 2,41 and 2,57 gav 
tests with dolosse with 
namely, 1,81; 2,39 and 
results snowed clearly 
armour stability.  The 
with regard to block de 
effect of block density 
represent the test data 
approximately with prev 
and the theoretical sta 
appear to represent the 

dolos armour with block densities of 
e no conclusive results and further 
a larger range in block densities, 
3,02 were done.  These new test 
the effect of block density on the 
classic third-power relationship 
nsity seems to over-estimate the 
and a power of 2,3 was found to 
better.  The lower power agrees 

ious test results on natural stones 
bility equations, therefore, do not 
density effect correctly. 

When high-density dolosse are used, care must be taken that 
they are at least as strong as the dolosse of normal 
density which can be achieved by increasing the waist-to- 
height ratio accordingly. 

Test results showed that the stability of dolosse decreases 
as the waist ratio increases.  Tests were done with dolosse 
with r = 0,33; 0,38 and 0,43 and KQ and K values for the 
latter two were found to be 20 and 60 per cent, respective- 
ly, smaller than the Kp value for dolosse with r = 0,33. 
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Further tests with waist ratios of about 0,36 and 0,41 
would be needed to determine the reduction of stability 
more accurately. 

Thus, when model tests are performed for a certain project, 
dolosse with the correct waist ratio must be used in the 
tests.  If such dolosse are not available, the test results 
must be adapted to allow for the change in stability due to 
a different waist ratio tested. 

To compensate for the larger tensile stresses in the 
heavier dolosse it has been suggested that the dolos waist 
ratio be increased according to the formula 

r = 0,34 \/w/20 

Because the stability decreases for the higher waist 
ratios, however, it was found that the stability of 
dolosse, designed accordng to this formula, increases very 
little when the mass exceeds about 40 t. 
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IMPROVEMENTS IN MODELLING RUBBLE-MOUND BREAKWATERS 

G.W. Timco and E-P.D. Mansard* 

ABSTRACT 

Physical modelling is a technique which is commonly used in the 
design procedure of rubble-mound breakwaters. For reliable results it 
is necessary that the model tests accurately represent the prototype 
situation. In this paper, two significant improvements in modelling of 
breakwaters are presented. They are the generation of realistic sea 
states at the test site, and the simulation of the breakage of the ar- 
mour units by using units which have mechanical properties properly 
scaled from the prototype units. These techniques have been used to 
study the recent breakwater failure at Riviere-au-Renard, Canada. 

1.0  INTRODUCTION 

A common method of protecting harbours and in dissipating wave 
energy in both inland and ocean ports is by the use of rubble-mound 
breakwaters. These structures are built up from the sea floor with 
specific profiles and material layers. Usually the uppermost armour 
layer consists of large quarry stones or specially designed concrete 
units. Depending upon the wave climate at the site, armour units can 
weigh as much as 100 tons. Recently there have been a number of break- 
water failures causing enormous financial and environmental losses. 
Some of these breakwaters failed due to the breaking of individual con- 
crete armour units during storm conditions with an eventual collapse of 
the structure as a whole. The design of a stable breakwater is a chal- 
lenging engineering problem. 

Physical modelling is a method frequently used to aid an engineer 
in the design of a rubble-mound breakwater. For this, a model of the 
proposed breakwater is geometrically scaled in a laboratory flume and 
subjected to similarly scaled wave conditions. In order to obtain re- 
liable information from these types of tests, it is necessary that cer- 
tain scaling laws are met. In particular, it is important that geomet- 
ric (linear), kinematic (velocities) and dynamic (forces) similitude be 
preserved. This entails maintaining in the model test system, the 
relative importance of each of the independent forces acting in the 
prototype system. If all forces are in the same ratio, then the equa- 
tions of motion will be the same everywhere in the model and proto- 
type. The model and prototype will behavef therefore, in the same dy- 
namical fashion.  In early model tests of breakwaters, a regular wave 

*Hydraulics Laboratory, National Research Council, Ottawa, Ont. K1A 0R6 
Canada 
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train was propagated onto a scale model of the breakwater and before- 

and-after profiles were used to define the stability of the structure. 
In recent years, several important improvements in the modelling tech- 

niques have been developed including the use of "random" waves simula- 
ting the variance spectral density, damage criterion in terms of the 
rocking motion of the armour units, and careful selection of materials 
which influence the hydraulic stability of the breakwater. Although 
these improvements have contributed to better model-prototype conform- 
ity, there still remains a number of important parameters to be consi- 
dered. 

This paper addresses itself to two important improvements achieved 
by the Hydraulics Laboratory of the National Research Council of Canada 
in the techniques of physically modelling breakwaters.  They are: 

(1) the generation of realistic sea states at the test section of 
the flume, and 

(2) the simulation of the breakage of armour units by using a 
material which has properties scaled from those of prototype 

concrete units. 

In this paper, the details and significance of these two improve- 
ments are discussed. In addition, these modelling techniques are ap- 
plied to a model test study at a 1:25 scale of the dolosse-armoured 

breakwater at Riviere-au-Renard, Quebec, Canada. 

2.0  REALISTIC SEA STATES 

Most hydraulic laboratories now have the capability of generating 

irregular waves for their experimental investigations. The normal 
practice has been, however, to describe the sea state solely by a vari- 

ance spectral density and then to reproduce it in the model. Recent 

studies [Johnson et al (1978), Burcharth (1979)] have shown that 
simulating just the spectrum is not sufficient because a certain se- 
quence of high waves occurring as a wave group can induce greater dam- 
age on the structure than equally high waves occurring individually in 

a wave train. The large number of high waves present as a sequence in 
the grouped wave train cause a continuous rocking and eventual dis- 

placement or breakage of armour units. Because of this effect it is 

desirable that the frequency as well as the time domain characteristics 
of the natural sea states are reproduced in the model whenever pos- 

sible. 

The phenomenon of wave grouping is well known to the oceanograph- 

ers since prototype waves often exhibit distinct wave group patterns in 

their records. Considerable research has therefore been carried out in 
the past particularly to relate the broadness of the spectrum to the 

wave group characteristics. In fact, the traditional concept of repre- 
senting the sea state by just its variance spectral density was based 
on the assumption that the spectral width is an indication of the de- 

gree of grouping such that a narrow spectrum corresponded to higher 
grouping. However, in a recent study Funke and Mansard (1980) showed 

that there is no apparent relationship between the shape of the spec- 
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trum and the amount of grouping in the wave train. Figure 1 presents 
two wave trains having a common variance spectral density but different 
degrees of grouping. 

In order to have a physically meaningful description of wave group 
activity in a sea state, this Laboratory has developed the concepts of 
a Smoothed Instantaneous wave Energy History (SIWEH) and a Groupiness 
Factor (GF)7 Both the SIWEH and the GF can be easily derived from the 
water surface elevations of the wave record (Funke and Mansard 1980) . 
As illustrated in Figure 1, this SIWEH E(t) function, which represents 
the distribution of wave energy in the time axis, effectively describes 
the wave groups in a time series. 

The concept of Groupiness Factor, developed as a tool to measure 
the degree of grouping in a sea state, is a dimensionless factor, des- 
cribing the standard deviation of the SIWEH about its mean and normal- 
ized with respect to this mean. 

The amount of wave grouping increases with increasing Groupiness 
Factor. Values of GF in the vicinity of 0.9 indicate highly grouped 
wa ve s, 
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The SIWEH function can serve also as an effective tool to isolate 
wave groups in the time series. The groups shown in Figure 2 were iso- 
lated using a concept of threshold for the SIWEH. Any wave sequence 
which caused the SIWEH to exceed a given threshold (3*E in this case) 
was defined as a wave group event. 

Because it is often not possible to obtain prototype wave records 
for a desired location of interest, this Laboratory has developed a 
synthesis technique to generate realistic sea states which include 
wave grouping. This technique, illustrated in Figure 3, provides the 
necessary tools for testing the stability of the various structures (be 
floating or fixed) for the wave grouping effects. The SIWEH spectral 
density shown in Figure 3 is a theoretical model often encountered in 
the linear dynamic system analysis. The expression for this SIWEH 
model is: 

e(X) 
1 

/(1-XZ)Z + 4Z  \ /(1+XZ) 
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where e(A) = SIWEH spectral density 
A   = normalized frequency f/fo 
C   = damping factor which controls the width of the spectral 

peak which occurs in the vicinity of X=1.  The smaller is 
C, the narrower is the spectral peak 

fo   = peak frequency for Z.-0 

The time history of SIWEH is derived from this spectral density through 
an Inverse Fourier Transform using random phases. 

In the absence of prototype information on wave groups, this model 
could be used to synthesize time series with different grouping 
characteristics (GF) while maintaining a constant variance spectral 
density. The period of the groups can be changed by varying the peak 
frequency of this spectrum. The wave train shown in Figure 3 satisfies 
both the frequency domain character istics of the desired spectrum and 
the time domain characteristics defined by the SIWEH function. This 
technique is well documented in Funke and Mansard (1980). 

2.1  Reproduction of Wave Trains at the Test Section 

When a time series (derived either from a prototype wave record or 
by synthesis technique) is to be reproduced in the flume, it is neces- 
sary that it is realized at the test section rather than at the wave 
paddle. But in deep and intermediate water depths the various frequen- 
cy components present in the sea state travel with their own celerities 
resulting in continually changing sequences of waves during propaga- 
tion. However, it is found that these celerities can satisfactorily be 
described by the linear dispersion relationship. Hence, in order to 
achieve the desired time domain characteristics near the test section 
(which may be 30 to 50 m from the wave paddle) , the inverse dispersion 
relationship is applied to the wave train, in order to account for the 
wave propagation. In addition to the propagation, it is found that im- 
portant phase changes can occur in the various wave machinery compon- 
ents such as the servo hydraulics, wave paddle, analog filter, etc. 
Complex transfer functions (which include both the amplitude and phase 
compensations) are therefore applied to these various components while 
preparing the driving signal. This technique has been found to be 
quite successful in reproducing various sea states and even extreme 
waves in the Laboratory. 

Figure 4 compares a prototype wave record with a wave record mea- 
sured at 36 m from the wave paddle in the model. The severe sequencing 
of prototype waves has been well preserved in this reproduction of this 
time series in the wave flume. 
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3.0  SIMULATION OF CONCRETE STRENGTH 

In model testing of breakwaters, the interpretation of the results 
is very subjective. In early tests, the stability of a particular de- 
sign was usually determined by a comparison of before-and-after storm 
profiles of a section of the structure. More recently, the stability 
has been defined subjectively as the onset of rocking of the armour 
layer. Neither of these techniques is satisfactory. This is so be- 
cause a common failure mode of prototype breakwaters occurs through a 
deterioration of individual armour units with pieces breaking off and 
hammering against other larger units. In addition, the constant slight 
flexing and continual motion of the units during a storm result in a 
reduction in strength (and ultimately failure) due to slow propagation 
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of cracks. These two failure modes, although undoubtedly important in 
the prototype system, are not considered at all in geometrically scaled 
model tests. In order to simulate these conditions in a model test, it 
is important that some of the physical properties of the armour units 
scale by the linear scale factor (X). In particular, the strength and 
strain modulus must be scaled whereas the density, Poisson's ratio and 
frictional factors must not. To date, this has not been done due to 
the lack of a material which would simulate homogeneously these proper- 
ties of concrete on a reduced scale. Because of the many advantages of 
using strength-reduced armour units in model tests, a project was ini- 
tiated to develop a material which would simulate the properties of 
concrete for this type of model testing. In this section, the develop- 
ment and properties of this material are briefly discussed. 

3.1  Modelling Laws 

The first step in developing the model material is to define the 
appropriate scaling laws and to define representative concrete (i.e. 
prototype) mechanical properties to which the scaling laws are ap- 
plied.  This defines the properties of the model material. 

In model tests, the forces of interest are the gravity (weight), 
inertial, elastic and frictional (viscous). In order to maintain the 
relative importance of each of these in the model regime, it is neces- 
sary to maintain the Froude number (inertial forces/gravity forces), 
the Cauchy number (inertial forces/elastic forces), and the Reynolds 
number (inertial forces/viscous forces). Since it is not possible to 
simultaneously satisfy all three of these numbers, a compromise is made 
and the model tests are scaled according to Froude similitude. This is 
done since gravity and inertial forces predominate. As a consequence 
of this, the physical properties of the model armour units must meet 
certain well-defined requirements. In particular, the properties of 
the model (m) material must scale from the prototype (p) concrete 
values as 

mass 

density 

flexural strength 

tensile strength 

compressive strength 

elastic (Young's) modulus 

fracture toughness 

Poisson's ratio 

friction 

where X is the scale factor of the test. For proper results in the 
model regime, the properties of the armour units must meet these re- 
quirements. 

mm = mp/X3 

Pm = Pp 

°fm =  afp/X 

0tm = atpA 
acm = "cpA 
Em " Ep/X 

Kp/X3/2 

Vm = VP 

fn  = £D 
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3.2 Mechanical properties of Concrete:  Prototype Values 

Before it is possible to model the properties of concrete, repre- 

sentative values of the properties must be defined. However, concrete 
is a complex mixture of calcium silicates and aluminates cement, sand, 

stone and water. As such, by altering the relative proportions of each 
of these constituents, the properties of concrete can be varied over a 

wide range. Moreover, the properties of concrete are known to be af- 
fected by temperature, loading rate, moisture content, sample size, 
etc. This does not allow unique, unambiguous values to be defined. 
However, since the variation of the properties is reasonably systema- 

tic, such that conditions which lead to high compressive strength 
(say), also lead to high flexural and tensile strengths, representative 

values can be defined in this way. In the prototype system, usually 
high quality (35 MPa minimum compressive strength) concrete is used. 
Assuming a high quality concrete, the relevant properties of concrete, 

as determined from surveying the literature (Gonnerman and shuman, 

1928; Neville, 1977; Jayatilaka, 1979) as well as the required proper- 

ties of the model material for two scale factors (X=20 and X=40) are 

Concrete     X=20      X=40 

compressive   strength   (MPa)             31-38 1.6-1.9 .78-.95 
flexural   strength   (MPa)                   4.1-  4.7 .21-.24 .10-.12 
tensile  strength   (MPa)                     2.4-3.0 .12-.15 .06-.08 
density   (g/cc)                                           2.2-2.5 2.2-2.5 2.2-2.5 
elastic modulus (static) (GPa) 29-32 1.5-1.6 .73-.80 
elastic modulus (dynamic) (GPa)43-47 2.2-2.4 1.1-1.2 

1/2 
fracture toughness (MPa-m f   )      .45-1.4     .005-.016  .002-.006 
Poisson's ratio .11-.21      .11-.21    .11-.21 

3.3 General Consideration for Producing Strength-Reduced Armour Units 

As a further restriction in defining the properties of model ar- 

mour units, it would seem that in addition to the physical properties 

which the material must have, it must meet the following conditions: 

(1) The material should be macroscopically homogeneous through- 
out. 

(2) The material must be readily mouldable since armour units may 

have unusual shapes. 

(3) The material must be able to be removed from the mould with- 
out breaking. 

(4) The units made from the material should be relatively quick 
and easy to make since a large number would be required for a 
breakwater study. 

(5) The material should be reasonably economical. 



2056 COASTAL ENGINEERING—1982 

(6) The material should be non-toxic, non-corrosive and not break 
up into uncleanable debris. 

(7) Since the tests are performed in water, the material must 

have relative stability in water over a reasonable time span. 

In reviewing the properties which model armour units must have, it 
is clear that no "standard" material has these properties. Usually, 
for example, relatively weak materials have relatively low densities. 

As such, it was decided to try to develop a mater ial which would meet 

as many of the properties as possible. Since one wants a structurally 
weak, yet dense material, this suggests that a reasonable approach to 

take would be to choose a binder (matrix) material which is filled with 
cohesionless inclusions. In this case, the strength of the material 
would be proportional to the VDlume porosity of the binder, i.e. 

a = o0 (1 - i^n 

where a = strength of the material, OQ = strength of matrix material, 
ip = volume of cohesionless material, and n is some exponent. In this 
way, the strength of the overall material can be decreased by decrea- 

sing the amount of matrix material, whereas the density of the overall 
material can be increased by increasing the density of the filler (in- 

clusions) material. If the particle sizes are small enough, this will 

result in a homogeneous mix. Such an approach should allow enough 
flexibility for proper scaling of some strengths and density over a 
range of scaling factors. 

In choosing a binder material for these tests, the general proper- 

ties of the material (as discussed above) were considered. Although it 
is possible to choose any number of binder materials (such as waxes, 
cement, sulphur based binders, etc.), it was decided that a matrix of 
gypsum plaster (CaS04*1/2 H2O) would best meet the requirements for a 

suitable matrix. This is so since it is economical, easily mouldable, 

fast setting, requires minimal equipment, etc. With regard to the fil- 
ler, sand was chosen as a reasonable material to start with. 

In setting up these experiments, it was decided that the density 

and flexural strength were two properties which were essential to scale 

properly. Clearly, if the density is incorrectly scaled, the armour 

units will not respond to the incident waves as they should. In obser- 
ving failures of prototype armour units, it would seem that although 

there are undoubtedly several failure modes, crack propagation due to 
flexure (tensile) stresses is a predominate failure mode. This sug- 
gests that this failure mechanism must be properly scaled. To this 
end, a series of experiments were performed to measure the density and 

flexural strength of a number of different mixtures of plaster, sand, 
water and several other constitutents. This was done by weighing out 
the proper amount of each of the ingredients and mixing them to form a 
creamy paste. This paste was then poured into bar-shaped moulds 2.5 x 
2.5 x 30 cm made out of aluminum and allowed to set overnight. A thin 

film of light oil was used as a parting agent. The bars were then re- 

moved from the mould and both the flexural strength and density of the 
bars were determined.  In these tests, it was found that by decreasing 
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the amount of plaster in the mix, the strength of the resulting mater- 
ial could be reduced to the desired range; whereas by increasing the 
density of the aggregate mix (by adding iron ore p = 5.0 g/cm ), the 
density could be increased to the proper range for concrete. Unfortu- 
nately, due to limitations in space, the complete details of the devel- 
opment and the variation of the properties of the model material with 
changes in constituent proportions, cannot be reported here. However, 
the recipe and complete information on the behaviour of the model 
material can be obtained from the senior author (Timco, 1981a). 

3.4  Properties of Model Material 

Before using this model concrete material in breakwater tests, it 
was necessary to know all of its mechanical properties. However, be- 
cause of the mechanically weak nature of the material, testing of its 
mechanical properties is quite tricky. For example, at A=50, a bar of 
this material 2.5 cm x 2.5 cm x 6 cm, if held at one of the square 
ends, would not support its own weight. In order to determine the pro- 
perties, a series of tests were performed similar to those used to 
document the properties of "model ice" (Timco, 1981b). The full de- 
tails and results of the tests on the model concrete will not be repor- 
ted here. They can be found in Timco (1981a). Instead, only the 
salient features will be presented. In brief, for scale factors of 
40>AJ>20, the properties of the model material can be summarized as 
follows: 

Density - By properly choosing the ingredients in the mix, the density 
scales correctly for any scale factor. 

Flexural Strength - Since the flexural strength is directly defined by 
the scale factor, it scales correctly for any scale factor. 

Tensile Strength - The tensile strength is related to the flexural 
strength, and in testing using the ring-tensile test, it scales well 
for any scale factor. 

Compressive Strength - Tests of the compressive strength were performed 
at two loading rates. In general, it is strain-rate independent and 
overscales (i.e. is too low) over the whole range of scale factors. 

Elastic (strain) Modulus - Tests of the modulus were also performed at 
two loading rates. At very high rates (ultrasonic), the elastic modu- 
lus underscales; whereas at lower rates, the strain modulus overscales 
over the whole range of scale factors. 

Fracture Toughness - The fracture toughness (i.e. resistance to frac- 
ture by crack propagation) scales correctly over the whole range of 
scale factors. 

Frictional Properties - The frictional properties scale well over the 
range of scale factors. 
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Erosion - Because the amount of binder in the material is necessarily 
low (in order to produce the low strength), the material does not have 
good resistance to erosion. This limits the time span in which a model 
test can be performed   (usually  less  than one  hour). 

Pourability - In the fluid state, before setting, the material has a 
low  viscosity  and can  be  cast   in any  shape   (see  Figure  5). 

FIG. 5     PHOTOGRAPH     OF     STRENGTH-SIMULATED     MODEL 

DOLOS   ,   CUBE     D'ANTIFER     AND     TETRAPOD 

Setting Time - The material has its initial set within 15 minutes of 
pouring.     After  this  time,   the  unit can be  removed  from the mould. 

Cost - The cost of the basic ingredients for these model armour units 
is extremely low (-$0.10 each). However, the labour charge and non-re- 
usability of the units significantly increases the overall cost of pro- 
duction. 

Shelf-life  -   After   making   the   armour   units,   they   can   be   stored   on   the 
shelf   for   at   least   four  months  before   testing   in the   flume. 

In   total,   this   material   has   all   of   the   important   mechanical   pro- 
perties   correctly   scaled.      As   such,    if   it   is   used   conscientiously   in 
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model testing of rubble-mound breakwaters, it should significantly im- 
prove the model results. Failures due to tensile cracking and flexing 
of the armour units due to both static and dynamic loads should be well 
simulated if the proper scale factor is chosen. The use of this mater- 
ial in model testing is a definite improvement in the physical model- 
ling of rubble-mound breakwaters. Model tests using this material in 
the armour layer should give good insight into the structural stability 
of any proposed breakwater design. 

4.0  RIVIERE-AU-RENARD BREAKWATER STUDY 

In order to apply these two new modelling techniques to breakwater 
studies, a test was performed on a 1:25 scale of the breakwater at 
Riviere-au-Renard, Quebec, Canada. This breakwater was chosen since it 
has recently failed and new designs are currently being tested for its 
repair (Glodowski et al 1982). This breakwater is 0.5 km long with an 
armour layer primarily composed of 5 tonne dolos units. In failure, 
many of the dolosse have broken especially near the mean water level 
(MWL) resulting in a slumping of the structure in several locations. 
The water depth at the breakwater site is 6 m which represents a depth 
limited situation. Many wave spectra typical of that location were 
tested. Since it was a depth limited situation, there was considerable 
wave breaking near the structure. The results presented below corres- 
pond to a JONSWAP spectrum having a peak period of 11.6 s and a charac- 
teristic wave height of 4.9 m. In performing the tests, two different 
test set-ups were used. For the first test, a cross-section of the 
breakwater was built using regular (i.e. not strength-reduced) dol- 
osse. During the storm conditions, there was some rocking of several 
of the dolos units. At the end of the storm, however, there was no 
change in the initial cross-section of the structure. Assuming that 
some rocking of these low mass dolos units is allowable without causing 
breakage, this test would suggest that this was a stable breakwater de- 
sign. For the second test, the breakwater was rebuilt using the 
strength-reduced units. During the storm conditions in this test, 
there was a number of dolosse which were rocking and hammering on other 
units without intially breaking. As the storm progressed, as a result 
of the constant hammering, first one, and then a second unit, broke in 
the area of the centre of the flume. These breakages started an "un- 
locking" of the units such that at the end of the test, there were num- 
erous broken units in this region and a large area of the underlayer 
was exposed (see Figure 6). After the storm, there were five features 
of the model test which were in agreement with the prototype: (1) the 
dolosse at the top were mostly intact and slightly pushed back; (2) 
there was dolosse breakage at the MWL; (3) the dolosse were pulled out 
of that region resulting in some exposure of the underlayer; (4) the 
units well below the MWL were intact without substantial movement from 
their original position; and (5) there was a general slumping of the 
breakwater as a whole. In addition to this, however, in some cases 
there were compression-type failures of the units evident which were 
not observed in the prototype. This results from an unavoidable 
overscaling of the compressive strength of the model material. The 
results of this test clearly showed the rapid deterioration of the 
breakwater as a whole once the individual dolos started to break due to 
the rocking under wave attack.  Once breakage of the units occurred. 
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the stability and usefulness of the breakwater was substantially 
reduced. This test indicated that, as originally designed, the 
breakwater would fail under the severe storm conditions encountered in 
that region. 

5.0  SUMMARY AND CONCLUSIONS 

Two improvements in the techniques of modelling rubble-mound 
breakwaters have been discussed and applied to the study of a model of 
a dolosse-armoured breakwater. These improvements, the simulation of 
both realistic sea states and breakage of the armour units, if used 
conscientiously in model testing of rubble-mound breakwaters, should 
significantly improve the accuracy of the model test results. 

FIG.6 

PHOTOGRAPH   SHOWING   MODEL   OF  RlVIERE-AU-RENARD 

BREAKWATER   AFTER   STORM.   THE   HAND   IS   POINTING 

TO   A   UNIT   WHICH   BROKE   IN   THE   TRUNK   SECTION. 

NOTE  THE  REGION   DIRECTLY   BELOW   THE   HAND   WHERE 

THERE   ARE   SEVERAL   BROKEN   DOLOSSE   AND   EXPOSURE 

OF   THE   UNDERLAYER. 
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PROTOTYPE TESTING OF DOLOSSE TO DESTRUCTION 

T. Terao1, K. Terauchi2, S. Ushida3 

N. Shiraishi1*, K. Kobayashi5, H. Gaharae 

ABSTRACT 

The Dolos, a type of armor unit, has been used widely 
for breakwater and shore protection works in the world. 
However, it has been reported that the armor layers of 
several breakwaters have been damaged by wave action, and it 
is probable that the breakage of Dolos has been the cause of 
that failure. 

In this paper, static and dynamic tests using Dolosse 
units are described. 4t reinforced units and 4t, 0.4t and 
0.04t unreinforced units were used. 

In these tests, concrete surface and reinforcing bar 
stress of Dolos, and impact load were measured. 

The results of these tests were as follows: 
(1) From the both tests i.e. the static load test and the 
drop test, stress was greatest in the corner between the 
chamfer and the stem.  Cracks occurred at this point. 
(2) In the static load test, comparing the results of both 
units with reinforced and unreinforced chamfer, it became 
clear that the reinforcement of the chamfer could reduce the 
magnitude of the stress concentration. 
(3) In the drop test, the drop height which made cracks was 
almost constantly independent of the weights of the units. 
And it could be considered that there was little influence 
of increasing the concrete strength as to the breakage of 
Dolos 

1. INTRODUCTION 

The Dolos is a type of concrete armor unit that has a 
high degree of interlocking capability.  Dolosse have been 

1Director of the 4th District Port Construction Bureau 
2Special Assistant to the head of Naha Port Construction 
3Deputy Special Assistant of Nagoya Port Construction Office 
''Senior Managing Director of Nippon Tetrapod Co., Ltd. 
5Manager of R & D section of Nippon Tetrapod Co., Ltd. 
6R & D section of Nippon Tetrapod Co., Ltd. 
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used at many port and harbor locations (1,2).  However, 
recently, it has been reported that the armor layers of 
several breakwaters have been damaged by wave action ( 3 ), 
and it has been considered that the breakage of Dolos is one 
probable cause of this damage.  Consequently, the problem 
related to the structual strength of Dolos has been 
discussed.  O.J. Lillevang and W.E. Nickola ( 4 ) examined 
the stress distribution of Dolos model with some shapes of 
chamfers under static load by using the three-dimensional 
photoelastic stress analysis, and suggested the shape of the 
chamfer to reduce the concentration of the tention stress. 
H.P. Burcharth ( 5 ) did the drop and pendulum tests using 
1.5t to 20t Dolosse, and proposed a method for the design of 
impact loaded Dolosse.  C. Galvin and D.F. Alexander ( 6 ) 
proposed a theoretical relationship between wave height and 
concrete strength of armor units.  And there were some 
papers of tests related to the breakage of Dolosse prior to 
using them to breakwaters, for example, S. Barab and 
D. Hanson, C.A. Walter and D.R. Clark ( 7, 8 ). 

In the case of a composite type breakwater with armor 
layer which are filled completely with armor units of the 
same size, it is considered that the lowest units will be 
subject to the static load caused by the dead weight and the 
units of the exposed side will suffer from the impact load 
resulting from rocking. 

As armor units in these two situations are prone to 
some damage, we made static load and drop tests using 
Dolosse and also measured the stresses in some parts of 
units. 

2. TEST CONDITIONS AND PROCEDURE 

Assuming the load conditions, two different types of 
tests were performed.  The static load test was performed to 
simulate the condition of a dead load of units caused by 
settlement, and the drop test was instigated to simulate the 
impact resulting from rocking under wave action.  Fig. 1 
shows the test methods. 

4t reinforced and 4t, 0.4t and 0.04t unreinforced units 
were used in these tests.  The waist ratio was constant at 
0.32.  Table 1 shows the test program, Fig. 2 shows the 
geometry of units, and Table 2 shows the mix proportions of 
concrete.  Tensil strength test results of steel bars and 
bar arrangement drawing are given in Table 3 and Fig. 3, 
respectively. 

In the static load test, the vertical fluke of the unit 
was fixed by a support equipment.  There were two different 
loading conditions.  One was imposed on the mid point of the 
horizontal fluke and the other was on the tip point. 
A hydraulic jack was used for loading.  Photo. 1 shows the 
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Static load test Drop      test 

&h> •h 
" 

Figure 1      Test    Method 

Table 1      Test   program 

Test Weight 
of unit (t) 

Reinforce 
ment (kgiff 

Concrete 
strengtHMRi 

Static 
load 

test 

Imposed 
on the 

mid point 
of the 

horizontal 
fluke 

4 

75 

20.6 92 

151 

0 

20.6 

294 

392 

Ti p point 
92 

20.6 
151 

Drop test 

4 

92 
20.6 

151 

0 

20.6 

29.4 

392 

0.4 0 2Q6 

0.04 0 20.6 
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= 0.32 

We Wit H a b c d e t 

4 2239 716 386 458 669 125 651 

0.4 1038 332 178 212 310 58 302 

0.04 482 154 82 98 144 27 140 

(mm) 

Figure 2  Geometry of units 

Table 2     Concrete    mixture 

Concrete 
strength 

(MPa) 
Slump 

(cm) 

Max. 
diameter 
5fagg.(m) 

w/c 
(*) 

S/A 
(%) 

Cement 
(KgrrP) 

Water 
(kgm's) 

Sand 
(kgrri*) 

Aggre- 
gated^ 

Additive 
(kgms) 

20.6 10 25 55.5 385 251 139 743 1186 0.628 

29.4 10 25 44.5 350 320 142 680 1184 0.800 

39.2 10 25 34.5 345 421 145 612 1162 1.053 

Table 3     Test results of reinforcing bar 

Standard Diameter 
(mm) 

Strength Results 
(MPa) 

SR-24 

13 

Yield 
strength 

294 

Ultimate 
tensile strerg* 428 

16 

Yield 
strength 331 

Ultimate 
tensile strength 478 reinforcement:   13mm and    16mn bars 

concrete cover layer:   65mm 

Figure 3    Bar arrangement drawing 
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Photograph  1:   The  situation of  the  static   load  test 

Photograph  2:   The  situation  of  the  drop  test 
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situation of the static load test. 

In the case of the drop test, the horizontal fluke was 
supported in a way to keep the stem level.  Then, the 
vertical fluke was lifted up to a predetermined height and 
dropped onto a concrete slab of 1 meter thickness by use of 
a quick release device.  Drop height started at 2 cm and 
increased every 2 cm.  Some of the drop test units were 
provided with load cells at the bottom of the vertical 
fluke to measure the impact load.  Photo. 2 shows the 
situation of the drop test. 

In both tests, several strain gauges were placed on 
the reinforcing bar and the concrete surfaces of each test 
unit in order to measure the strain. 

3. TEST RESULTS 

3-1 Static load test 

3-1-1 In the case of imposing a load on the mid point of 
the horizontal fluke 

Stress concentrated on the corner between the chamfer 
and the stem due to the bending force.  Cracks occurred at 
this point.  Photo. 3 shows the breakage of Dolos.  From the 
results of unreinforced units shown in Table 4, it is 
considered that the ultimate imposed load which caused 
cracks increased slightly as the compressive strength of 
concrete increased.  Fig. 4 shows the relationship between 
the concrete surface stress and static load. 

In the case of reinforced units, cracks appeared in 
that corner under the static load which was almost as large 
as the results of unreinforced units.  Fig. 5 and 6 show the 
stress distribution of the reinforcing bar using the units 
with the chamfer reinforced and unreinforced, respectively. 
Stress concentrated on the corner revealing themselves as 
corresponding cracks. 

In the case where the chamfer was not reinforced, the 
reinforcing bars placed at the stem yielded under a smaller 
imposed load compared to that of the reinforced chamfer. 
It is apparent that reinforcement of the chamfer is 
effective. 

3-1-2 In the case of imposing a load on the tip point of 
the horizontal fluke 

The results of cracking were different between 92 kg/m3 

and 151 kg/m3 reinforcement units. 

In the case of the 92 kg/m3 reinforcement unit, cracks 
occurred in the corner between the chamfer and the stem, and 
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Photograph 3: The breakage of Dolos (Static loac test) 

Photograph 4: The cracks of the stem (Static load test) 
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Table 4    Static load test results C unreinforced  unit) 

Weight 
Ct) 

Design 
compressive 

strength (MPa) 

cracking 
static load 

(kN) 

Breaking 
static ioad 

(kN) 

4 

20.6 61.7 73.5 

29.4 71.5 80.4 

39.2 80.4 93.2 

4 

3 P*-^ 
X ^ 

I 
s 
I 

K- 0.0239 P 

0 «?** 
i£^\ 

oo*°° •OOOo^. 

M*> X k* Static oM (kN) 

r 
s 

^ N -W« 3 

fa 
a- 0.0239P ^ 

i ] 

I 

Figure 4     Relationship between coicfft* surface Kress M Static Iwfl 
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progressed toward the stem at 45°.  Ultimate breakage was 
identified as shear rupture due to bending and torsion 
forces.  Photo. 4 shows the cracks of the stem.  Fig. 7 
shows the stress distribution of the reinforcing bar.  From 
the result of the relationship between the reinforcing bar 
and static load shown in Fig. 8, the stem and chamfer bars 
placed at the corner section ultimately yielded at about 
170 KN. 

While in the case of 151 kg/m3 unit, cracks appeared 
in the corner with a small imposed load, and thereafter new 
cracks occurred and progressed inthe stem at 45°.  Ultimate 
breakage was identified as sheer rupture due to tortion 
force.  Fig. 9 and 10 show the stress distribution of the 
reinforcing and static load, respectively. 

3-2 Drop test 

Cracks occurred in the corner between the chamfer and 
the stem identical with the results of static load test. 

From the results of unreinforced units shown in Table 
5, it is considered that the drop height which crack occurs 
is almost constant independent of the weight of the units 
and concrete strength.  Photo. 5 shows the broken unit. 

In the case of the reinforced units, stress 
concentrated on the corner and cracks occurred at this 
point, too.  But the units didn't separate into two pieces. 
The stress distribution of the reinforcing bar is shown in 
Fig. 11. 

Impact load and impact time were also measured by using 
load cells.  Fig. 12 shows the relationship between the 
impact time of the load and the drop height.  Fig. 13 shows 
the relationship between the impact time of the load and the 
weight of the unit.  From these results, it can be assumed 
that the impact time of the load is almost constant 
independent of the drop height while using the same weight 
of the unit, and the ratio of the impact times is almost 
equal to the ratio of their characteristic length i.e. Dolos 
height. 

From the results of the relationship between the 
maximum impact load and drop height shown in Fig. 14, it is 
considered that the impact load is proportional to the 
square root of the drop height and the ratio of the impact 
loads is equal to the square of the ratio of their 
characteristic lengths under conditions of the same drop 
height. 

As the ratio of the concrete surface strain is almost 
equal to the square of the reciprocal of the ratio of their 
characteristic lengths under conditions of the same impact 
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Table 5   Drop test results ( unreinforced unit ) 

Vfeight 

(t) 

Design 
compressive 

strength (Mft) 

Cracking 
drop   height 

tot) 

Breaking 
drop height 

(cm) 

4 

20.6 7 12 

29.4 10 14 

39.2 14 18 

0.4 20.6 14 18 

0.04 20.6 16 20 

Figur* 11    Stress distribution rt r»intorc*ment 
{ Drop test) 
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Photograph 5: The breakage of Dolos (Drop test 
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load, the maximum strain on the concrete surface is 
proportional to the square root of the drop height as shown 
in Pig. 15.  This results in the stress of the concrete 
surface being constant independent of the weight of the unit 
under conditions of the same drop height. 

4. CONCLUSIONS 

Stress distribution, the influence of the concrete 
strength and weight of unit for the breakage of Dolos, and 
impact load were obtained through these static load and drop 
tests. 

The result of these tests were as follows: 
(1) From the both tests, i.e., the static load test and the 
drop test, stress was greatest in the corner between the 
chamfer and the stem.  Cracks occurred at this point. 
(2) In the static load test, comparing the results of both 
units with reinforced and unreinforced chamfers, it became 
clear that the reinforcement of the chamfer could reduce the 
magnitude of the stress concentration. 
(3) In the drop test, the drop height which made cracks was 
almost constant independent of the weights of the units. 
And it could be considered that there was little influence 
of increasing the concrete strength as to the breakage of 
Dolos. 
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A NUMERICAL MODEL OF WAVE/BREAKWATER INTERACTIONS 

D. Ian Austin, AM, ASCE» 
Roger S. Schlueter* 

Abstract 

A numerical model has been developed to simulate breakwater 
response to wave impacts with special reference to armor unit be- 
havior and breakwater stability. The model uses a finite difference 
hydrodynamic code to follow the wave impacts and determine wave 
forces upon the breakwater components. A discrete element code 
models the breakwater response and motions. The model rationale and 
numerical basis are followed by three examples used in this, the 
concept validation, stage of model development. 

1. Introduction 

Failures of rubble-mound breakwaters, particularly those built 
with artificial armor units, have been occurring over the last 
decade. The much publicized major breakwater failure at Sines, 
Portugal (Edge and Magoon, 1979) has highlighted the problem. 
Damage assessment of the Sines event (PSID, 1979) funded by the 
National Science Foundation demonstrated that the design methods and 
philosophies which were used may have been inadequate. These 
methods have included use of the empirical Hudson's stability for- 
mula which links the slope of the breakwater face with the weight 
and stability coefficient of the armor units. 

With introduction of artificial breakwater armor shapes, in 
particular the dolos unit (Merrifield and Zwamborn, 1966), much 
lighter armor units than the equivalent quarried rock armor have 
been used. The artificial units have dramatically increased inter- 
looking abilities and hence larger stability coefficients. Thus, 
for a given design wave, Hudson's formula predicts a lighter unit 
than if a low stability coefficient typical of natural rock had been 
used. However, recent studies have concluded that artificial armor 
units are particularly susceptible to dynamic motions imparted by 
the inertial and drag forces of waves impinging upon a breakwater 
structure. Specification of artificial armor units for breakwater 
design demands better understanding of the structural loading pheno- 
mena on individual elements and the limitations imposed by the 
concrete and reinforcing properties. 

Dames & Moore, Suite 1000, 1100 Glendon Avenue, Los Angeles, 
California 90021. 
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This paper presents a numerical technique for studying both the 
behavior and overall breakwater stability under a variety of wave 
loadings and the behavior of individual armor units. A discussion 
of the numerical approach is followed by examples using simplified 
armor unit shapes and breakwater geometries. While the ultimate aim 
of this line of research is to be able to model, in three dimen- 
sions, breakwaters constructed using both existing and proposed 
armor units, the object of this paper is to show the feasibility of 
the adopted approach using two-dimensional examples. The computer 
model is structured in a modular fashion which allows additions and 
enhancements to be included as they are developed. 

2. Numerical Approach 

Consider a generalized breakwater cross section consisting of a 
wave breaking on a multilayered armored breakwater (Figure 1). The 
wave breaking process is highly non-linear, consisting of inertial 
and viscosity induced forces. A complex energy dissipation and 
force reversal process follows in the armor unit, filter layer and 
core regions. The armor units are designed to resist the forces but 
they will rock and possibly break if overstressed or improperly 
positioned. Such breakages aid or initiate larger failures. 

Rather than attempt to model the complete wave/breakwater 
interaction with one computer code, an approach has been adopted 
which is believed will allow both theoretical and numerical develop- 
ments in wave breaking analysis to be incorporated with a minimum of 
program restructuring. The wave/breakwater interaction is modeled 
by two distinct codes, one describing the wave action and forces, 
the second describing the armor unit behavior. At this stage of 
concept development, it is being assumed that the interactions can 
be decoupled for time periods on the order of the time between sub- 
sequent wave impacts. This assumption implies that the short term 
response of the armor units does not significantly alter the wave 
force field within these intervals. For non-catastrophic failure, 
the assumption is valid as armor movement is on the order of centi- 
meters. In failure situations, the assumption is no longer valid. 
However, the decoupling assumption reduced computation time con- 
siderably during this concept validation stage of the model develop- 
ment. As model development progresses, full coupling will be 
introduced. 

In formulating an numerical approximation to the physical 
system it was realized that a complete description of the wave 
forces does not exist. However, simplified numerical approximations 
to the wave breaking process can be made. The classical equations 
describing stress within a structural unit are well known and have 
been applied in a number of studies of breakwater armor units (e.g., 
Lillevang and Nichola, 1976). 

2.1 Wave Forces 

The wave forces resulting from impacts upon a breakwater type 
structure are calculated using a version of the finite difference 
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computer code, SOLA-VOF, developed at Los Alamos Scientific 
Laboratories for solving transient fluid flow problems with multiple 
free boundaries (Nicholas et al., 1980). The constitutive equations 
used in the code are the Navier-Stokes equations and a form of the 
continuity equation which includes limited fluid compressibility 
(Figure 2). The feature of the program which makes it particularly 
useful in this application is the concept of the fractional volume 
of fluid (VOF). The "F" equation (see Figure 2) is used to describe 
the existence and position of a free surface within a finite dif- 
ference cell. The value of F is zero in an empty cell and one in a 
full cell. A cell with a value between these limits indicates that 
a free surface (or boundary surface) exists in that cell. Because 
the free surface is defined in a cell by cell manner, multiple free 
surfaces can exist within a modeled region. As no a priori assump- 
tions are necessary regarding the position of the free surfaces as 
it varies spatially or temporally, free surfaces can pass over or 
through a mound of obstacles. 

At the current stage of development, obstacles to the water 
movement such as armor units are included as rigid zones within the 
modeling area. For non-failure conditions this approximation is 
reasonable. However in order to study the effects of rocking and 
failure, a more general movable description of the obstacles will be 
necessary. Forces on the obstacles are calculated by integrating 
the pressures around an obstacle. This method allows inertial 
effects to be included directly. 

Wave loadings can be specified by a number of methods. In the 
examples to be shown, an initial water surface was defined with and 
without initial velocities. Alternatively, a pressure field can be 
used to initiate a wave response or a full description of internal 
velocities and surface elevations could be input. A random sea 
could be defined by the last method. 

A simplified diagram of the program's operation is shown on 
Figure 3. The finite difference approximations to the momentum 
equations are first solved using the previous tlmestep values of 
velocity and pressure in the appropriate terms. After application 
of the boundary conditions, the continuity equation is solved in an 
iterative manner to obtain the new timestep values of velocity and 
pressure. Finally the F equation is solved for all cells. More 
explicit details of the scheme have been published previously 
(Nicholas et al., 1980). 

2.2 Armor Units 

The response and behavior of the breakwater armor units are 
modeled using a discrete element model originally developed for 
simulating jointed rock behavior (Cundall, 1980; Dames & Moore, 
1981). The model calculates the individual armor unit (i.e., ele- 
ment) response to both the applied fores and the constraints of the 
surrounding units. The internal block stresses and inter-block 
fluid pressures can be calculated at each step in the armor unit 
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code. Joints between the units and corner-to-edge or corner-to- 
corner contacts are treated as boundary conditions between the 
units. Therefore the corner locking and frictional forces associ- 
ated with breakwater unit interactions can be modeled correctly. By 
including fracturing and splitting within the discrete elements, 
failure of the armor units and/or the overall breakwater can simu- 
lated. The code uses a fully dynamic explicit scheme to solve the 
equations of motion thus allowing the true response of the units and 
the interactions to be followed. The basis calculation cycle is 
shown on Figure 1. 

At the present stage of program development, armor unit shapes 
from discs to rectangles can be modeled. The discs are simulated by 
increasing the corner rounding, which is used to prevent elements 
"looking up", until a disc results. Further developments of the 
jointing or shaping aspects of the program, by which joints and 
hence blocks are defined, will allow more sophisticated armor shapes 
to be modeled. 

3. Examples 

Three examples of the current program configuration follow. 
The first two are essential revetment problems as a fully reflective 
boundary is assumed at the centerline of the "breakwater". In the 
third example, a breakwater is constructed by adding a "harbor" side 
to the revetment grid. In all cases, artificial spacing of the 
armor blocks in the fluid program is required to allow forces to 
develop around the blocks. The space is the result of modeling a 
three-dimensional problem in two dimensions. The breakwater 
geometries are extremely simplified - more so than the programs will 
allow - as these examples were aimed at concept validation rather 
than quantitative validation. 

3.1 Revetment Example 

The grid used in the fluid modeling is shown on Figure 5. The 
armor blocks are defined as rigid obstacles as is the revetment 
core. The armor units are 1.6 meters square. A wave loading is 
approximately by a 2.6-meter high "block" of water released in a 
manner similar to a dam break. One of the many verification cases 
of the fluid code included the reproduction of a laboratory dam 
break test. A no-flow boundary condition is used on all boundaries. 
As previously mentioned, the armor units are separated to allow 
fluid flow between the blocks. Snapshots of the fluid behavior are 
shown on Figure 6. This figure shows the initial block of water 
collapsing to form a "surging" wave. 

The forces on the armor blocks developed during the wave impact 
and reversal are shown on Figure 7. Comparison of the force 
histories on Blocks 1 and 2 shows the expected force reduction on 
the second layer block afforded by the first layer block. A similar 
pattern can be seen in the force histories of Blocks 3 and H. 
Blocks 1 through 4 show a smooth increase and decrease of forces as 
would be expected from submerged blocks.  Blocks 5 through 7 show 
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much sharper peaks resulting from impacts upon the semi-submerged 
and free blocks. Block 5 shadows Block 6 as in the case of the sub- 
merged blocks. 

The discrete element block model setup is shown on Figure 8.a. 
As the forces are applied at the block centers, no artificial 
spacing between the blocks is required or could be maintained as the 
blocks are free to move and are subjected to gravitational accelera- 
tions. The block movements resulting when the force histories are 
used is shown on Figures 8.a through 8.e. The displacements are 
exaggerated as the actual movements are very small Con the order of 
millimeters). The incoming wave (Figures 8.a, 8,b) has very little 
effect while the backwash (Figures 8.c, 8.d) causes the blocks to 
rook and hence the toe block to move outwards. Figures 8,e and 8.f 
show the return rocking of the blocks and the final pattern when the 
forces are removed. Reapplication of the same force history to the 
displaced blocks caused retightning during the incoming wave portion 
of the force history and redisplacing during the backwash. Repeated 
applications of the wave history did not cause a failure. 

3.2 Revetment Modifications Example 

The fluid grid was modified to include a "filter layer" of 
smaller blocks and four cases were run modifying the spacing between 
the blocks and the wave loading. Case 1 is the above "surging wave" 
example run again with the new grid, Case 2 i3 the same grid with 
the interblock spacing reduced from two grid cells to one grid cell. 
In the second two cases, a wave shaped block of water was defined 
with an initial velocity to form a "plunging" wave. Again, inter- 
block spacings of two and one cells were used. 

The histories of forces acting upon the small filter block 
marked with an X on Figure 9 are shown on Figure 10. As expected, 
the surging wave produces less force on the filter unit than the 
plunging wave. The larger spacings allow greater forces to develop 
in the interior of the breakwater. 

3.3 Breakwater Example 

To investigate the effect of replacing the revetment in the 
first example with a true breakwater, the grid was extended as shown 
on Figure 11. The figure shows snapshots of the wave passing 
through and over the breakwater. It is interesting to note that 
jetting through the breakwater (Figure 11.c) induces waves on the 
harbor side (right) of the breakwater. This jetting has been 
observed in real breakwaters. 

In this example a "surging" type of wave was applied as in the 
first example. The x component of forces on two blocks are compared 
with the forces on the equivalent two blocks in the previous 
example, Case 2. Figure 12 shows the forces histories on the 
exposed Blocks 3 and 5. Block 3 is a submerged block, while Block 5 
is initially only partially submerged. The impact histories for the 
blocks are identical with the exception that in the breakwater case 
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a slightly greater maximum force is experienced on Block 5. This 
may be due to a reduction in the amount of water traveling up 
through the gap between Block 5 and its neighbor to the right in the 
breakwater case because of jetting through the breakwater. Conse- 
quently, an increase in the net impact force acting on the front 
face will result. 

The backwash forces on both blocks are less in the breakwater 
case than those in the revetment case due to the flow through the 
breakwater. Block 5 shows a breater reduction than Block 3. This 
is probably because the backwash experienced by Block 5 in the 
revetment case is primarily due to wave runup caused by the revet- 
ment wall. The backwash experienced by the submerged Block 3 is due 
in greater part to the effects of the blocks to its right. 

4. Conclusions 

The results described above are encouraging and indicate the 
feasibility of the adopted approach. Considerable work needs to be 
done, such as introducing movement to units in the fluid program and 
conduting calibration tests, before the model can be used as a pre- 
dictive tool. However, even in this relatively crude form, useful 
calculations can be made. Eventually, random placing of units 
matching that used in breakwater construction will be achieved by 
simulating the placing and settling processes. 

Although the present model is two-dimensional, it is envisioned 
that in this form the model will provide a useful function in the 
design and stability analyses of present and future breakwaters. 
The jump from the current two-dimensional model to the three- 
dimensional model will eventually be made though at this time the 
additonal costs and complexity are not justifiable. 
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ABSTRACT 

This paper proposes to improve the safety of breakwaters by two important 
changes in the philosophy of design.    When hydraulic model testing is used 
as a design tool the authors propose to reduce the specific gravity of the 
model breakwater to introduce a factor of safety in the prototype.    They 
also recommend that the concept of testing for stability with the once in 
50 year or once in 100 year wave should be replaced by a more rigorous 
statistical analysis to determine a design wave which has a probability of 
exceedence of no more than 5% in the lifetime of the structure. 

INTRODUCTION 

Severe damage to several breakwaters in recent years has focussed 
attention on current design methods, which appear in some circumstances 
to be unreliable.   Most designers are aware of the inadequacy of present 
design formulae, and they therefore rely heavily upon hydraulic model 
tests.    The use of conventional hydraulic models to check the design 
provides at best an uncertain safety margin against failure.   The authors' 
view is that this is a major factor in the large number of breakwaters 
which fail. 

Parallels are drawn from the design of building structures in which partial 
factors of safety are applied to the forces and to the properties of 
constructional materials in order to analyse the design of its ultimate 
limit state. 

The introduction of quantified partial factors of safety in the design 
process for breakwaters is proposed, not only in theoretical analyses but 
also in hydraulic model testing procedures. 

*    Senior Partner, Bertlin and Partners, Consulting Engineers, Redhill, 
England 

** Associate Partner, Bertlin and Partners, Consulting Engineers, Redhill, 
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DAMAGE TO BREAKWATERS 

During the winters of 1978,  1979 and 1980 several rubble mound 
breakwaters on the western seaboard of Europe and on the North African 
coast were severely damaged. 

Possible causes of damage have been discussed by Brunn (1).   Damage to 
caisson type breakwaters, used most frequently in the Far East, has also 
occurred in the past and has been summarised by Goda (2).   Because of 
the bad record in service of large breakwaters, both of rubble mound 
construction and caisson construction, this paper has been prepared to 
consider improvements to our design philosophy with these two forms of 
construction chiefly in mind. 

PRESENT DESIGN METHODS 

The limitations of present design methods have been discussed in a 
previous paper (3).    Present practice for the design of rubble mound 
breakwaters of the type shown in Fig.  1 is to prepare an outline design 
using Hudson's formula (4) and then test the cross-section in a 
hydraulic flume.    The design is modified during the testing programme 
until predetermined damage criteria are satisfied. 

Figure 1 Rubble mound breakwater 

In the case of natural rock armour the criterion may be expressed as a 
percentage loss of armour units over the exposed face, perhaps 1%.   This 
is an inexact definition as "exposed" may have various conflicting meanings 
and for the same wave climate breakwaters at shallow and deep water sites 
have very different superficial areas of armour.   Because the Hudson 
formula was developed for rock armour where breakage of units is not 
normally a problem, loss of armour in the model may have correctly 
represented the importance of damage in the prototype.   Provided that 
it is relatively easy to mobilise the equipment to reposition armour stones 
(or provide extra armour) repair is not difficult but if plant is not 
available the problem of repair can be much more serious than is 
represented by the percentage of armour lost. 

Although the Hudson formula is not strictly applicable to artificial armour 
units which depend for their stability on interlock, it is often used to 
obtain a first estimate of unit mass which is then checked by carrying out 



SAFETY DESIGN OF BREAKWATERS 2099 

flume tests.    The acceptance criterion is the degree of rocking or 
movement of individual units.    In cases where excessive movement leads to 
fracture of armour units, repair of damaged sections is quite a different 
matter from merely repositioning rock armour units. 

Interpretation of the model test results should reflect this difference but 
there is no agreement on how to do this. 

Irregular waves are now used in flume testing, except in laboratories which 
lack up-to-date wave making equipment and sophisticated control systems. 
The wave spectrum is usually based on JONSWAP or other spectra derived 
from instrumental recordings.   The flume model is tested in stages by 
increasing the wave height until the armour layer becomes unstable, which 
gives an indication of the margin against failure. 

Although vertical faced caisson type breakwaters of the type shown in Fig. 
2 can be designed without tests by using wave pressure theory, it is 
usual to carry out hydraulic model tests in a flume to check the stability 
of the design.   Failure can occur by either sliding or overturning, but 
Japanese experience (2) shows that sliding is the most common type of 
failure. 

Figure 2 Caisson breakwater 

The chief weakness of existing design and hydraulic model testing 
procedures is that there is no commonly agreed method of introducing a 
factor of safety against failure (however defined) for either type of 
breakwater nor is there an accepted set of definitions on which quantitive 
criteria and measurements are based. 

The easiest way of providing a safety margin against failure of any type of 
breakwater is to increase the height of the design wave.    Doing this 
increases the forces which the structure has to resist.   For example in the 
case of Jubail east breakwater (5) completed in 1979, wave records were 
inadequate and the 1 in 100 year design wave height was assessed from 
wind records at 4.5m.   Because no direct wave observations were available 
and because it was considered essential to provide a maintenance free 
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structure the consultants increased the design wave height to 6.5m.    This 
represents a factor of 1.4 on the 1 in 100 year wave height. 

For rubble mound breakwaters another simple way of increasing the margin 
of stability of the armoured slope is to use heavier armour in the prototype 
than the model tests, or calculations, indicate is required.    If artificial 
armour units are used this does not necessarily lead to a corresponding 
increase in total volume of concrete used in the armour layer and it 
normally reduces the number of individual units to be placed.   However, 
the feasibility and costs of producing and handling larger sized armour 
have to be taken into account.    The increase in stability is not as great as 
it might appear as the wave height which can be resisted is in proportion 
to the cube root of the weight of armour unit.   Doubling the weight of 
armour units therefore introduces a factor of about 1.26. 

Measures such as these give a margin of safety but are purely arbitrary, 
and there is no generally accepted philosophy to guide the designer in 
applying them.    When this lack of guidance is compared with the extensive 
use of codes of practice for the design of other types of structure the 
contrast is quite remarkable. 

MODERN BUILDING DESIGN CODES 

Consider, for example, the procedures for designing a building structure, 
in which (in contrast to breakwaters) the applied loads are reasonably 
known, the properties of the construction materials are strictly controlled 
and the workmanship is open to inspection at all stages.   What is more the 
different phenomena such as bending, shear, bond etc., can be easily 
analysed separately;   this is not at present the case with armour design, 
although the authors believe that further research would enable this point 
to be reached (3).   There are however some useful concepts on factors of 
safety which could be applied to the design of breakwaters. 

In the past, building structures have been designed on a "working stress" 
basis in which it is confirmed that the actual applied loads can be carried 
without exceeding allowable stresses.    The allowable stresses are chosen 
to provide a margin of safety on stresses which would cause failure.   This 
well established method is still used in many countries but it has 
weaknesses which have led to the introduction of a different method of 
design.    The most serious weakness arises when the stability of a structure 
depends partly on its mass and partly on the strength of its members. 
Working stress analysis provides a margin of safety on the latter but not 
the former.    Consider for example a quay wall design in which a relieving 
platform is supported on raking piles.    The combined factor of safety 
against failure due to variations in applied load is not equal to the ratio 
between ultimate strength and working stress.    To achieve this requires 
a different method of analysis. 

The present design concept in UK, which was introduced for reinforced 
concrete structures by a code of practice published in 1972 (6) and is 
being introduced for other types of construction, is based on analysis of 
conditions at failure.    The analysis, known as the limit state method of 
design, applies factors both to the values of the applied loads and to the 
strength of concrete and steel reinforcement.    These factors, known as 
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partial safety factors, are chosen to ensure that when its stability has 
been analysed with appropriate partial factors of safety applied to loads 
and materials the structure will not become unfit for the use for which it 
is required, i.e. that it will not reach a limit state in service.    In 
preparing the code of practice the drafting committee state that 
insufficient statistical data was available to enable a design method to be 
developed which is in complete accord with probability theory.    The choice 
of partial factors of safety is admitted to be arbitrary but the intention is 
that as new knowledge of loads and strengths becomes available they can 
be amended.    The factors applied will then vary according to the quality 
of data on loadings available to the designer, the accuracy of knowledge 
about material properties and the acceptable probability of failure. 

The order of probability of failure which might be considered to be 
acceptable in the design of a building structure is 1 in 200,000 of failure 
leading to fatality during the working life of the building (7).    This is 
achieved by adopting characteristic strengths of materials which have a 
5% probability of being exceeded, and loadings which are intended to have 
a similar probability of being exceeded.    The safety of the final structure 
depends upon the combination of events of low probability of occurence. 

LIMIT STATE DESIGN OF BREAKWATERS 

When designing breakwaters there are many areas of uncertainty where 
use of a partial safety factor would lead to a more logical design process. 

These are: 

(i) loadings 

- wave heights 
wave periods 

- wave form and grouping 
- storm duration 
- effects of wave refraction and diffraction 

(ii)        structure 

- strength of materials 
specific gravity or bulk density of materials 

- interlock achieved (for rubble mound breakwaters) 
- accuracy of construction and general standard of workmanship 
- breakage of elements 

(iii)      miscellaneous effects 

- scale of model 
- foundation settlement 
- effectiveness of scour protection 

Our present state of knowledge on breakwater design does not permit us 
to assign a partial safety factor to each of the variables outlined above. 
The two variables which are generally of the most importance are wave 
conditions and stability of armour layers or of caissons.   Let us therefore 
consider the possible application of partial factors of safety to these two 
variables. 
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Wave conditions are usually assessed using graphical statistical methods to 
predict (for example) the once in 10, 20,  50 or 100 year wave height. 
Recorded data seldom fits the probability graph exactly and a judgement 
has to be made on precisely how the line on the graph should be extended 
to give the extreme wave heights, or which type of probability graph 
paper to use for this purpose. 

If we then use one of these values for design of a breakwater, there is a 
high probability of the design value being exceeded.   Even if we know 
exactly what the once in 100 year wave is there would still be a 63 percent 
probability of it occurring or being exceeded once in 100 years, so this 
would not be a safe basis for design of a structure which we wish to have 
a 100 year life.   But in fact our data and our methods of analysing it are 
far from perfect so the probabilities of exceedance may be much greater 
than 63%. 

There is a strong case for adopting a more conservative design wave and 
also applying a partial factor of safety to the design. 

A major consideration in applying factors of safety to wave heights is the 
length and type of records which determine the quality of our knowledge 
of the conditions.   Perhaps the simplest case is when wave heights are 
depth limited.   Before the concept of irregular waves was introduced it 
might have been argued that the maximum height of breaking wave was 
known, depending only on maximum depth of water (or highest water level), 
but we now know that combinations of waves of different periods are 
capable of producing "freak" waves even in shallow water.    These cannot 
be predicted mathematically and even when they are reproduced in a 
hydraulic model we cannot be certain that there is not a more severe 
combination in nature.    Some factor of safety is required to cover this 
uncertainty.    When a final  design depends upon model tests it will not 
be practicable in the depth limited case to provide this safety margin by 
increasing wave heights and it must be done in some other way.    This is 
discussed later, but we should first consider the case when waves are not 
depth limited. 

If wave heights are not depth limited it is logical to introduce a partial 
factor of safety by increasing the applied wave height. 

By analogy with structural design we should be designing the breakwater 
to resist the most severe waves which have only a small probability of 
occurrence in the life time of the structure after making full allowance for 
the inadequacy of our basic data.    It is common to use as a design wave 
the best estimates of the 1 in 50 year wave - or once in 100 year wave. 
As Tucker and Fortnum (8) have shown for Seven Stones Light Vessel 
there is a 63% probability that the 1 in 50 year wave height will be 
exceeded in a 50 year period.    Clearly this is a much higher probability 
of exceedence than would be accepted in structural loadings.    They also 
showed that there would be a 10% chance that the highest wave in 50 years 
would be more than 16% higher than the 1 in 50 year wave. 

Another problem arises from the relatively short periods of observations 
which we have to use for projecting long term probabilities.   All too often 
engineers have had to design breakwaters using significant wave heights 
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derived from only one or two years relevant wave records.    Variations 
between individual years can be considerable;    at Seven Stones light vessel 
the maximum 50 year wave height predicted from 12 months records in 1969 
was 24.4m and from 12 months records in 1973/4 was 28.8m (8).   Assuming 
a cubic relationship for armour weight, this represents an increase of 64% 
in weight of armour unit. 

These relations depend upon local wave climate and require careful 
satistical analysis of specific records.    The authors propose that 
statistical analysis to predict the wave height which has no more than 5% 
(or at most 10%) probability of exceedence during the life time of the 
structure should replace the use of once in 50 year or once in 100 year 
design waves. 

As wave records are normally not available at the exact site of the 
structure, and wave heights may be affected by the presence of the 
structure, it would still be necessary to consider, as carefully as possible, 
the effects of refraction and diffraction on wave heights at the breakwater 
and to use increased waves to allow for these effects in the hydraulic 
model.   The quality and duration of base data is also very important in 
assessing the possible range of variation in wave heights at the structure. 
Taking all aspects into consideration one would estimate the design wave 
heights which would have an acceptably low probability of being exceeded 
within the life time of any particular structure.    These could then be used 
in theoretical analysis or in tests in a hydraulic flume. 

We must also make allowance for uncertainties regarding the accuracy of 
hydraulic modelling of the wave spectrum and of the representation in a 
model of the true prototype stability. 

Whether we are considering armouring of a rubble mound structure, a 
concrete capping on a rubble mound, or a deep caisson structure on a 
rubble base, the main disturbing force results from water pressure and 
the main stabilising forces derived from the weight of armouring, capping 
or caisson.    In theoretical analysis using limit state  design a factor of 
safety would be introduced by increasing the applied loads calculated from 
the design wave.    In theory the same margin of safety could be achieved 
in model tests by increasing the specific gravity of the fluid used in the 
flume.    This is however not a practicable method to use in a hydraulic 
model;    water is the only convenient choice of fluid.    The authors 
therefore propose instead that these uncertainties should be dealt with by 
a simple reduction in the specific gravity (in the model) of the main 
elements of construction.    This has the same effect as increasing the 
wave forces. 

Current modelling technique is based on the concept of reproducing the 
prototype as accurately as possible, and the main effort has been devoted 
to getting weights (specific gravities) correct. Precise reproduction of 
the prototype is no doubt an excellent aim in pure research intended to 
advance knowledge, say, of the type of collapse which can occur (or to 
reproduce a failure which has occurred) but in using hydraulic 
modelling as a design tool it would be much more helpful to the designer 
to model the structure deliberately with reduced specific gravities so as 
to incorporate a factor of safety in the prototype.    In all the most 
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important failure conditions the critical masses are submerged.    The 
factor of safety introduced by reducing specific gravity would therefore 
be in the ratio of submerged specific gravities in prototype and model. 

A great advantage of doing this, rather than arbitrarily increasing the 
design wave height used in tests or altering the dimensions of, say, 
the armour units by testing for one size and building another larger size 
is that the geometry   of the model and prototype would be the same.    The 
hydraulic advantages of this will be obvious but correct geometrical 
relationship of the disturbing (wave) forces and stabilising (gravity) 
forces is no less important.    Concentration in recent years on "correct" 
modelling of specific gravity has led to the use of armour units made from 
plastics rather than mortar.   As a result it has not been possible to 
reproduce the coefficient of friction between units correctly and the 
geometry of the forces between units has also been wrong. 

When modelling with reduced specific gravity, sand-cement mortar will 
again be a practical solution and it should be easier to produce units 
with surface friction close to prototype values. 

Table 1 shows the effect on model specific gravities of introducing factors 
of safety of 1.2,  1.5 and 2.0 into tests of concrete armour units. 

TABLE 1 - EFFECTS OF FACTOR OF SAFETY ON MODEL SPECIFIC 
GRAVITY 

Factor of safety required 1.2 1.5 2.0 

Specific gravity of prototype concrete 2.40 2.40 2.40 

Prototype submerged specific gravity 
(sea water SG = 1.025) 1.38 1.38 1.38 

Model submerged SG 1.15 0.92 0.69 

Model SG in dry 2.18 1.95 1.72 

A great advantage of introducing this concept of reducing specific 
gravities of breakwater units so as to provide a partial factor of safety 
in the prototype compared to the model is that in most types of breakwater, 
and in many different elements of, say, a rubble mound or caisson 
structure, weight in the final analysis provides all the stabilising forces. 
Even with interlocking units which derive stability partly from contact with 
their neighbours it is in the end the weight of a group of units which 
provides the stability of the structure.   This method can therefore be 
applied consistently to a wide range of different forms of construction. 

The exact choice of factor safety to be introduced in this way must be the 
subject of further research and therefore, another paper, but the authors 
would strongly advocate the adoption of partial factors of safety in 
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breakwater design and suggest the use of values in the above range in the 
meantime.    The lower value of 1.2 might be adopted for rubble mound 
breakwaters armoured with rock, or with very robust concrete armour 
units such as cubes, where substantial movements can be accepted with no 
risk of breakage.   A value of 1.5 might be adapted for caisson structures 
and for concrete armour units which are liable to break under excessive 
movement.   A factor of 2.0 may be appropriate only where heavy loss of 
life could result from a failure.    Factors of safety below 1.2 could be used 
for example, in rubble mound   designs where the main armour is rock and 
where equipment could always be mobilised quickly for repair. 

Conclusion 

The authors' conclusion is that the large numbers of failures of breakwaters 
can and should be reduced in future by introducing the concept of partial 
factors of safety into the design philosophy. 

When we have reliable mathematical methods of analysis we will be able to 
do this in exactly the same way as in limit state structural design codes. 

Until then we much rely upon the use of hydraulic models to test and 
develop modifications to our ideas.    Factor of safety can be provided by a 
deliberate reduction in the specific gravity of the elements of construction 
being tested.   This would be the only way of introducing a factor of safety 
where waves are depth limited. 

Where waves are not depth limited it is recommended that the use of design 
waves based upon return periods of once in 50 years or once in 100 years 
should be replaced by a more rigorous statistical analysis to determine the 
wave conditions which are likely to have a probability of occurence of not 
more than 5 percent during the intended lifetime of the structure. 

If the authors' proposals are adopted they believe that there would be a 
long overdue improvement in the performance of breakwaters.   Our choice 
between different design options would also be made on a more rational 
basis. 
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BREAKWATER STABILITY - BREAKING WAVE DATA 

by 

1 2 
Robert D. Carver , M. ASCE, and D. Donald Davidson 

Abstract 

The objective of the research presented is to furnish design infor- 
mation for stone and dolos armor on non-overtopping breakwater trunks 
that are subjected to severe depth-limited breaking waves.  Since it 
would be a mammoth task to comprehensively investigate all the different 
types of existing armor, this particular research effort concentrated on 
stone, which is a natural and economical protection when it is of suffi- 
cient size and quality to meet design constraints, and on the dolos, 
which according to nonbreaking wave data is the best hydraulically 
stable concrete armor unit. 

Introduction 

A proposed rubble-mound breakwater may necessarily be designed for 
either nonbreaking or breaking waves depending on positioning of the 
breakwater and severity of anticipated wave action during its economic 
life.  Some local wave conditions may be of such magnitude that the 
protective cover layer must consist of specially shaped concrete armor 
units in order to provide economic construction of a stable breakwater; 
however, many local design requirements are most advantageously met by 
quarry-stone armor.  This paper addresses the use of quarry-stone and 
dolos armor on breakwater trunks subjected to breaking waves. 

Previous investigations have yielded a significant quantity of 
design information for quarrystone (Hudson, 1958 and Carver, 1980) 
tetrapods, quadripods, tribars, modified cubes, hexapods, and modified 
tetrahedrons (Jackson, 1968), dolos (Carver and Davidson, 1977), and 
toskane (Carver, 1978).  However, the studies conducted by Hudson, 
Jackson, Davidson, and Carver were limited in that test waves were 
always nonbreaking and the relative wave height (H/d) varied over a 
very limited range. 

Research Hydraulic Engineer, U. S. Army Engineer Waterways Experiment 
Station, Vicksburg, Mississippi 39180. 

2 
Chief, Wave Research Branch, U. S. Army Engineer Waterways Experiment 
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Purpose of Study 

The purpose of the present investigation was to obtain design 
information for stone and dolos armor used on breakwater trunks and 
subjected to breaking waves. More specifically, it was desired to 
determine the minimum weight of individual armor units (with given 
specific weights) required for stability as a function of: 

a. Type of armor unit. 

b. The sea-side slope of the structure. 

c. Wave period. 

d. Wave height. 

e. Water depth. 

f. The sea-bottom slope on which the breakwater is constructed. 

Dimensional Analysis 

When short-period waves attack rubble-mound breakwaters, the 
interaction of the dislodging forces induced by the water motion and 
the resistive action of the armor units produces a complex dynamic 
phenomenon.  Previous attempts to analyze this phenomenon to ascertain 
the magnitude of the dynamic forces involved by theoretical analyses 
have not been successful; however, hydraulic scale models of breakwaters 
can yield accurate design information that relates the required weight 
of individual armor units to breakwater geometry, local bathymetry, 
wave characteristics, etc. 

An attempt will be made through the use of dimensional analysis to 
develop functional relationships between the primary variables affecting 
armor stability.  The Buckingham Pi Theorem can be used to determine the 
number of dimensionless and independent quantities (Pi terms) required 
to express a relationship among the variables in any phenomenon. 
Dimensional analysis may then be used to obtain a suitable set of Pi 
terms. 

Definitions and characteristic dimensions in terms of Force (F), 
Length (L), and Time (T) of the primary variables affecting armor 
stability are as follows: 

3 
Y  = specific weight of an armor unit, F/L 

W = weight of an armor unit, F 
a      6 

A = shape factor of the armor unit, dimensionless 

3 
y = specific weight of water, F/L 

H = wave height, L 
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L = wave length, L 

d = water depth, L 

2 
g = acceleration due to gravity, L/T 

h = height of breakwater crown, L 

3 = angle of wave attack, dimensionless 

2 
v = kinematic viscosity, L /T 

a = angle between the horizontal and the seaward face of the 
breakwater, dimensionless 

9 = angle between the horizontal and the sea-bottom on which 
the breakwater is constructed, dimensionless 

PT =  technique used to place armor units in the cover layer, 
dimensionless 

D = damage parameter, dimensionless 

The present investigation addresses only waves normal to nonover- 
topping breakwater sections. Therefore, the variables,  g and h , 
are eliminated. Also, since a is directly related to the seaward 
slope of the breakwater, this variable can be replaced by cot a where 
cot a  is the reciprocal of breakwater slope.  With these consider- 
ations, the list of variables is reduced to 13. 

With 13 variables and 3 basic dimensions involved, the Buckingham 
Pi Theorem predicts that armor stabiliLy should be a function of 10 
dimensionless Pi terms.  One possible set of Pi terms is 

a) 

(2) 

(3) 

(4) 

(5) 

r ^ 
1 = 

T W 

n2 = H/d 

^3 - H/L 

\ = L2H/d3 

¥5 = cot a 
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(6) 

(7) 

(8) 

(9) 

(10) 

Correlation of the test data will be attempted by the functional 
relationship 

"l = f  ^2* "3' "4' *5'  *6'  *7' ^8' 'V 'W        (^ 

y1/3 

— -— = f (H/d, H/L, L2H/d3, cot a, 6, A, 

(SH)1/2 H a 
l8 V 

F9 = PT 

10 = D 

(^ - 1) w1'3 
Yw 

(gH)l/2 fta/v, PT, D) (12) 

Stability Scale Effects 

If the absolute sizes of breakwater materials and wave dimensions 
become too small, flow around the armor units enters the laminar regime; 
and the induced drag forces become a direct function of the Reynolds 
Number. Under these circumstances, prototype phenomena are not properly 
simulated and stability scale effects are induced.  Hudson (1975) pre- 
sents a detailed discussion of the design requirements necessary to 
ensure the preclusion of stability scale effects in small-scale break- 

water models (critical IL = 3 x 10 ).  For all tests reported herein, 

the sizes of model armor and wave dimensions were selected such that 
4 

scale effects were insignificant (i.e., R^ was greater than 3 x 10 ). 

Selection of Test Conditions 

In planning a stability investigation, it is not possible to 
preselect exact values of H/L and H/d since the design-wave heights are 
unknown at the outset of the study. However, the widest possible range 
of these parameters can be insured by using various armor weights that 
range from just above the scale-effect regime at the lower limit up to 
the maximum weights that the test facility is capable of displacing. 
For the present investigation, armor weights ranged from 106 to 322 
grams. 
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The wave flume was calibrated for depths from 12.2 cm to 29.0 cm 
in 1.5-cm increments at d/L values of 0.04, 0.06, 0.08, 0.10, 0.12, and 
0.14.  This range of depths and, consequently, breaking wave heights 
proved to be compatible with the selected armor weights and sea-side 
breakwater slopes. 

All stability tests were conducted on sections of the type shown in 
Figures 1-3.  Sea-side slopes of 1:1.5, 1:2, and 1:3 were investigated 
while the beach-side slope was held constant at 1:1.5.  Structure heights 
of 30 to 50 cm were used.  The height necessary to prevent wave over- 
topping was determined by the combination of structure slope, armor type 
and weight, and water depth being investigated. 

Method of Constructing Test Sections 

All model breakwater sections were constructed to reproduce as 
closely as possible results of the usual methods of constructing proto- 
type breakwaters. The core material was dampened as it was dumped by 
bucket or shovel into the flume and was compacted with hand trowels to 
simulate natural consolidation resulting from wave action during con- 
struction of the prototype structure.  Once the core material was in 
place, it was sprayed with a low-velocity water hose to ensure adequate 
compaction of the material.  The underlayer stone was then added by 
shovel and smoothed to grade by hand or with trowels.  No excessive 
pressure or compaction was applied during placement of the underlayer 
stone.  Armor units used in the cover layers were placed in a random 
manner corresponding to work performed by a general coastal contractor, 
i.e., they are individually placed but are laid down without special 
orientation or fitting.  After each test, the armor stones were removed 
from the breakwater, all of the underlayer stones were replaced to the 
grade of the original test section, and the armor units were replaced. 

Test Equipment and Materials 

All wave-action tests were conducted in a 1.5-m-wide, 1.2-m-deep, 
and 36.3-m-long concrete wave flume with test sections installed about 
27.4 m from a vertical displacement wave generator.  The first 3.0 m of 
flume bottom, immediately seaward of the test sections, was molded on a 
1:10 slope while the remaining 24.4 m was flat.  The generator was 
capable of producing sinusoidal waves of various periods and heights. 
Test waves of the required characteristics were generated by varying the 
frequency and amplitude of the plunger motion.  Changes in water-surface 
elevation as a function of time (wave heights) were measured by elec- 
trical wave-height gages in the vicinity of where the toe of the test 
sections was to be placed and recorded on chart paper by an electrically- 
operated oscillograph.  The electrical output of the wave gages was 
directly proportional to their submergence depth. 

Rough hand shaped granitic stone (W ) with an average length of 

approximately two times its width, average weights of 173 gr (+9 gr), 
250 gr (+11 gr), and 322 gr (+14 gr), and a specific weight of 
2.68 gr/cc was used to armor the stone sections.  Dolos sections were 
armored with the following sizes of units. 
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gr/c 

106 2.21 

125 2.28 

267 2.26 

Sieve-sized limestone (2.64 gr/cc) was used for the underlayer (W-) and 
core (W„) of both armor types. 

Test Procedures 

For a given wave period and water depth, the most detrimental 
breaking wave (i.e., the most damaging wave) was determined by increas- 
ing the stroke adjustment on the wave generator in small increments and 
observing which wave produced the most severe breaking wave condition on 
the model structures.  Wave heights of lower amplitude did not form the 
critical breaking wave and wave heights of larger amplitude would break 
seaward of the test structures and dissipate their energy so that they 
were less damaging than the critically tuned wave. 

A typical stability test consisted of subjecting the test section 
to attack by waves of a given height and period until stability was 
achieved.  Test sections were subjected to wave attack in approximately 
30-sec intervals between which the wave generator was stopped and the 
waves allowed to decay to zero height.  This procedure, was necessary to 
prevent the structures from being subjected to an undefined wave system 
created by reflections from the model breakwater and wave generator. 
Newly built test sections were subjected to a short duration (five or 
six 30-sec intervals) of shakedown using a wave equal in height to about 
one-half of the estimated no-damage wave. This procedure provided a 
means of allowing consolidation and armor unit seating that would 
normally occur during prototype construction. 

Test Results 

Breaking wave stability test results for stone and dolos armor are 
summarized in Tables 1 and 2, respectively.  Presented therein are 
experimentally determined design wave heights, wave steepness, relative 
wave height, Ursell Number, and breakwater slope.  All stability test 
results presented in Tables 1 and 2 were verified by at least one repeat 
test.  Sea-side breakwater slopes of 1:1.5, 1:2, and 1:3 were used for 
both armor types.  The following ranges of armor weights, water depths, 
wave periods and heights, relative depths, wave steepness, Ursell 
Numbers, and relative wave heights were investigated. 

Range for Indicated Type of Armor 
 Variable  Stone         Dolos 

armor weight, gr 173-322 106-267 

water depth, cm 12.2-22.9 13.7-29.0 

(continued) 
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TABLE 1 

2  3 
Values of H^=0» d/L, H/L, H/d, L H/d , and N for Two Layers 

of Stone Armor Randomly Placed on Breakwater Trunks 

and Subjected to Breaking Waves with No Overtopping: 

= 173, 250, and 322 gr; y = 2.68 gr/cc; cot a = 1.5, 2, and 3 

Vjr d,  cm T,   sec HD=0,CB 

cot 

d/L 

a = 1.5 

H/L H/d L2H/d3 N s 

173 13.7 1.07 10.1 0.12 0.088 0.73 51.2 1.50 
173 16.8 1.04 10.7 0.14 0.089 0.64 32.5 1.59 
250 12.2 1.45 11.3 0.08 0.074 0.93 144.7 1.48 
250 16.8 1.18 11.6 0.12 0.083 0.69 47.9 1.52 
250 18.3 1.09 12.2 0.14 0.093 0.67 34.0 1.60 
322 12.2 1.90 12.8 0.06 0.063 1.05 291.4 1.54 
322 12.2 2.82 12.8 0.04 0.042 1.05 655.7 1.54 
322 15.2 1.32 12.8 

cot 

0.10 

a  =  2.0 

0.084 0.84 84.2 1.54 

173 15.2 1.13 12.5 0.12 0.098 0.82 57.1 1.86 
173 16.8 1.18 11.6 0.12 0.083 0.69 47.9 1.72 
173 18.3 1.09 12.2 0.14 0.093 0.67 34.0 1.81 
250 12.2 2.82 12.8 0.04 0.042 1.05 655.7 1.68 
250 15.2 1.32 12.8 0.10 0.084 0.84 84.2 1.68 
250 18.3 1.24 13.7 0.12 0.090 0.75 52.0 1.80 
250 19.8 1.13 14.0 0.14 0.099 0.71 36.1 1.84 
322 13.7 2.02 14.0 0.06 0.061 1.02 283.9 1.69 
322 19.8 1.29 15.5 

cot 

0.12 

a = 3.0 

0.094 0.78 54.4 1.87 

173 12.2 2.82 12.8 0.04 0.042 1.05 655.7 1.90 
173 18.3 1.24 13.7 0.12 0.090 0.75 52.0 2.03 
173 19.8 1.13 14.0 0.14 0.099 0.71 36.1 2.08 
250 13.7 2.02 14.0 0.06 0.061 1.02 283.9 1.84 
250 18.3 1.45 15.8 0.10 0.087 0.87 86.3 2.07 
250 19.8 1.29 15.5 0.12 0.094 0.78 54.4 2.03 
250 22.9 1.38 16.8 0.12 0.088 0.73 50.9 2.21 
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TABLE 2 

Values of H__n, d/L, • H/L, H/d, L2H/d3, and N s 
for Two Layers 

of Dolos Armor Randomly Placed on Breakwater Trunks 

and Subjec :ted to Breaking Waves with No Overtopping: 

Wa = 106, 125, , and 267 gr; cot a = 1.5, 2, and 3 

'a- Sr d, cm T, sec *Wcm 
d/L H/L H/d L2H/d3 

N 
s 

cot a = 1.5 

125 13.7 2.02 14.0 0.06 0.061 1.02 283.9 2.88 
125 15.2 1.62 13.7 0.08 0.072 0.90 140.8 2.82 
267 19.8 1.85 18.3 0.08 0.074 0.92 144.4 2.96 
267 25.9 1.73 21.6 0.10 0.084 0.83 83.4 3.49 
267 27.4 1.78 23.5 

cot 

0.10 

a = 2.0 

0.086 0.86 85.8 3.80 

106 13.7 2.02 14.0 0.06 0.061 1.02 283.9 3.18 
125 16.8 1.70 16.5 0.08 0.079 0.98 153.5 3.39 
125 25.9 1.30 17.1 0.14 0.092 0.66 33.7 3.52 
125 25.9 1.47 19.2 0.12 0.089 0.74 51.5 3.95 
125 29.0 1.37 18.6 

cot 

0.14 

a = 3.0 

0.090 0.64 32.7 3.83 

106 21.3 1.34 16.8 0.12 0.094 0.79 54.8 3.82 
106 24.4 1.43 16.8 0.12 0.083 0.69 47.8 3.82 
106 25.9 1.30 17.1 0.14 0.092 0.66 33.7 3.89 
125 18.3 2.32 17.7 0.06 0.058 0.97 268.7 3.64 
125 19.8 1.85 18.3 0.08 0.074 0.92 144.4 3.76 
125 27.4 1.52 19.5 0.12 0.085 0.71 49.4 4.01 
125 29.0 1.56 20.1 0.12 0.083 0.69 48.1 4.13 
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Range for Indicated Type of Armor 
Variable Stone Dolos 

wave period, sec 1.04-2.82 1.30-2.32 

wave height, cm 10.1-16.8 13.7-23.5 

relative depth 0.04-0.14 0.06-0.14 

wave steepness 0.042-0.099 0.058-0.094 

relative wave height 0.64-1.05 0.64-1.02 

Ursell Number 34.0-655.7 33.7-283.9 

-2/3 The number of armor units per given surface area, A, was N - 1.45 V 
—2/3 and N = 0.83 V    for the stone and dolos, respectively.  The variable, 

¥, is defined as the volume of an individual armor unit.  Figures 4 and 
5 show typical after testing views of selected test sections. 

As previously discussed, it was hoped that stability test results 
could be analyzed by the following functional relation for the stabil- 
ity number, N , where 

Yy
3H 2 3 

= £(H/d, H/L, L H/d , cot a, 6, A, 
(S -1) w1'3 

(gH)1/2«,a/v, FT, D) (13) 

For tests described herein 6 , PT , and D were held constant; there- 
fore, Equation 13 reduces to 

Ng = f(H/d, H/L, L
2H/d3, cot a,   A, (gH)1/2(>a/v)      (14) 

Also, the sizes of model armor units and wave dimensions were selected 
such that turbulent flow was always obtained:  therefore N was indepen- 

1/2 
dent of Reynolds Number [(gH)   I  /v] and Equation 14 becomes 

2  3 
N = f(H/d, H/L, L H/d , cot a,   A) 

2  3 
Plots of N versus H/d, H/L, and L H/d are presented in Figures 6, 

s 
7, and 8, respectively.  These data show a functional dependence of N 

2  3 
on H/d, H/L, and the Ursell Number (L H/d ) with the dependence being 
more pronounced for dolos armor. For both armor types it generally 
appears that minimum stability occurs for the larger values of H/d and 
2  3 

L H/d and for the intermediate range of H/L (0.07 £ H/L ± 0.085). 
Results of previous tests conducted on quarrystone by Hudson (1958) and 
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Carver (1980) for nonbreaking waves, H/d ±  0.32, and 0.03 <  H/L < 0.08, 
do not show these trends.  Also the trends are absent from earlier 
nonbreaking wave tests on dolosse (Carver and Davidson, 1977).  The 
tests of Carver and Davidson were conducted with H/d £ 0.37 and 
0.031 <  H/L 5 0.083. 

Figure 9 presents a log-log plot of N versus cot a. Average and 
lower limit linear fits of the Hudson type, i.e., 1:3 slope linear fits, 
are also shown.  Even though there is some data spread for each distinct 

2  3 
value of cot a (due to variations of H/d, H/L, and L H/d ) the linear 
fits generally give a reasonable approximation of N as a function of 
cot a, especially for the stone armor. 

Conclusions 

Based on the tests and results described herein, in which stone and 
dolos armor are used on breakwater trunks and subjected to breaking 
waves with a direction of approach of 90 deg, it is concluded that: 

a. Armor stability is influenced by wave steepness (H/L), Ursell 
2  3 

Number (L H/d ) relative wave height (H/d), and breakwater slope. 

2  3 
b. Effects of H/d, L H/d , and H/L are more pronounced for dolos 

c. In general, minimum stability for each armor type occurred for 
the larger values of H/d (H/d > 0.90), intermediate values of H/L 

2  3 
(0.06 ± H/L <_  0.085), and larger values of L H/d . 

d. Linear Hudson-type data fits generally give a reasonable 
approximation of N as a function of cot a; however, the influences of 

H/d, H/L, and L H/d are strong enough to merit their consideration in 
final selection of armor unit weight. 
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NOTATION 

2 
A  Surface area, cm 

3 Angle of wave attack 

d Water depth, cm 

d/L Relative depth 

D Damage parameter 

f  Reads "function of" 

2 
g  Acceleration due to gravity, cm/sec 

h Height of breakwater crown, cm 

H Wave height, cm 

H/d Relative wave height 

H/L Wave steepness 

I Characteristic length of armor unit, cm 

L Length, wavelength, cm 

N Number of armor units per surface area 

N   Stability Number = y   H/(S -1) W1 
s J 'a     a    a 

PT  Placement technique 

1/2 
R^  Reynolds stability number = (gH)   %  lx> 

S   Specific gravity of an armor unit relative to water in 
which the breakwater is constructed 

T  Wave period, sec 

3 
V Volume of individual armor unit, m 

W  Weight, gr 

a  Angle of breakwater slope, measured from horizontal, deg 

cot a  Reciprocal of breakwater slope 

8  Angle between the horizontal and the sea bottom on which 
the breakwater is constructed 

Y Specific weight, gr/cc 
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Y Specific weight of an armor unit, gr/cc 

A Shape of armor unit or underlayer material 

2 
v Kinematic viscosity, ft /sec 

Subscripts 

a Refers to armor unit 

D Refers to damage 

s Refers to stability 

w Refers to water in which the structure is located 

1 and 2 Refer to underlayer and core, respectively 



STABILITY ANALYSIS FOR A RUBBLE-MOUND FOUNDATION 
THROUGH IRREGULAR WAVE TEST 

by 

Masato Yamamoto* and Tsutomu Asakawa** 

ABSTRACT 

Irregular wave tests have been conducted to research into the 
stability characteristics of armor units for a rubble foundation of 
a composite breakwater. 

A cover layer to protect the rubble foundation from erosion 
had two layers of tetrapods.  Waves higher than H]_/]_Q (the average 
height of the highest 10% of all waves) caused damage to armor units 
at the point of critical stability.  This suggested that wave height 
changes in the surf zone should be taken into consideration for design 
purpose. 

1. INTRODUCTION 

In Japan, composite breakwaters with superstructures resting 
directly on rubble foundations have been designed to be used even in 
areas of deep water.  This is due to the fact that construction sche- 
dules of breakwaters can be shortened by adopting concrete caissons 
as a superstructure and damages during construction can be avoided. 
Many damages to breakwaters occur before completion of the construc- 
tion. 

These composite breakwaters are exposed to high design waves 
in areas of deep water and very large armor units are required to 
protect their rubble-mound foundations.  Design wave heights sometimes 
exceed 10 meters in the southern districts of Japan e.g. Okinawa and 
Kogashima prefectures.  Stones as foundations of composite breakwaters 
are unstable in such districts, especially in the surf zone.  In such 
cases engineers have to use armor blocks like tetrapods to protect 
the foundations. 

Stability analysis of vertical-faced superstructures such as 
concrete caissons have progressed remarkably.  One example is Goda's 
(1974).  To our knowledge some studies on rubble foundations have 
been reported but they are mostly based on regular wave test results. 

*  Engineer, Assistant Manager, Hydraulic Laboratory, 
Nippon Tetrapod Co., Ltd. 

** Engineer, Manager, Hydraulic Laboratory, Nippon Tetrapod Co., Ltd. 
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The results using stones based on regular wave tests by Brebner 
and Donnelly (1963) have been very useful design criteria. But cau- 
tion should be paid in selecting the design wave heights because of 

the irregularity of waves, especially in deep water areas and against 
high design waves. 

This paper deals with model tests on the stability of rubble 

foundations to irregular waves and two layers of tetrapods as an armor 
layer were used. 

2. TEST EQUIPMENT AND TEST PROCEDURE 

2-1. Test equipment 

The tests on rubble-mound foundations were carried out in a 

wave tank, 49.0 m long, 1.0 m wide and 1.0 m deep as shown in Figure 
1 at the Hydraulic Laboratory, Nippon Tetrapod Co., Ltd. 

The wave generator consisted of a flap type paddle which was 
operated by a hydraulic piston enabling it to make random waves. 

10.0 
wave absorber 

wave gauges     wave gauges   wave generator 

Figure 1 Wave tank and allocation of model 

2-2. Test procedure 

A simplified sketch of the allocation of model studies is also 

shown in Figure 1.  The bottom slope was 1 in 10. Two pairs of wave 
gauges at a distance between them of 20 cm were set up at distances 

10 m from the paddle of the wave machine and 3.0 m seaward from the 

model breakwater in order to separate incident and reflected wave 
heights using Goda's method (1976). 

The test wave height was 10.8 cm at a point where the model 

breakwater was to be constructed.  The wave periods were 1.3 sec and 

1.8 sec in the model.  These irregular waves of Bretschneider^-Mitsuyasu 
spectrum presented by the following equation were simulated. 

S(f)=0.257 H1/3
2TV3(T1/3f)-

5exp(-1.03(T1/3f)"
tf) (1) 
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where 
S(f); power spectrum density function 
H4/3; significant wave height 
T1/3; significant wave period 
f   ; frequency 

Two layers of tetrapods as armor blocks were used.  The range 
of model tetrapod weight was from 14.7 g to 190.0 g. 

A section of the model breakwater is shown in figure 2. 

Vertical 
wall S.W.L. 

Figure 2 Sketch of cross section of model breakwater 

where 
h; water depth at the toe of breakwater 
h0; water depth at the structure site 
d; depth at the crest of rubble-mound foundation 
B; berm width of rubble-mound 

B was fixed constant 15.0 cm. d values were 9.0 cm, 13.0 cm 
and 16.0 cm below the still water level in the cases where ho=-28.0 cm 
and 9,0 cm, 11.0 cm and 14.0 cm were the d values in the case where 
ho=-23.0 cm. 

Wave duration time was 30 minutes in each case in the model. 

3. TEST RESULT AND DISCUSSION 

The conditions were classified.  Three categories were decided 
on: 

(1) Stable condition where the number of armor units which 
moved was zero and the number of rocking blocks was less 
than three. 

(2) Unstable condition where more than two unis were moved by 
wave forces while more than four rocking units were 
discernable. 

(3) Critical condition which is an intermediate state between 
the stable and unstable conditions. 

The stability test results are shown in Figure 3 and 4.  These 
figures show the relation between d/h and weights of tetrapods used. 
In these two figures black represents unstable, white is stable and 
black and white is the critical state respectively. 
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Lines show the critical relation between d/h and the unit weight. As 
shown in Figure 3 and 4 the critical weights increase rapidly as d/h 
decreases indicating that d is smaller, the critical weight is re- 
quired to be heavier if h is constant.  In addition, it can also be 
seen that the critical weight is influenced by the wave period, espe- 
cially in the case where ho=-28.0 cm, the effects of the wave period 
are not so apparent.  However as the water depth at the breakwater 
(h0) increases, it becomes less apparent that the critical weight 
increases as the wave period increases. 

Observation during the tests 

In order to investigate how armor units had been damaged by a 
certain wave in the wave train, the wave action in front of the ver- 
tical wall and the movement of tetrapods were filmed by means of a 
video camera with a rotary shutter.  The speed of the shutter was 
1/60 seconds. 

From this observation, as shown in Figure 5, armor unit suf- 
fered an up-lift force and rose up just after a large wave hit the 
site. 

Figure 5 (a.) Movement of tetrapod resulting from wave action 
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Flgure 5 (c) Movement of tetrapod resulting from wave action 

Subsequent run-down washed the units seaward.  It could be seen that 
waves breaking on the mound were influenced by the previous run-down. 
It can be assumed that the magnitude of the lift force was influenced 
by the previous run-down meeting an incoming wave resulting in damage 
of the units.  Damage in rubble foundations was observed to depend on 
how much of the top of the foundation was exposed above the water, 
especially when the troughs of waves near Hmax hit vertical faced 
structures. 
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Figure 6 shows an example of a surface elevation measured at a 
station at a distance of one wave length away from the site whereas 
Figure 7 shows a record of the waves without the breakwater measured 
at the point where the model breakwater was to be set up. 

Figure 6 An example of a wave record at a distance 
of one wave length from the breakwater 

Figure 7 An example of a wave record at the breakwater 

A few tetrapods moved due to waves in sections A and B (Figure 
6 and 7). 

Waves except those in sections A and B caused no movement to 
armor units.  The damage of the armor units by waves in B section was 
greater than that in A.  The maximum wave in this train appeared in 
section B and several large waves occured successively.  These sub- 
sequent waves including the maximum wave struck the breakwater 
damaging the armor units.  The consequtive wave heights including 
sections A and B are shown in Figure 8.  The significant wave height 
and the one-tenth maximum wave height are illustrated in the same 
figure. 

From the investigation using the video film, in critical cases, 
the movement of tetrapods was caused by those wave groups in sections 
A and B.  Waves exceeding the one-tenth maximum wave height damaged 
the armor layer.  Waves included in B section caused damage more sever 
than that in A section.  Although the only maximum wave can damage, a 
group of waves exceeding the critical wave height (He) is more 
destructive. 
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85 95 105 115 

Order number of wave appearance 

Figure 8 An example of wave group 

Stability Number 

Stability Number is presented by the following equation. 

y 1/3H 

W1/3 (Sr - 1) 

(2) 

where 
Ns ; Stability Number 
Y ; specific gravity of armor unit 
W  ; average weight of armor unit 
Sr ; specific gravity of armor unit relative to water 
H ; wave height 

The relationships between d/h and Ns calculated by equation 
(2) using significant wave heights measured in the tests are shown in 
Figure 9 and 10. 
Figure 9 shows the results in the case where ho=-28.0 cm and Figure 10 
is the results where ho=-23.0 cm.  In order to compare the test re- 
sults with those obtained by Brebner and Donnelly(1963), their values 
of Ns are included using dashed lines in Figure 9 and 10.  As it is 
not possible to compare directly with the results of Brebner and 
Donnelly(1963), their values of Ns were roughly revised using Kd 
values of quarry stones and tetrapods.  Solid and dotted lines show 
the results of the cases where T=1.3 sec and T-1.8 sec respectively. 
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Figure 10 Stability Number as d/h (H1/3 as H) 

Stability Numbers show a tendency to increase as d/h increases. 
The rate of increase become smaller in the case where ho=-23.0 cm. 

Where ho=-23.0 cm, if the wave period was 1.3 sec, the 
Stability Number is slightly smaller than that where T=1.8 sec. Hence 
the Stability Number seemed to be affected by the wave period. 

The revised Stability number of Brebner and Donnelly(1963) 
dashed lines) is greater than that found in these test results which 
were obtained by substituting Hj/3 measured into equation(2). 

Figure 11 and 12 show the Stability Number which was calculat- 
ed using Hi/jQ measured at the point of a site without a breakwater. 
In these figures the revised Ns found by Brebner and Donnelly(1963) is 
also included(by dashed lines). As shown in these figures, Their re- 
vised Ns has almost the same value as our results. 
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As mentioned above, if H}/3 is used in the estimation of a 
critical unit weight using the revised Ns when the weight calculated 
is lighter than the required weight. 

When the results obtained though regular wave tests are applied 

to evaluate a required weight of armor units, it seems that the one- 

tenth maximum wave height as a design wave height is appropriate. 
There are no formulae for estimation of weights of armor units, 

like tetrapods, which protect the rubble-mound at present.  Engineers 

have estimated the stable weight of the armor units as foundations 
referring to the results of Brebner and Donnelly(1963). However they 

have to select the design wave height with caution. 
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Critical weight 

From the test results, the critical weight seemed to be a func- 
tion as d/H where H is a representative wave height,e.g. H1/3 and 
Hl/10> measured at a point on the site without a breakwater.  The re- 
lationship between Wc/w0Hi/3

3 (w0: unit weight of water) and d/Hi/3 
are shown in Figure 13 and 14. 
Figure 13 shows the results of two cases where ho=-28.0 cm and h0=-23 
cm at the fixed period of T=1.3 sec. Figure 14 shows similar results 
where the wave period was 1.8 sec. 

From each figure, the boundaries of each case between stable 
and unstable results can be separated using one straight line, 
independent of the water depth at the site (h0), on semilogarithmic 
graph paper. 

Critical relationships are obtained as following equation in 
each case where T=1.3 sec and T=1.8 sec as a result of the lines 

drawn. _<"H/U  1 
W/w0HI/3

3 = 0.284 x 4.58 ^'^/^        (at T=1.3 sec) (3) 

W/woHi/33 = 0.695 x 6.55 _^d/Hl/3)   (at T=li8 sec) (4) 

These two equations show the effect of the wave period. 
Engineers have problems in making decisions about what wave 

height to use (H1/3, Hi/10, Hmax) as design wave heights. 
As mentioned before, the armor units were damaged by waves of 

heights exceeding the one-tenth maximum wave height under critical 
conditions.  In addition, if the depth at the breakwater and the 
gradient of sea bottom change, the ratio R\/\§   to Hj/3 also changes. 
Then critical conditions would be presented more directly by H^/IQ 
than the significant wave height. 

The relationship between W/woH]yi0
3 and d/Hi/10 is shown in 

Figure 15 and 16. 
The empirical equations of the critical relationship are 

obtained as follows. 

W/woHvio3= 0.125 x 6.72 -<^/Hi/io)  (at T=1>3 sec) (5) 

W/woH1/10
3= 0.187 x 7.56 ~<d/Hi/lo)  (at T=1<8 sec) (6) 

These results seem to have an application in estimation of the 
critical unit weight as suggested by Inagaki et al (1971).  When these 
equations are applied, attention should be paid to the effects of the 
wave period because the wave with longer period are more destructive 
than those of shorter periods. 

However, these equations were obtained through tests under 
conditions of a constant wave height, two values of wave period and 
a constant gradient sea bottom.  The effects of these are not yet 
apparent.  Some additional test will be tried. 

The test wave height was not so longer in the model, therefore 
there still remains the problem of the scale effect. 
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Design wave heights are often greater than 7 m and 8 m in the 
southern area of Japan and the depths of foundations are around -10 m 
in many cases and as concrete armor units are used to protect such 
foundations.  Figure 13 to 16 could be utilized when faced with this 
situation. 

4. CONCLUSIONS 

The conclusions obtained by the tests are summarized as follows. 

1. The waves with longer periods were more destructive than 
shorter waves when h0 was small. 

2. Under critical conditions, the tetrapods as a protection of 
the rubble-mound received damage by waves of height exceed- 
ing Hi ao- 

3. The stability of the armor unit was affected by the wave 
group. 

4. Critical weight was a function of d/H (H: representative 
wave height) and increased as the wave period became longer 
in our range of d/H.  It is recommended to use E\/IQ  for 
design, especially in the surf zone. 
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IRREGULAR WAVE TESTS FOR COMPOSITE BREAKWATER FOUNDATIONS 

Katsutoshi Tanimoto*, Tadahiko Yagyu**, Yoshimi Goda*** 

ABSTRACT 

The stability of armor units for the rubble mound foundations of 
composite breakwaters has been investigated under the action of irregular 
waves. The tests establish that irregular waves are more destructive than 
regular waves, when the height of regular waves is set equal to the 
significant wave height. 

The stability number, defined by Hudson, for quarry stones and 
concrete blocks with simple shapes is formulated on the basis of irregular 
wave tests. The stability number is expressed by two parameters of h'7/7]/3 
and K, where h'  is the crest depth of the rubble mound foundation, #1/3 
is the design significant wave height, and K is a parameter for the 
combined effects of the relative water depth and the relative berm width 
of the rubble mound foundation to the wavelength. 

The design mass of armor units can be calculated by the stability 
equation with the stability number. The application of the proposed 
method to the results of the irregular wave tests demonstrates that the 
damage percent for the quarry stones is at most 3.5% at the design 
condition and the damage progresses rather gradually for the action of 
higher waves. On the other hand, the damage of the concrete blocks almost 
jumps beyond the design wave height. In particular, the drastic damage 
is often caused in the case of high rubble mound foundations. The proposed 
method is confirmed, however, to be applicable for the ordinary low mound 
foundations with a sufficient safety. 

INTRODUCTION 

Composite type breakwaters which are composed of upright sections 
and rubble mound foundations have several advantages over rubble mound 
breakwaters. They are more stable, faster in construction, and less in 
wave transmission than rubble mound breakwaters. Because of these 
advantages, they have been built in great length of extension in Japan 
without major mishaps in several scores of years in the past. 
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A» Deputy Director, Planning Division, Overseas Coastal Area Development 
Institute of Japan 

*** Director, Hydraulic Engineering Division, Port and Harbour Research 
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Design practices of this type of breakwaters also have been improved 
continuously through theoretical, laboratory and field studies. In 
particular, much efforts have been maid to study wave forces on the 
upright sections. As a result of those studies, a general formula to 
calculate the design wave forces due to nonbreaking to postbreaking waves 
has been established by Goda (1974). This formula is being successfully 
applied to the design of composite breakwaters (Bureau of Ports and 
Harbours, 1980). 

On the other hand, the armor layer of the foundation mounds are 
being designed on the basis of egineerfs experiences, supplemented by 
informations obtained from laboratory studies: e.g„ Brebner and Donnelly 
(1962). Those previous studies, however, were based on the regular wave 
tests and little information on the irregular wave attacks is available 
until now, although a number of studies on the stability of armor units 
for rubble mound breakwaters have been conducted using irregular waves. 
Consequently, design engineers are always puzzled how the results by 
regular wave tests should be applied to the actual action of irregular 
waves. A possible solution for this question is undoubtedly to 
investigate the stability of armor units for foundation mounds of 
composite breakwaters by irregular wave tests. 

The authors have carried out the irregular wave tests for the 
stability of armor units in order to get better knowledges for the design 
of composite breakwaters. The present paper describes the results of the 
irregular wave tests and discusses the stability number, defined by 
Hudson (1959), to formulate it on the basis of test results. The study 
in the present paper is of two-dimensional and limitted to the action of 
waves of normal incidence to breakwaters. 

STABILITY EQUATION 

Figure 1 illustrates the typical cross section of the composite 
breakwaters and defines the symbols used in the present paper; 

h   : water depth at the structure site 
h'   : depth at the crest of rubble mound foundation excluding the armor 

layer 

foot protecting 
concrete block 

S.W.L 

Figure 1 Definition sketch of cross section of composite breakwater 
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d   : depth at the crest of rubble mound foundation 
Bftf  :   berm width of rubble mound foundation 
0y^ : angle of the front slope measure from the horizontal plane 
he  : crest height of vertical wall above the still water level 

Because these dimensions associated with the structure and the water 
depth as well as wave conditions influence on the stability of armor units 
for the rubble mound foundation, the problem is very complicated and 
inherently contains a number of parameters. In the present study, a 
simplified analytical consideration is made at first in order to find 
the principal parameters governing the stability of armor units. 

In the ordinary conditions, the most critical position of the armor 
layer being subject to the initial damage may be assumed to be around the 
top of the slope or the seaward end of the berm crest. For this reason, 
the composite breakwater is replaced by the vertical breakwater on a 
hypothetical horizontal bottom having the water depth of h'  and the 
stability of single rubble unit, which is placed at the position with the 
distance of Bjy  from the vertical wall, is considered under the action of 
standing waves as shown in Figure 2. 

most critical 
position 

hypothetical 
TWrnnrrmrrn rrrr/nn/T/T^ 

horizontal  bottom/^ L BM 

Figure 2 Simplified model for analytical consideration 

As to wave forces on the unit, it is assumed that the drag forces 
predominate over the inertia forces. Then, the horizontal force (drag 
force, FD)   and the vertical force (lift force, FL)   on the unit are given 
by the following expressions: 

2,    ,       2 
2    & umax CD 

Cjj Ujriax' 2 k. (2) 

coefficients, umax  is the maximum horizontal velocity, a  is the 
characteristic linear dimension of the unit such that the projected area 
of the unit perpendicular to the velocity is k^a    and the volume of the 
unit is k-p.-*, 

On the other hand, the mass of the unit, W,   is expressed 
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W = Pr ky a5 (3) 

where Pp is the density of the unit. Then, the condition of limiting 
equilibrium against the horizontal displacement of the unit is 

y{ff(Pr - Pw)ky a  - FL]  = FD (4) 

where y is the friction coefficient, ^ is the acceleration of gravity. 
When Eqs.(l) and (2) are substituted into the above Eq.(4), the 
following relation is obtained: 

i kA cD/u + cL        2 
a      2g kv      Sr -  1 "max <-5> 

where 
Sr  = Pr/P„ (6) 

Using Eq.(3), Eq.(5) is written as: 

w - % jh (T + Ci) }3 ^rp- %«6      (7) 

This relation indicates that the critical mass against the horizontal 
displacement is proportional to six powers of the maximum horizontal 
velocity. 

When standing waves are formed in front of the vertical wall, the 
maximum horizontal velocity at the bottom can be expressed by the 
following equations according to the small amplitude wave theory: 

"max •  tK \ g V J1/2 (8) 

K _   **»'/&'  sln2 (2wB/0 (9) 
sinh (.ttirh'/L') 

where Hjr  is the incident wave height, L'   is the wavelength at the depth 
of h'. The parameter K represents the combined effects of the relative 
water depth and the relative distance from the vertical wall on the 
maximum horizontal velocity at the bottom. 

Substituting Eq.(8) to Eq.(7), we get 

W  = __ E_ -fl'3 (10) 

V (Sr  - 1)J 

Ns  = •  (11) 
kA   (CD/u + CL)   K Hx' 

Eq,(10) is written in the form of   the stability equation which was 
derived by Hudson (1959) for the armor units of rubble mound breakwaters 
and Ns  is called as the stability number. According to Eq„(ll), the 
stability number is in proportion to h'/Hj*  and in inverse proportion 
to K. 

Because there are many assumptions in the above-mentioned derivation, 
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the relation given by Eq.(ll) is not directly applicable to the armor 
units for the rubble mound foundations o'f composite breakwaters. For 
example, waves are deformed by the existence of the rubble mound founda- 
tion and breaking waves also act on the structure when incident waves 
are high enough. Therefore, in the present study, h''/Hj  and K are simply 
considered as principal parameters governing the stability number, 
although the stability equation in the form of EqD(10) is adopted as the 
basic equation. The wave height of progressive waves in the depth of h 
is applied to the wave height in the stability equation, and for the 
action of irregular waves the significant wave height, #3/3, is selected 
as a representative wave height. Thus, the stability equation is defined 
by the following relation: 

W  - —  H±     3 (12) 

Ns3(Sr -  l)3   ^ 

and the effect of the irregularity of individual waves becomes to be 
contained in the evaluation of the stability number. 

The stability number may be expressed as: 

h' shape and placing method N    =  f (   , K ; °r^    F    & —— }    (13) 8 fj of armor units 

where f( ) indicates "function of". The parameter K is calculated for 
given values of h'/L'  and B^/Lr.   Figure 3 shows the K-value against B^/Lr 

when the value of B^/h'  is fixed. For the irregular waves, the wave- 
length corresponding to the significant wave period, T1/3, is applied 
to Lr  in the calculation of K-value. 

TEST CONDITIONS 

Tests have been carried out in the wave flume of 163 m long, 1,0 m 
wide, and 1.5 m deep as sketched in Figure 4„ The wave generator consists 
of a wave paddle of piston type driven by a linear electric motor with 
low inertia, the movement of which is controlled by an electric signal 
from a sine-wave generator (regular waves) or a magnetic tape (irregular 
waves). In front of the wave generator is a wave filter which absorbs, 
to some extent, waves reflected from the model structure. The bottom of 
the wave flume is mostly horizontal, but the test section is the sloping 
bottom formed as a fixed bed. In front of the model structure, a verti- 
cally sliding wall is prepared to avoid the unfavorable effect of 
transient waves which are caused in the wave flume when the motion of 
wave paddle is stopped. Glass windows are equipped in a side wall at the 
test site so that visual observation of the stability of armor units can 
be made from the side. 

The water depth, h,   at the site of model structure was selected to 
be 40 to 50 cm and the model of the composite breakwater was set up for 
four different thicknesses of the rubble mound foundation in the range 
of hr/h  from 0.3 to 0.9, The front slope of the rubble mound was fixed 
to be constant at cot 0^ = 2 for all the test cases. The relative berm 
width to the water depth, B^/h,  was fixed mostly to be 0.6, but, in case 
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of h'/h  = 0.6, it was changed in the range from 0.4 to 1,4. 
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Quarry stones having five different graded sizes as shown Table 1 
were tested. They were placed in two layers on the front slope and the 
crest berm of the rubble mound foundations The foot of the vertical wall, 
however, was protected from scouring by placing concrete blocks of the 
rectangular solid with a sufficient mass. 

Table 1 Mass and density of quarry stone 

Mass    W    (g) Density     p^, 
(g/cm5) Grade average standard 

deviation 

I 
II 

III 
IV 

V 

15.0 
29.9 
57.3 

105.5 
250.0 

2.05 
3.51 
5.99 

12.5 
27.9 

2.60 
2.59 
2.62 
2.64 
2.75 

The concrete block with a vertical hole as shown in Figure 5 was: 
tested as well as the basic shape without a hole. Their masses are from 
36.9 to 147.1 g for the basic shape and from 34.1 to 208.7 g for the 
shape with a hole. The densities are from 2,21 to 2,33 depending on the 
shape and the size. They were placed regularly in single layer on the 
rubble mound foundation. 

m m 
°J 

o 

n> IT) 

. m 
T)1 ID 

in t>~ 

Figure 5 Concrete block with a vertical hole 
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Irregular waves having the following spectrum of Bretchneider type 
were simulated: 

S(f)   = 0.257 Hl/3
2  T1/3   (2,

1/3/)-
5 exp [-lo03(r1/3/)~

6]   (14) 

where S(f)   is the spectrum density, and / is the frequency. The signifi- 
cant wave period was changed to give the range of relative water depth 
from 0.075 to 0.143. The effective duration of irregular waves was 
selected to be 900 seconds in most cases, but for the tests of the 
concrete blocks having a vertical hole it was determined so that about 
500 zero-up cross waves act on the structure. During the tests, waves 
were recorded at two adjacent locations in the offshore, and the 
progressive wave height toward the structure was obtained by the 
resolution technique of incident and reflected waves from the composite 
waves (see Goda and Suzuki, 1976). Then, the incident wave height at the 
test section was estimated from the relation between the wave height at 
the offshore and the wave height at the test section, which had been 
measured preliminary without the model structure. The test range of 
relative wave height, #1/3/^, is from 0.16 to 0.44 for the quarry stones 
and from0.14 to 0,61 for the concrete block having a vetical hole. 

The crest height of the vertical wall, hct  was changed according to 
the incident wave height so that the relative crest height, ha/H^i^9   is 
kept to be constant value of 0,6. Therefore, the condition is that some 
extent of wave overtopping is caused for the all test cases. 

TEST RESULTS AND DISCUSSIONS 

Stability of quarry stones 

Armor units of respective masses were tested for given conditions, of 
hf/h,   Bjy/h  and h/L  by increasing wave heights, and the relationship 
between the average mass of armor units and the incident wave height at 
the equilibrium state between stable and unstable conditions was deter- 
mined in order to evaluate the stability number„ The typical results for 
the quarry stones are shown in Figure 6. The critical line between stable 
and unstable conditions is drawn so as to represent one percent damage 
on the distribution of damage percents which are defined as the percentage 
of armor units removed from the original position to the total number of 
armor units in the cover layer. When the critical wave height, He,   for 
the respective average mass is determined, the stability number is 
evaluated by the relation of Eq.(12). 

The stability number of quarry stones obtained by the above- 
mentioned procedure is plotted against ^V^i/3 in Figure 7, in which the 
data are distinguished, by the parameters h/L  and hr/ht   and linked by 
lines  for the same conditions of them. The data indicate that the 
stability number is increased as ^Vfli/3 becomes large. It is also seen 
that the stability number is variated by the other parameters as h/L> 
and shorter waves are more destructive than longer waves if the value of 
/i'/#i/3 is the same. In particular, this tendency is apparently noticed, 
when the value of &'/#i/3 is relatively large. These results establish, 
as predicted by the analytical considerations, that the stability of 
armor units for the composite breakwater foundations is greatly effected 
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by the wave height and the period, when the crest depth of the rubble 
mound becomes deep and standing waves are formed in front of the vertical 
wall. It is also observed that the stability number has a tendency to 
converge to a constant value when the value of ^V^i/3 becomes small. 
This constant value must be the stability number of armor units for 
rubble mound breakwaters, since the extreme state of h'/H 
sponds to the rubble mound breakwaters. 

1/3 Q corre- 

On the other hand, Figure 8 shows the stability number when the 
condition of B^/h  is changed. No data for the condition of By/h =  0.4 is 
plotted in the figure, because any damage was not caused at that 
condition. The results demonstrate that the stability number decreases 
as the value of By/h  becomes large. This means that the armor units for 
the rubble mound foundation with a wide berra width are more subjected 
to damage than those for the rubble mound foundation with a narrow berm 
width. 

Previous considerations based on the simplified model suggest that 
these effects of the wave period and the berra width on the stability 
number may be represented by the parameter K given by Eq.(9). For this 
reason, the data classified in the appropriate range of K-value are 
replotted in Figure 9. From these results the following remarks are 
pointed out: 

(1) The stability number for the same rank of K-value increases almost 
linearly with 7z'/#x/3> although the data are scattered. 
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Figure 9 Stability number of quarry stones 
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(2) As the value of K becomes large the stability number becomes small, 

but the difference is not large when the K-value is. larger than 0.3. 

(3) When the value of ^V#i/3 becomes small the stability number is not 

much different by the K-value and has a tendency to converge to a 

constant value. 

Thus, the stability number, Ns>  may be formulated by a function of 

/i'/#]_/3 and K, so that N8 = Nso  at h'/Hx/l  anc* ^s   *s   increased in 
proportion to hr/H]_/3  when it is sufficiently large. In the present study, 
Ns  is expressed as a sum of two terms as shown in Figure 10, the one is 
the term which increases linearly in proportion to ^V#i/3 and the other 
is the term which decreases from the value of Nso  to infinitesimal at the 
large value of h'/H^f^*  After several trials, the following expression 
was selected: 

& 21/3 
exp [-B (1-K)

2
 h' 

x•       H 1/3 
(.15) 

The constants of Nso>  A,  S, m  in the above equation are determined 
so that calculated results agree with test results as closely as possible. 

The following values were determined for the quarry stones: 

NSo  = 1.8, A  = 1.3, B  = 1.5, m  = 1/3 

The stability number of Nso  = 1.8 corresponds to the Zp-value of 2,9 in 
the Hudson's formula for rubble mound breakwaters, when the value of 
cot Qfyf  is set equal to 2. 

However, Eq. (15) has a minimum value slightly less than Nso  at the 

Ns 

Nso 

0 

Ns=Nsl + Ns2 

.C^^      / Ns2 ^Nso exp ( -/B (AT) ti/Hi/3 ] 

0 
h/Hi/3 

Figure 10 Formulation of stability number 
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small value of ^V%/3» Finally, the following empirical equation to 
calculate the stability number of quarry stones is proposed: 

Ns =  max {1.8, 1.3 ~~ •—- + 1.8 exP [- 1.5 I1, r. •*>••• Jil. ]} 
K  '     fll/3 K1/J  Hx/3 

(16) 

where max {a, b}   indicates the larger one of a or b.   The curves in 
Figure 9 indicate the relationships between ^'/#l/3 and Ns  which are 
calculated for the representative K-valuesQ It is seen that the calculated 
relations represent considerably well the tendency of test results. 

The design mass of quarry stones can be calculated by applying the 
stability number obtained from Eq. (16) to the stability equation (12), 
The calculations were made for the all test conditions in order to 
compare with test results of damage percent0 In Figure 11, the data of 
the damage percent realized in the tests are plotted against W/Wa. 
Here W  is the average mass of quarry stones which were tested and WQ  is 
the mass calculated by the above-mentioned method for the test conditions. 
In the theory, W/WG =  1.0 indicates the equilibrium state between stable 
and unstable conditions, and the damage percent should be about one 
percent. Such ideal results, however, can not be expected, becuase the 
behaviours of armor units under the action of waves are essentially 
changeable due to the slight variations of conditions. The results shown 
in Figure 11 are satisfactory, although they are considerably scattered. 
It is also pointed out that the damge of quarry stones progresses rather 
gradually. 

Stability of concrete blocks 

Figures 12 and 13 show the test results of Ns  for the concrete 
blocks with and without a vertical hole. The stability numbers for these 
concrete blocks are also formulated by two parameters of h'/H^i^  and K 
in the same way as the quarry stones. The curves in the figures indicate 
the relationships calculated for the appropriate K-values. The constants 
in the empirical equation are as follows: 

For the concrete block without a hole, 

Nso  = 1.4, A =  1.0, B  = 1.2, m =  1/3 

For the concrete block with a hole, 

N80  = 1.6, A  = 0.82, B =  0.9, m  = 1/2 

The stability number of concrete blocks having a vertical hole is 
generally higher than that of concrete blocks without a hole. Particularly, 
the advantages of having a vertical hole is noticed when the K-value is 
relatively small. 

The tests demonstrate that the damage of concrete blocks placed in 
single layer progresses drastically when the incident wave height exceeds 
the critical wave height. Therefore, it should be noted that slight 
overestimation in the stability number sometimes results in the serious 
damage. In particular, the drastic damage is often caused in the case of 
high rubble mound foundations. The results presented in Figure 14 show 
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that the damage percent almost jumps beyond the critical conditions and 
the largest damage percent at W/Wc  = 1,0 comes up to about 20 %, However, 
most data, which indicate the damage in the condition of W/W0  = 1.0, are 
the cases of high rubble mound foundations of hr/h  ^ 0.6. For the 
ordinary low rubble mound foundations, the present method would be appli- 
cable with a sufficient safety. 

Comparison with results of regular wave tests 

Regular wave tests for the concrete block without a hole were 
carried out in order to make direct comparison with the results by 
irregular wave tests. The period of regular waves was selected so as to 
be equal to the significant wave period of irregular waves. The total 
duration of regular waves with a wave height of certain level, however, 
was shortened to one third of the duration of irregular waves and it was 
divided into several short runs so that no re-reflected waves from the 
wave paddle act on the structure. The tests were carried out by three 
different conditions of h'/h =  0.60, 0.75, and 0.90, but within the test 
range of wave heights no damage was caused by the action of regular waves 
for the case of h'/h  = 0.90. 

The tests establish that irregular waves are more destructive than 
regular waves, if the regular wave height is set equal to the significant 
wave heighta Figure 15 shows the relation between the critical wave 
height of regular waves, H 
of irregular waves, Hl 

eveg and the critical significant wave height 

aiTVeg> at the equilibrium state. According to the 
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Figure 15 Relation between the critical significant wave height 
and the critical wave height of regular waves 

results, the action of regular waves almost equivalent to that of 
irregular waves, when the height of regular waves is set equal to 1.37 
times of the significant wave height on an average. 

Examples of calculations 

Examples of calculations of design mass of quarry stones will be 
given together with the results by two previous studies. 

Brebner and Donnelly (1962) proposed the design curve of minimum 
stability number as a function of d/h.  Although thier results were based 
on regular wave tests, they suggested that the design wave height used 
in the stability equation should be twice or one and half times of the 
expected significant wave height depenging on the importance of the 
structures. In the present calculations, however, the average wave height 
of the highest one percent of all waves, L ,,„„ (= 1.67 #1/3)» and the 
average wave height of the highest of one tenth, #1/10 (= 1.27 #1/3), are 
applied according to the recommendation by CERC (1973). The regular wave 
height equivalent to the action of irregular waves, which was obtained 
for concrete blocks in the present study, corresponds to the average 
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wave height of highest one sixteenth, #i/i6» betwee 

The other previous study is. made by Inagaki and Katayama (1971). 
They investigated the field data of damaged and non-damaged cases of 
armor stones and proposed the following empirical formula: 

W = °-08 137SI7J  ffi/3 3 

The conditions for calculations are as follows: 

h =  20 m, h'  = 15 m, BM =  10 m 

Wave conditions are selected so as to be Hij^lL  = 0.045 for the range of 
the significant wave period from 8 to 16 seconds. Here, L  is the wave- 
length corresponding to the significant wave period at the water depth 
of 20 meters. The cover layer for the rubble mound foundations is 
supposed to have a thickness of two armor units and densities of the 
rubble unit and the sea water are given to be 2.65 t/m and 1.03 t/m , 
respectively. 

The results are very different by the mothods as shown in Figure 16, 
where the absissa is taken as the significant wave height. Generally, 
the method by Brebner and Donnelly for the rubble mound as foundation 
results in a very large mass. On the other hand, the method by Inagaki 
and Katayama gives the minimum mass. The mass calculated by the authors' 
method is between them and close to the latter rather than the former. 
The calculated masses for the rubble mound as toe protection by Brebner 
and Donnelly are also shown in the figure. In this example, the results 
are very close to those by authors' method, when #1/10 ^s applied. 
However, such relative relations by the different methods will be changed 
by the conditions of water depth and the configuration of the rubble 
mound foundation, since the parameters involved in the methods are 
different. 

CONCLUDING REMARKS 

The results of this study provide the design informations of armor 
units for rubble mound foundations of composite breakwaters. The stability 
number of the armor units are greatly influenced by the configuration of 
rubble mound foundation and wave conditions. The stability numbers for 
quarry stones and concrete blocks were formulated by two parameters of 
^'/#l/3 and K on the basis of irregular wave tests. Generally, the damage 
of quarry stones placed in two armor layers progresses rather gradually. 
The application of the proposed method to the test results demonstrates 
that the damage percent of quarry stones is at most 3.5 % at the design 
condition. On the other hand, the damage of the concrete blocks placed 
regularly in single layer progresses drastically in the case of high 
rubble mound foundations. Therefore, it is not recommended to apply the 
concrete blocks in single layer to high rubble mound foundations. 
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THE MONITORING OF RUBBLE MOUND BREAKWATER STABILITY USING A 
PHOTOGRAPHIC SURVEY METHOD 

by 

J w J Kluger* 

ABSTRACT 

A method of surveying the above-water slope of breakwaters 
by means of photography has been developed at the National 
Research Institute for Oceanology.  The method is simple 
and inexpensive and yet capable of detecting movement or 
displacement of a single armour unit on a breakwater. 

This poster paper describes the method and presents some 
examples of its application in the field. 

1.   INTRODUCTION 

The long-term stability of, and the intermittent storm 
damage to, rubble mound breakwaters are of considerable 
interest to the designers, builders and authorities 
responsible for maintenance.  A major disaster will 
obviously be noted immediately, whereas a gradual 
deterioration, settlement or breakage and movement of 
individual armour units can often pass unnoticed until 
major damage occurs.  Early detection of cases of potential 
damage is therefore essential.  Pull breakwater surveys can 
become costly and time-consuming and often do not detect 
the finer details of damage. 

A simple yet effective photographic method of surveying the 
above-water part of a rubble mound breakwater has been 
developed at NRIO to monitor effectively the movement, 
displacement and breakage of armour units on the slope. 
Since this method only records the above-water part of a 
breakwater it cannot reveal its overall condition, however, 
it will nevertheless give a reasonable indication of the 
condition of a breakwater since it is able to record damage 
in the above-water part of the zone where damage normally 
commences, that is, the zone with boundaries just above and 
below still water level (Zwamborn, 1980). 

Coastal Engineering Structures Division, National 
Research Institute for Oceanology, Council for 
Scientific and Industrial Research, Stellenbosch, 
Republic of South Africa 
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To determine the overall stability of a breakwater this 
method of survey should obviously be supplemented with an 
under-water survey method. 

2.   THE METHOD OF SURVEYING 

The technique involves photographing the breakwater in 
sections from a distance such that individual armour units 
on the breakwater can be identified easily.  A picture of 
the whole length of the breakwater is obtained by joining 
the photographs.  The sections of the breakwater and the 
positions from which the photographs are taken are recorded 
so that subsequent photographs, taken of these sections 
from the set positions, when compared with the earlier 
photographs, permit damage to the breakwater to be detected 
and estimated. 

The horizontal photographs taken at sea level can be com- 
plemented by photographs taken vertically from the air 
e.g. aerial survey photographs enlarged to the same scale 
as the horizontal photographs.  These provide means for 
even closer examination of the condition of the breakwater. 

The success of the method depends largely on the accuracy 
with which it is possible to identify and fix the positions 
from which the photographs are taken of the breakwater sec- 
tions.  However, no sophisticated position-fixing equipment 
is used in the surveys and the method is as follows: 

Two large beacons are erected on shore to provide a fixed 
reference line parallel to the breakwater.  By sighting and 
keeping the two beacons in line, the survey boat from which 
the photographs are taken can maintain a course parallel 
to, and at the required distance from, the breakwater. 

Each breakwater section is identified by two marks painted 
on the breakwater, one on the top of the splash wall and 
the other on the land side of the breakwater deck.  The 
line connecting these two marks is perpendicuar to face of 
breakwater.  During a survey a large board with the number 
of the breakwater section and with a flag at its top is 
placed over the mark on the splash wall.  A long staff, 
also with a flag at its top, is placed over the correspon- 
ding mark on the land side of the breakwater.  These two 
markers, clearly visible from the survey boat, thus 
provided a reference line of sight to the breakwater sec- 
tion.  The positioning of the survey lines and of break- 
water sections is shown diagrammatically in Figure 1. 
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Figure 1  Method of photographic survey (diagrammatic) 

The procedure for the survey is as follows: 

The survey boat, using the two shore beacons as references,, 
takes up a position on the line parallel to the breakwater, 
at a fixed distance from the breakwater section to be 
photographed.  The identity board and the flagstaff are 
placed over the corresponding marks on the breakwater 
section.  The survey boat then moves along the reference 
line and when the two markers on the breakwater coincide in 
the centre of the camera viewfinder the photograph is 
taken.  In this way, the position from which the photograph 
is taken is fixed.  This procedure is repeated at each 
section. 

The camera used for the survey is a 6 * 7 single-lens 
reflex with a 90 mm focal length lens.  Each photograph 
taken from a distance of 100 m provides a 74 m horizontal 
coverage of the breakwater. 

Since the breakwater survey sections are normally marked at 
30 m spacings each photograph covers more than two sec- 
tions.  This large overlap provides for the possibility of 
three-dimensional viewing under a stereoscope. 

There are several ways in which the photographs can be 
analysed. 



BREAKWATER STABILITY MONITORING 2167 

As mentioned earlier, the photographs can be viewed in 
pairs under a stereoscope to provide a three-dimensional 
image of the breakwater section. 

For initial comparison of any two surveys, photographs of 
corresponding breakwater sections are enlarged to the same 
scale, usually 1:250, and the two photographs examined to 
detect any changes in the breakwater. 

If any changes are noted, and if a closer inspection is 
needed, the photographs can be enlarged to a much higher 
degree.  The photograph of the first survey (A) is printed 
in the normal way on photographic paper while the corres- 
ponding photograph from the second survey (B) is printed on 
a positive transparency sheet film.  Changes in the 
positions of dolosse on the breakwater can be detected 
accurately when the transparency B is placed over the 
photograph A.  If even more detailed analysis is warranted 
the photographs of only the damaged section can be enlarged 
further.  Since lighting conditions, shadows, etc., are not 
likely to be the same in any two surveys, the outline of 
each dolos in the damaged section can be traced onto a film 
sheet to make the comparison easier.  The two tracings 
overlaid can then be examined dolos by dolos. 

When only one or two dolosse have been noted to have moved, 
the change in dolos position can be shown sufficiently well 
on an enlargement of the photograph of the relevant break- 
water section. 

Since damage to an armour slope normally occurs in a zone 
with boundaries just below and above still water level it 
is important to do the photographic survey during low water 
spring tide so that as much as possible of this zone is 
recorded. 

3.   SOME RESULTS OF SURVEYS 

To date, the method has been used to monitor the stability 
of breakwaters at three sites, the western breakwater of 
the Table Bay harbour, the cooling water intake basin at 
the Koeberg power station and the harbour entrance break- 
water at Richards Bay. 

Table Bay harbour western breakwater is an old structure 
which in the course of time has been extended and modi- 
fied.  Because of this there are different types of con- 
struction and armour units along its length of about 1 km. 
These range from caissons to concrete blocks to dolosse. 
The breakwater is subjected to severe breaking wave action 
during the winter storms and some parts of the breakwater 
occasionally require repairs.  Photographic surveys are 
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Figure 2  Loss of dolosse at section P10 

used there to monitor the effectiveness of the repairs as 
well as the general stability of the breakwater.  Examples 
of photographs of damage on the breakwater are shown in 
Figure 2. 

The two breakwaters of the cooling water intake at Koeberg 
were completed recently (1980).  Both breakwaters are 
rubble mound constructions overlaid with dolos armour 
units.  Regular breakwater surveys have been undertaken as 
part of the post-construction monitoring programme.  Very 
limited settlement of a few individual dolosse has been 
recorded on the two breakwaters.  An example of settlement 
(two dolosse) on the head of the breakwater is shown in 
Figure 3. 
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Figure 3   Dolos settlement at section S2 

Richards Bay harbour breakwaters, both of rubble mound 
construction with dolosse as the armour unit, were surveyed 
prior to the proposed improvements.  Further surveys are 
planned to monitor the long-term stability of the break- 
waters. 

4.   CONCLUSIONS 

The method of photographic surveying of the above-water 
part of breakwaters has been found capable of detecting the 
movement and displacement of individual armour units on a 
breakwater slope.  In spite of the fact that it can only 
record the above-water part of the zone about the still 
water level where damage normally commences it can be most 
valuable as far as giving an early warning of damage in 
that zone.  The method is simple and inexpensive, involving 
a few people and a boat.  A survey takes an average of 
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about one hour for a 1 km length breakwater.  The time 
required for the analysis of results depends on the extent 
of change or damage on the breakwater recorded during the 
survey. 
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COMBINED WAVE-CURRENT FORCES ON HORIZONTAL CYLINDERS 

by 

B.D. Chandler1 and J.B. Hinwood 2 

ABSTRACT 

Some early results are reported from an investigation of the 
forces exerted on horizontal cylinders by waves and currents. It 
appears that the values of the inertia coefficients decrease as 
U/uQ increases, and the drag coefficients decrease also, for values 
of U/uQ up to 0.7. Comparisons with measured data show that linear 
theory and the stream function theory satisfactorily describe the wave 
motion for the conditions investigated, and that velocity super- 
position can be used with either of these theories to describe 
conditions involving waves plus currents, with reasonable accuracy. 

1.   INTRODUCTION 

There have been many theoretical and experimental investigations 
of the hydrodynamic forces that are exerted on submerged cylinders by 
wave action. Most have been aimed at deriving accurate values for 
the drag and inertia coefficients for use in the Morison force 
equation. The forces acting on a cylinder in a steady flow situation 
have also been investigated extensively, much of this work having been 
undertaken in wind tunnels. There has, however, been very little 
investigation of the forces that are exerted when there is a current 
present in addition to the waves. 

Tung and Huang (1973) studied the importance of the presence of 
the current and the effects of wave-current interactions on the 
probability function, spectrum and peak distribution of the fluid 
loading on a cylinder. Since they were interested primarily in the 
effects of the current upon these statistical properties of the fluid 
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force, rather than in predicting actual force values for given 
situations, they assumed values for the Morison force coefficients. 
Dalrymple (1975) investigated the effects of combined waves and 
currents using field data obtained in the "Wave Project II" exercise. 
He concluded that the presence of a current must be taken into account 
in order to obtain accurate drag force coefficients. Knoll and 
Herbich (1980) conducted an experimental investigation of the 
simultaneous wave and current forces acting on a submerged pipeline. 
They found that the drag coefficients obtained from simultaneous 
measurement of the force and the velocity were less than those 
obtained when the velocity was computed by adding the wave velocity 
from Airy and Stokes third order wave theories to the current 
velocity. Recently, Kemp and Simons (1982) have undertaken an 
extensive experimental investigation of the wave/current kinematics. 
They found that the thickness of the steady flow boundary layer was 
reduced by the superposition of waves propagating with the current. 

The purpose of the present study is to investigate the inter- 
action that occurs between a known wave pattern and a known current; 
to determine the effects that this interaction has upon the hydro- 
dynamic loading on a submerged, horizontal circular cylinder; and to 
relate the changes in loading to the detected flow pattern around the 
cylinder. Measurements were made of the water particle velocities in 
a combined wave-current flow condition. The wave-current interaction 
was investigated by comparing these measured values with the 
velocities obtained by vector addition of the individual wave and 
current components. One could thereby determine the accuracy 
achieved by representing the overall velocity field as the sum of the 
individual components. Measurements were also made of the forces 
acting on the cylinder; and these, together with the simultaneous 
velocity measurements, were used to calculate the force coefficients. 

2.   THEORY 

2.1  Wave Theory 

In this report, the principle of superposition is used for the 
theoretical prediction of fluid motion for conditions involving waves 
plus currents. The horizontal orbital velocities are therefore 
expressed as the sum of the current velocity and the orbital velocity 
predicted by the particular wave theory. For these calculations, the 
wave period used is the one measured in a frame of reference moving 
with the current.   This period, denoted by  T' , is defined as: 

T'  • T(v-hr) • (1) 

where T = wave period in stationary frame 
V =  speed of propagation of wave crest in the flowing water 
U =  current velocity  (the average  value  over  the cross- 

section of the channel). 

The measurements will be compared with the predicted results of 
two wave theories:   the Airy linear theory, and the stream function 
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theory. The stream function results are obtained from the tables 
prepared by Dean (1974). Linear interpolation is used to correct for 
the small departure of the wave parameters from the tabulated results. 

2.2  Force Equation 

The Morison (1950) equation is normally used for determining the 
hydrodynamic forces acting on a submerged cylinder due to wave action. 
In this equation, the force is expressed as the sum of a velocity- 
dependent drag force and an acceleration-dependent inertia force, as 
follows: 

F  -  C 1 PDU|(U2 + V2)1/2! + C P^U (2) 
d 2    | *•      •'I    m  4 

where F = horizontal force per unit length 
p = density of fluid 
D = diameter of cylinder 
u = horizontal wave-induced water particle velocity 
v = vertical wave-induced water particle velocity 
u = horizontal wave-induced water particle acceleration 
Cd - drag coefficient 
Cm = inertia coefficient. 

The drag force term is commonly expressed as being proportional 
to u|u| ; that is, independent of the vertical velocity. The 
definition given in eqn (2), however, more correctly describes the 
horizontal component of the total drag force acting on a horizontal 
cylinder. 

Numerous investigations since 1950 have been aimed at determining 
the correct values to use for the drag and inertia coefficients. The 
results of these investigations show a considerable scatter in the 
derived values for the coefficients, and the coefficients have been 
shown to be dependent upon parameters such as the Reynolds number, the 
Keulegan-Carpenter period parameter, the surface roughness of the 
cylinder, and the vertical to horizontal velocity ratio,  v/u . 

The design codes (e.g. British Standards Institution (1978)) 
recommend that the velocities and accelerations be determined by using 
one of the commonly-used wave theories, such as the linear theory, the 
Stokes fifth order wave theory, or the stream function theory. The 
appropriate theory to use will depend upon the particular conditions 
at the site. 

2.3 Force Equation for Simultaneous Waves Plus Current 

For conditions involving waves as well as a current, the design 
codes recommend that the drag force term in the Morison equation be 
based upon the sum of the current velocity and the wave velocity which 
would be present in the absence of the current. For horizontal 
cylinders, the Morison equation should more accurately be written as 
follows: 
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F  =  C 1 pD(u + U) ((u + U)2 + v2)1/2 + C p l£- u (3) 
a I, j j    m  4 

where U = current velocity at the depth at which  u  and  u are 
being determined. 

For the experimental analysis in this investigation, the term 
(u + U) is replaced by the total, measured, horizontal velocity. 
Note that in eqn (3), F , u , v and u are functions of time, 
varying over the wave period. 

3.   EXPERIMENTAL PROGRAMME 

3.1  Equipment 

The tests were conducted in a wave channel measuring 15 m in 
length, 0.60 m in width, and 0.30 m in depth. The waves were 
generated using a paddle driven by a variable speed electric motor. 
Openings in and under the paddle permitted the current to flow through 
it. A specially designed beach was used which satisfactorily 
dissipated the wave energy, while at the same time allowing water to 
flow through it. The beach face consisted of parallel wooden slats, 
with gaps between the slats equal to about 25% of the slat width. A 
layer of nylon filter material was placed over the upper surface of 
the slats.  The slope of the beach was approximately 1 in 10. 

The aluminium test cylinders were 400 mm long, with phosphor 
bronze end plates fitted to each end. Two different cylinders were 
used; one having a diameter of 12.7 mm, and the other having a 
diameter of 25.4 mm. The hydrodynamic forces acting on the cylinder 
were measured with load-cell devices attached to each end of the 
cylinder. The load-cells employed semiconductor strain gauges 
arranged in a Wheatstone Bridge configuration, which had the 
advantages of increasing the signal output as well as rendering the 
devices insensitive to small temperature fluctuations. The load 
cells were tested and found to have negligible drift over a typical 
recording period of a few hours. Both the vertical and the 
horizontal forces acting on the cylinder could be measured and 
recorded simultaneously. To avoid possible errors, no mechanical 
damping was incorporated into the load cells. They were therefore 
vulnerable to external mechanical vibrations. To overcome this 
problem, a very rigid support was constructed for the test assembly, 
and the support was isolated from the parts of the laboratory building 
which could transmit vibrations. 

A 2 w Argon-Ion laser-Doppler velocimeter was used to measured 
the water particle velocities. This enabled the horizontal and 
vertical velocity components to be measured simultaneously, at a point 
at the same relative depth as the test cylinder. 

Two capacitance-type wave gauges were used to measure the water 
surface elevation directly above the velocity measurement point and 
above the test cylinder. 
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The laboratory's constant head tank was used to supply the water 
for the experiments requiring a current. The head tank was 
connected, via a control valve, to a reservoir behind the paddle. 
After flowing through the paddle, along the channel and through the 
beach, the water passed over a control weir into a weighing tank. It 
then flowed into the laboratory's sump, from which it was pumped back 
up to the head tank. The weighing tank was used to obtain an 
accurate measure of the mass flow rate of the current, from which one 
could easily determine the current velocity, averaged over the cross- 
section of the channel. 

3.2 Procedure 

The still water depth for all tests was 220 mm. The horizontal 
test cylinders were positioned at three different levels, namely 60, 
100 and 150 mm above the floor of the channel. The lowest level was 
therefore 2.4 cylinder diameters above the floor of the channel, 
whilst the upper level was nearly 3 diameters beneath the still water 
level. These levels were set to ensure that no interference effects 
would occur as a result of the proximity of these boundaries. 

The experiments involved generating waves of the same height and 
period on four different current velocities, ranging from 0 to 
approximately 100 mm/s. The experiments were repeated for waves of 
different heights and periods. Four different periods were used, 
ranging from 0.72 to 1.25 s, with two different heights, ranging from 
40 to 74 mm, for each period. 

In each experiment, six channels of data were recorded simultan- 
eously. These were the horizontal and vertical forces acting on the 
cylinder; the horizontal and vertical velocities being measured by 
the laser-Doppler; and the water levels directly above the cylinder 
and the velocity measurement point. The velocity measurement point 
was normally about 150 mm upstream from the cylinder. 

A sampling rate of 1000 Hz was used to record the six channels of 
data, and so each variable was sampled at approximately 167 Hz. The 
minimum number of measurements for each wave cycle was therefore 120. 
Data were sampled for approximately 30 seconds, corresponding to 24 to 
43 successive wave cycles per sample. All measurements were 
immediately digitised and stored on magnetic disc for subsequent 
analysis on an HP21MX computer. The resolution of the analog to 
digital converter was 5 mV, which was satisfactory in view of the fact 
that the signal inputs were all of the order of a few volts. 

Measurements were made of the time taken for the waves to travel 
7.8 m along the channel. From this, one could determine the wave 
celerity, the wavelength (from knowing the period), and also the phase 
shift between the locations of the velocity measurement point and the 
test cylinder. 

The load cells were calibrated each day, with the cylinder set up 
in the configuration being used for that day's experiments.    The 
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calibration of the laser-Doppler was checked on several occasions 
throughout the course of the experiments; and the wave gauges were 
calibrated    several    times     at    the    end    of     the    experiments. No 
significant changes in the calibration factors were observed for any 
of  the instruments. 

3.3    Range of Parameters 

The ranges of wave heights and periods, and the current 
velocities, have already been given in Section 3.2. The still water 
depth and the steady  flow depth was  220 mm for all experiments. 

The experiments covered the following ranges of dimensionless 
parameters: 

u 0  to  1.2 

K     : 2.1   to  14.2 

Re   : 9   x   102   to  5   x   103 

v 
— : 0.23  to  0.86 

0.015 to  0.069 

0.080 to 0.272 

0.23   to  0.43 

where    h = still water depth 
H = wave height 
Hfa = breaker height    =    0.78 h 
uQ = horizontal velocity amplitude 
v0 = vertical velocity amplitude 
K = Keulegan-Carpenter number    =    u0T/D 
LQ = deep water wavelength 
Re = Reynolds  number   (based on    u0   ). 

3.4    Data Reduction 

The drag and inertia coefficients, as defined in eqn (3), were 
determined by least squares curve-fitting over one whole wave cycle. 
The average values of the drag and inertia coefficients for each flow 
condition   were   obtained   in   two   different   ways. One   method   involved 
calculating     the     coefficients     for     each     wave     cycle     sampled,     and 
determining   the   average   value   of   these   20   to   40   coefficients. The 
other   method   involved   averaging   the   velocity,   acceleration   and   force 
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data from the 20 to 40 wave cycles sampled, to obtain one represent- 
ative cycle for each variable, for that particular flow condition. 
The drag and inertia coefficients were then determined from these 
averaged cycles of the velocity, acceleration and force. As would be 
expected, no significant differences were found between the values of 
the coefficients calculated by these two different methods. These 
averaged cycles of data were also used for all comparisons of 
profiles, velocities and accelerations with the wave theories. 

4*1  Forces 

One of the aims of this study is to investigate the effects that 
the introduction of a steady flow velocity component has upon the 
values of the drag and inertia coefficients. Figs. 1 and 2 show some 
of the results obtained by plotting the force coefficients against the 
current/wave velocity ratio U/uQ . The points lying on each series 
of lines have approximately the same values of K and v0/uQ . The 
results shown are for the 25 mm diameter cylinder, for the levels 
98 mm and 148 mm above the floor of the channel. The results for the 
12.7 mm diameter cylinder showed similar trends to the larger 
cylinder, but there were unexpected inconsistencies between the three 
different levels. These experiments are presently being repeated, 
and so no results are yet available. 

It can be seen in Fig. 1 that the values of Cm decrease 
steadily as U/u0 increases, such that when U/uQ == 1.0 , the values 
of C,,, are about 0.4 less than for U/uQ ~ 0 . The values of K 
range from 2.3 to 7.6, and v0/u0 ranges from 0.35 to 0.82. Both of 
these parameters appear to have had little influence on the value of 
C  , over the ranges quoted. 

In Fig. 2, the values of Cd decrease rapidly as U/u0 
increases from 0 to about 0.7. Then the values increase rapidly as 
U/uQ increases from 0.7 to 1.1. The reasons for this dramatic 
change are not clear. It was observed, however, that, for conditions 
in which 0/uo was approximately 1.0, the force records displayed a 
periodic behaviour whose period was twice that of the wave period. 
This may have been caused by a regular, asymmetric vortex shedding 
pattern, and it is proposed to investigate this further with the 
assistance of hydrogen bubble flow visualisation. If a vortex 
shedding pattern is causing the two-period variation in the force 
records as well as the change in the C^ values, then it is 
surprising that it appears to have had negligible effect upon the 
values of Cm . 

The ranges of K and vQ/u0 for the results shown in Fig. 2 are 
the same as those for Fig. 1, and once again these two parameters 
appear to have had little effect on the value of Cd . 

The values obtained for both coefficients were compared with 
those reported by others for conditions involving waves alone.   They 
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were generally within the range bounded fay the results obtained by 
Ramberg and Niedzwecki (1980), and the planar flow water tunnel 
results obtained by Sarpkaya, as reported by the previous authors. 
There was a slight tendency for the coefficients obtained for high 
values of U/uQ to be closer to Sarpkaya's results. 

The error analysis technique developed by Dean (1976), and 
modified by Chandler and Hinwood {1981) to apply to conditions 
involving waves plus a current, was used to determine the suitability 
of the experimental data for determining the drag and inertia 
coefficients. Generally, the experiments involving waves alone were 
better suited for determining the inertia coefficients. As the 
current velocity was increased, the drag force became more dominant 
until, for the maximum current speeds investigated, the data had 
become better conditioned for determining Cd than (^ . 

4.2 Wave Motion 

4.2.1  Description of Have Data 

All of the experimental results presented in this section are 
averaged results, obtained by averaging the data from at least ten 
successive wave cycles. For the comparisons of experimental results 
with theoretical results, the phase-matching of the different curves 
was done subjectively to achieve the best general fit over the whole 
cycle, rather than just matching the curves at, for instance, the 
crests. 

The same basic wave pattern was used for all of the comparisons 
presented. The main features of this wave pattern are as follows: 
H = 0.073 m ; h = 0.220 m ; T - 0.83 s (measured in the stationary 
reference frame); L = 0.968 m ; C = 1.166 m/s ; h/LQ ~ 0.205 ; 
H/L0 = 0.068 ; H/Hb = 0.43 . For these conditions, Dean (1974) 
suggests that Stokes V would be the analytical theory providing the 
best fit to the dynamic free surface boundary condition, but that the 
stream function V theory would be the best theory overall. For the 
conditions involving waves plus current, the average current velocity 
across the channel was 101 mm/s for Figs. 3 and 4, and 61 mm/s for 
Figs. 5 to 8. 

Similar comparisons have been done for a wave pattern with 
H = 0.047 m , T = 1.03 s and L = 1.310 m . The results are not 
shown in this report, but the observed trends and wave theory 
comparisons were found to be similar to those presented. 

For the linear theory predictions for waves plus current, the 
calculations were based on the measured wave height, the measured 
wavelength, and the period measured in the frame of reference moving 
with the current, as described in eqn (1). The average current 
velocity (61 mm/s) was added to the calculated horizontal orbital 
velocity. 

For the stream function predictions of waves plus current, the 
wave conditions were determined from the appropriate values of  h/LQ 
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and H/L0 , where LQ was set equal to the speed of propagation of 
the wave in deep water multiplied by the period measured in the 
stationary reference frame. The speed of propagation was calculated 
as the sum of the deep water wave celerity for the wave period 
measured in the moving reference frame, and the average current 
velocity. Once again, the average current velocity (61 mm/s) was 
added to the calculated horizontal orbital velocity. 

The measured velocities were all measured at a point 100 mm in 
from the side wall of the channel, and approximately 100 mm above the 
floor of the channel. The velocities were also measured 300 mm in 
from the wall, which is effectively in the middle of the channel, but 
these measurements were not used here since the laser-Doppler signals 
had higher noise levels than those obtained nearer the wall. Com- 
parisons were made between data measured at these two locations, and 
it was found that there was no significant difference between them. 

For the data presented in this report, the positive direction for 
the horizontal velocities is the direction of wave propagation. For 
the vertical velocities, positive is taken as being upwards. The 
surface elevations are also positive upwards. 

4.2.2 Wave Profiles 

Fig. 3 shows a comparison of the wave profiles for waves of 
identical height and period (measured in the stationary frame), one 
being for waves alone, and the other being for waves plus a current of 
101 mm/s. The introduction of the current lowered the levels of both 
the trough and the crest by about 6% of the wave height, and the 
trough was not as flat and shallow as for the zero flow case. The 
current also made the leading face of the wave flatter, and the 
trailing face slightly steeper. 

Figs. 5 and 6 show comparisons of the measured profiles with the 
linear theory and stream function theory profiles, for conditions 
involving waves alone and waves plus a current of 61 mm/s. For both 
flow conditions, the measured crests and troughs laid well above the 
linear theory predictions. For the zero flow case, the differences 
were about 8% of the wave height, while for waves plus current the 
differences were about 6%. The measured profiles had flatter 
troughs, and narrower, steeper crests than the sinusoidal profiles. 

For waves alone, the stream function profile compared extremely 
well with the measured profile. The measured crest and trough were 
about 1% below the predicted levels, and the general shape of the wave 
was almost identical. For the wave plus current condition, the 
measured crest and trough were about 4% below the stream function 
levels, and there was still reasonably good agreement between the 
shapes of the two profiles. 

The stream function profiles provided better predictions of the 
extreme water levels and water surface slopes than did the linear 
theory profiles, although the linear ones were still only about 8% to 
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Fig.   3       Comparison of measured wave profiles 
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Fig.   4      Comparison of measured horizontal velocities 
(H = 0.074 m,     T = 0.83  s,     y = 0.098 m) 
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10% of the wave height in error. The linear theory improved slightly 
for the waves plus current condition, whereas the stream function 
became slightly worse. 

4.2.3 Velocities 

Fig, 4 shows a comparison of the measured horizontal velocities 
for waves alone and for waves plus current. The average current over 
the cross-section of the channel was 101 mm/s, and the wave celerity 
for the zero flow condition was 1161 mm/s. The mean velocity over 
one cycle for the waves plus current condition at the point of 
measurement was 99 mm/s, and this has been subtracted from the 
velocities so that both curves have zero mean. The shapes of the two 
curves are very similar, but the waves plus current curve has a range 
about 6% greater than the waves only case. However, if linear theory 
corrections are applied to correct for the period measured in the 
moving reference frame and also the longer wavelengths of the waves on 
the current, then this reduces the waves plus current velocities by 
6%, making the amplitudes of the two curves almost identical. 

Figs. 5 and 6 show comparisons of the measured horizontal 
velocities with linear theory and stream function predictions. For 
waves alone, both theories gave similar velocity curves, and they both 
overestimated the peak velocities. The stream function theory over- 
estimated the velocity range by about 10%, whiIst the linear theory 
overestimated it by about 13%. For the waves plus current 
conditions, the stream function overestimated the range by about 10%, 
whereas the linear theory was only about 7% too great. 

Figs. 7 and 8 show the variation with depth of the peak 
horizontal velocity, for y/h varying from 0 to 0.7, where y is the 
height above the floor of the channel. Due to limitations of the 
laser-Doppler traversing rig, velocity measurements could not 
conveniently be obtained at levels higher than y/h =0.7 . Fig. 7 
indicates that for waves alone, both theories overestimated the 
velocity range, over most of the depth, by about 5% to 12%, with the 
stream function theory being generally slightly better. For the 
waves plus current conditions in Fig. 8, the mean values of the 
measured results became less than the average mean of 61 mm/s, as y/h 
increased. This suggests that there may have been a net circulation 
or drift set up in the channel, in addition to the steady flow. 
Looking at the velocity range, however, both theories once again 
overestimated the range by 5% to 15%. In this case the linear theory 
appears to have provided the better overall estimate. 

Figs. 5 and 6 also show comparisons of measured vertical 
velocities with the theoretical estimates. Generally the agreement 
is very good. For waves alone, the peak downward velocities were 
predicted to within a few percent by both theories, and the peak 
upward velocities were overestimated by both theories, by up to about 
5% for the linear theory. Overall, the stream function provided a 
better estimate. For waves plus current, the two predicted ranges 
were virtually the same as the measured range. The linear theory 
provided a slightly better fit at points between the peaks. 
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4. 2.4 Accelerations 

Figs. 5 and 6 show comparisons of measured and predicted 
horizontal and vertical accelerations, for waves alone and waves plus 
current. In Fig. 5, for waves alone, both theories overestimated the 
peak horizontal accelerations. The linear theory overestimated the 
range by about 12%, and the stream function theory was about 10% too 
great.   The stream function generally provided the better estimate. 

For the case of waves plus current, (Fig. 6), the linear theory 
slightly overestimated the negative horizontal acceleration peak and 
underestimated the positive peak, so that its estimated range was only 
about 1% less than the measured range. The stream function theory 
overestimated the negative peak appreciably, and slightly over- 
estimated the positive peak, so that its estimated range was about 9% 
greater than the measured range. 

The linear theory's prediction of the vertical acceleration, for 
waves alone, slightly underestimated the downward accelerations at the 
wave crest, and overestimated the upward accelerations at the trough 
by about 7%, This is consistent with the fact that the measured wave 
profiles had wider, flatter troughs than the sinusoidal profile. The 
stream function slightly underestimated the crest accelerations, and 
overestimated the trough accelerations, such that its estimated range 
was approximately the same as the measured range. 

For the vertical acceleration for waves plus current, both 
theories estimated the peaks and the range to within a few percent. 
The linear theory, however, provided the better estimate of the 
general shape of the acceleration curve. 

5.   CONCLUSION 

This paper reports some of the early results obtained from a 
continuing investigation of the forces exerted on submerged horizontal 
cylinders by wave and current action. The range and conditions of 
the experiments were limited, with Keulegan-Carpenter numbers ranging 
from 2 to 14 and Reynolds numbers ranging from 900 to 5000, based on 
the orbital velocities. Due to the small scale of the experiments, 
it cannot be hoped to be able to use the experimental results to 
recommend coefficient values for prototype conditions. However, it 
is hoped to be able to provide a greater understanding of the forces 
exerted by interacting waves and currents, and in particular how these 
forces and the force coefficients compare with those for waves alone. 

Early results from the force data analysis suggest that the 
values of the inertia coefficient decrease as the current velocity 
ratio U/u_ increases. Typically, the coefficients decrease from a 
value of about 1.4, at U/uQ = 0 , to about 1.0 at U/u0 - 1.0 . The 
drag coefficients initially decrease as 0/uo increases to about 0.7, 
and then they increase again, as U/u0 goes from 0.7 to 1 .1. As 
already discussed, this change in behaviour may be attributable to a 
dominant vortex shedding phenomenon. 
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The measured water surface elevations, water particle velocities 
and accelerations for conditions involving waves alone and also waves 
plus current have been compared with the results predicted by the Airy 
linear theory and the fifth order stream function theory. The wave 
conditions, which extend to H/H^ = 0.43 , are such that the linear 
theory would not be expected to be very accurate. It is found that 
the stream function theory provides better estimates of the elevation, 
velocities and accelerations, for conditions involving waves alone. 
Often, it is only marginally better than the linear theory, and the 
maximum errors associated with the linear theory are only about 10%. 
For conditions involving waves plus current, the linear theory 
generally provides a better estimate of the velocities and acceler- 
ations than does the stream function. The maximum errors for either 
theory are still normally less than 10% of the measured value. Both 
theories can therefore be used with reasonable accuracy for the types 
of wave conditions investigated here. It would also appear that 
velocity superposition is valid for both theories, for describing wave 
plus current conditions. 
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This paper describes the investigation of means of reducing wave 
action reaching the shoreward end of a power station cooling 
water outfall channel without resulting in significant head loss 
to the outflowing water.  A variety of conceptual methods of 
reducing wave action in the outfall channel was examined.  A 
physical model of the outfall was constructed.  It was found that 
a rubble mound wave energy dissipator located in the outfall 
channel dramatically reduced wave action at the discharge seal 
pit. 
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1. INTRODUCTION 

South Africa's first nuclear power station is located on the south 
west coast and will use seawater as a coolant. Up to 86 cumecs of 
seawater will be abstracted via an intake basin comprising two 
rubble mound breakwaters.  The intake basin has an area of about 
4 ha in which suspended sediments drawn into the basin through its 
900 m offshore, 9 m deep entrance will settle before removal by 
maintenance dredging. 

The warm return water will be discharged through a shallow outfall 
channel into the surf zone south of the intake basin. 

The cooling water system is designed to operate as a syphon to 
minimise pumping costs.  At the outfall, four low level 3 m diameter 
pipes discharge into a seal pit, over a weir and into a tapered 
concrete channel through the beach.  The weir crest is 40 m long 
with a level of 0,0 m G.M.S.L. (Geodetic Mean Sea Level).  The 150 
m long outfall channel is curved in plan and tapers to 20 m at the 
seaward end.  The level of the concrete floor is - 2,0 m.  The 
capping beams to the concrete sheet piled walls have a top level of 
+ 2,2 m. Mean sea level is at + 0,15 m G.M.S.L., Mean High Water 
Springs at 0,86 m and Mean Low Water Springs at - 0,56 m. 

The outfall structure was designed to resist full wave action, but 
after construction of the outfall, the Electricity Supply Commission 
(ESCOM) requested the designers to investigate means of reducing 
wave action in the outfall channel.  This decision was taken for 
several reasons but generally it was ESCOM's intention to research 
any improvements that might add to operating efficiency and safety 
of the station and thereby maintain the very high standard set by 
ESCOM for this project. 

This paper describes the investigation of means of reducing wave 
action reaching the shoreward end of the outfall channel without 
resulting in significant head loss to the outflowing cooling water. 

2. PHYSICAL MODEL 

A variety of conceptual methods of reducing wave action in the 
outfall channel was examined.  It was decided to construct a 
physical model of the outfall and foreshore in the vicinity of the 
outfall to examine wave action and to develop and test methods by 
which wave action could be reduced. 

A fixed bed, 1:30 scale Froude model was built in the hydraulics 
laboratory of the University of Stellenbosch. 

A general view of the modelled outfall and surrounding shoreline 
is shown on Photograph 1. 

The seabed over the prototype distance of 150 m from the end of the 
channel was constructed at a level equivalent to - 2,0 m GMSL. 
Further offshore the water depth was gradually increased to provide 
the depth required for the mechanical generator. 
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PHOTOGRAPHS 

1 :      GENERAL  VIEW OF MODEL 

2:     CLOSE-UP VIEW OF MODEL OUTFALL  STRUCTURE 
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In the prototype, jet action of the water discharged from the 
outfall is likely to scour the sandy bed in front of the channel 
exit, but further seaward, an offshore bar is likely to form.  The 
sea bed level at the offshore bar is unlikely to be lower than the 
chosen fixed bed level in the model (- 2,0 m) and hence the result- 
ing depth limited waves entering the channel in the model were 
considered to be a reasonable simulation of prototype conditions. 

Regular waves generated in the model were controlled to approach 
the breaking limit close to the channel entrance in order to 
maximise the wave energy entering the channel.  Wave periods 
between 6 and 16 seconds were used in the model.  It was found that 
10 second waves produced effects as severe as any other periods in 
the model. 

This period, which is typical of a large proportion of waves recorded 
at the site was therefore used in the majority of tests. 

Photograph 2 shows the model of the outfall structure with the 
modelled pipe transitions between the outfall structure and straight 
lengths of 3 m diameter (prototype) pipes connecting the structure 
to a reservoir. Water was pumped from the model into the reservoir 
(via a V-notch weir) to simulate the cooling water flow through the 
outfall.  By means of varying the recirculating flow and capping 
off the pipes leading to the model C.W. structure, variable flows 
through any combination of the four C.W. ducts could be simulated. 
Model tests included no-flow, 40 cumec and 80 cumec flow conditions. 
Forty cumec flow conditions simulated the closure of either Reactor 
1 or Reactor 2 by directing the flow through the northern (left hand 
side on photograph 2) or the southern pair of ducts respectively. 
The model C.W. outfall structure had removable perspex slabs to 
represent the temporary stoplogs.  Various still water levels 
ranging from - 1,5 m to + 2,1 m were used in the model.  Most of 
the tests were carried out with the S.W.L. at + 1,6 m as this was 
considered to be a realistic normal upper design condition and 
corresponded approximately to an event with a recurrence interval 
of 5 years.  An extreme still water level of + 2,1 m was also tested. 
It had been calculated that the recurrence interval of this event, 
based on an extrapolation of the available records of water level 
fluctuations due to tide, surge plus long period (50 s to 300 s) 
wave action, will be in excess of 50 years.  (This is the minimum 
recurrence interval resulting from the most pessimistic of the data 
using a Weibull population distribution.) 

In order to record wave induced pressure surges in the pipes, mano- 
meter tubes were fitted to each of the four perspex pipe transitions 
entering the rear of the seal pit.  In addition, pressure transducers 
were fitted diametrically opposite the manometers on the northern and 
southern ducts and linked to an analogue recorder. 

Wave heights at the closed stoplogs were also measured. 

The wave direction used in the model was 247,5 degrees (true bearing 
of wave orthogonal).  This corresponded to the mode of the winter 
wave directional spectrum, (1,25 degrees north of the mode of the 
summer spectrum), was normal to the seabed contours between -5m 
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and - 10 m and was 9 degrees north of the C.W. channel centreline 
at its seaward end. 

MODEL TESTS OF THE UNMODIFIED C.W. OUTFALL 

3.1 No-Flow Conditions 

A full range of tests was carried out to study the behaviour 
of the C.W. outfall without modification when subjected to 
various discharge flow rates and wave conditions. 

Wave induced pressure surges in the ducts under no-flow and 
various flow conditions were measured and in addition, 
observations were made of the height to which the waves rose 
against the closed stoplogs.  General wave action in the 
channel and over-topping of the channel walls was noted. 

Model tests were carried out over a range of conditions 
including various wave periods, water depths, stoplog closure 
and flow rate conditions. 

Photograph 3 shows the general pattern of wave action in the 
channel under conditions of no-flow.  The waves which enter 
the seaward end of the channel are generally compressed 
against the southern wall of the outfall channel due to the 
curvature of the channel, resulting in a variation of wave 
height across the width of the outfall structure, with larger 
waves at the southern end. 

Waves reflected off the vertical face of the stoplogs and walls 
of the structure were observed travelling seawards, resulting 
in increased wave height where the waves interact. 

For still water levels higher than about + 1,6 m, an increas- 
ing proportion of wave crest overtopped the channel walls and 
hence wave action due to standing waves caused by the inter- 
action of incident and reflected waves was reduced. 

Photograph 4 shows a test carried out with the waterlevel at 
+ 1,6 in and wave period of 10 seconds.  During this test the 
wave height at the stoplogs on the most southern side of the 
structure was such that a spout of water was projected through 
the gap between the overhead bridge (+ 5,0 m) and the stoplogs. 
These test observations appeared to correspond closely with 
the observations on site and corresponded to the most severe 
conditions observed in the model. 

Pressure surges in the ducts for the no-flow conditions and 
stoplogs removed were also recorded. 

3.2 Half and Full Flow Conditions 

Flow of cooling water in the channel resulted in reduced wave 
action in the channel and hence reduced pressure surges in the 
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3:  TYPICAL WAVE ACTION IN CHANNEL 

(SWL +1 ,6 m GMSL) 

4:  WAVE ACTION ON STOPLOGS-SOUTH BAY 

(SWL +1 ,6 m GMSL) 
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ducts, as compared with the no-flow condition.  The degree of 
reduction depends on flow velocity in the channel and therefore 
is greatest for large flow rates and shallow depths, (i.e. 
at low tide levels). 

As a result of the variation of wave height across the outfall 
structure, (increasing from north to south i.e. left to right 
in photograph 4), a corresponding variation of pressure surges 
was recorded in the ducts. 

Surges in the most southern duct, for the case of an extreme 
S.W.L. of + 2,1 m and 40 cumecs flow in the northern ducts was 
found to be 1,5 m. 

Tests carried out under 40 cumec flow showed that wave action 
in front of the no-flow half of the structure and pressure 
surges in the corresponding no-flow ducts with the stoplogs 
removed were slightly less severe than for the complete shut- 
down condition. 

4.  POSSIBLE MEANS OF REDUCING WAVE PENETRATION 

To reduce wave action at the outfall structure, a number of struc- 
tural alterations or additions were considered.  These fall into 
two basic categories, those than sought to prevent waves reaching 
the seaward end of the outfall and those that modified wave action 
within the outfall channel. 

From preliminary evaluations of the various schemes that were 
considered, the following conclusions were reached.  Some qualita- 
tive model testing was used to support conclusions drawn. 

Offshore Structures 

In this category an offshore rubble mound breakwater constructed 
either linked to or isolated from the southern breakwater of the 
intake basin was considered.  Its position, orientation and length 
would have needed careful study but in any case it would have been 
very expensive. However, it would also have had potential disad- 
vantages in its deflections of the discharge plume and the changes 
it would have imposed on siltation which may have been encouraged 
in its shadow. 

Such a breakwater for a somewhat lower cost could have been 
attached to the north side of the channel thus retaining the 
continuity of the discharge jet, although the jet would have been 
deflected to the south with a potential loss of cooling efficiency. 
Scour at the base of the structure would have been a problem. 

To retain the jet discharge direction two rubble mound breakwater 
arms could have been built on either side of the outfall, with 
spending beaches each side of the present outfall.  This solution 
would also have been expensive, but it was nevertheless tried in 
the model.  The brief trial indicated that very little protection 
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was afforded and that the outflow currents reduced the spending 
effects. 

Despite the advantage that offshore structures could have been con- 
structed during operation of the outfall, it was concluded that 
offshore structures would be investigated further only if high cost 
were justified and all other options were relatively unsuccessful. 
They were not therefore considered further and it was decided that 
solutions inshore of the sea end of the outfall should be persued 
as more likely to meet the requirements. 

Outfall Channel Modifications 

- Moveable Devices 

Moveable devices were considered as a possibility for insertion 
or operation during extreme wave conditions or under particular 
operating or shut down conditions.  Such devices included for 
example gated structures, floating breakwaters or caissons but 
in all cases would have been attended by maintenance problems. 
Disadvantages would have varied with the particular arrangement 
and operating conditions but would have included problems of 
moving, maintenance, disruption of flow and flow back-up.  It 
was concluded also that periodic floating-in or launching a struc- 
ture would have been impracticable in this coastal environment. 
These solutions were therefore rejected. 

- Reduction in channel entrance width 

Reduction of the outfall end width appeared attractive but of 
course higher discharge velocities at low levels would have 
caused flow back-up and consequent scour problems would have 
resulted.  Nevertheless a trial was made on the model which 
indicated that significant wave action still penetrated the 
outfall channel. 

- Increased roughness and/or canalising flow 

The addition of increased roughness to the sides and bottom of the 
outfall channel was mathematically investigated and found to have 
little effect.  Even the use of a number of splitter walls with 
artificial roughness was found to offer only a modest reduction in 
wave height.  It would, in any case, have been very difficult to 
construct such splitter walls. 

One new wall down the centre of the outfall channel was able to 
concentrate the 40 cumec flow over half the channel to equal the 
velocities of 80 cumec over the whole channel but did not reduce 
wave penetration in the no-flow condition.  This solution would 
also have been somewhat difficult structurally and expensive to 
build. 

- Change in Channel plan geometry 

More fundamental changes to the plan geometry of the outfall channel 
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were then considered.  Resonator basins could have been used to 
damp out wave action travelling along the walls, particularly 
on the south side.  Each resonator needed to be designed for a 
narrow band of wave period and a number would have been needed 
to cover sufficient of the wave spectrum. 

Fairly fine tuning of the group would have been needed to 
optimise the result and hence they would have been less efficient 
when non-designed conditions occurred.  Construction would have 
involved cutting down substantial lengths of the outfall piles 
and driving a longer indented length at high cost. 

A simpler constructional approach would have been to build a com- 
bination of deflectors and wave breakers in the channel.  A 
typical solution on these lines was modelled and showed that 
benefits might be obtained from the absorption but that the 
deflectors were less effective.  Structural problems would have 
been similar to the central walls and probably expensive to 
overcome.  An advance on the wave absorption theme could have 
been to cut off some of the side piling and produce a spending 
beach just outside the channel.  The cut off level would have 
needed to be low, only the outer ends of waves would have been 
affected, and outflow would have been distorted. 

To avoid expensive removal and reconstruction in the channel, 
isolated wave absorbing devices could have been placed in the 
channel, for example, shaped perforated blocks.  These were 
tried in the model but the wave period was too long for their 
effect to be noticeable.  These would, of course, have caused a 
restriction to outflow. 

Many of the above solutions were found to have inherent cost or 
effectiveness disadvantages, however two promising solutions were 
a long slab spanning the entire width of the outfall at a relative- 
ly low level, and a rubble mound wave energy dissipator (WED) 
constructed inside the channel. 

The first of these was sufficiently interesting to seek a degree 
of optimisation by model tests, from which it was concluded that, 
located near the downstream end of the channel and spanning 20 
metres across it, an unbroken slab extending over about 18 metres 
length of the channel was needed.  The level of the slab soffit 
had to be set at about 0,0 GMSL to prevent the passage of wave 
energy whilst allowing outflow of 80 cumecs beneath it.  Large 
wave forces were involved, however, and the slab needed to be heavy. 
Its weight required separate support outside the sheet piling, 
which was not designed to support such loads. 

There was sufficient head loss in the cooling water outflow across 
the slab (approximately 600 mm under the worst conditions).  Wave 
resonance between the outfall structure and slab occurred under 
certain conditions which required the introduction into the channel 
of simple anti-resonance devices.  The slab cut out wave overtopping 
at the inshore end of the channel and would have been virtually 
maintenance free.  However, there could have been problems of 
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stability during construction and a lengthy model study would have 
been needed to optimise the design.  The cost was estimated to be 
50% more than the WED mound and therefore this alternative was 
carried no further. 

The wave energy dissipator (WED) mound comprises a periphery of 
heavy precast concrete blocks in the centre of the outfall commencing 
at a point 25 m seaward of the crest of the seal pit weir and ex- 
tending about half way down the channel.  Inside the blocks, a 
rubble mound is constructed up to a peak level of + 3,0 m GMSL in 
the centre of the channel.  The layout tested is shown in photographs 
5 and 6. 

During the course of testing the possibility of splitting the mound 
into two parts, one along each side wall of the channel, (for easier 
construction) was examined, but the result was far less effective 
hydraulically. Only the centre channel mound was therefore evalua- 
ted during the remaining model tests. 

It quickly became apparent that the WED was not very sensitive to 
detailed adjustments in design, it was effective over a wide range 
of wave periods, and it eliminated resonance. 

It achieved a significant reduction in wave action at the outfall 
structure under no-flow conditions and substantially reduced surge 
in the pipes when flow was present.  It produced an insignificant 
loss in head in cooling water outflow. 

The effectiveness of the WED in reducing wave penetration is due to 
three basic hydraulic phenomena: 

(i)   As a wave travels up the outfall it moves between the channel 
walls and the sloping rock bank.  The latter causes wave 
refraction, so bending the wave front at that end and 
allowing its energy to be partly spent in the top of the 
rubble mound. 

(ii)  As the shoreward end of wave diffracts around the round head 
of the WED and the energy which remains is spread over a 
greater width of channel before reaching the outfall struc- 
ture leading to a reduction in wave height. 

(iii)  During the half flow condition, the WED concentrates almost 
all the flow down one side of the channel, which effectively 
results in the same wave energy exclusion by current in that 
side of the channel as in the full flow condition over the 
full channel.  The wave energy reaching the operating side of 
the outfall is thus further reduced. 

The WED had one potential problem, namely how to construct it taking 
account of wave action and whilst still permitting outflow up to 
40 cumecs in the channel.  Further consideration, however, led to 
the conclusion that suitable temporary works could be devised to 
make the scheme entirely practicable. 
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5:  MODELLED WAVE ENERGY DISSIFATOR  (SWL -0,5 m GMSL, flow 80 cumecs) 

6:  MODELLED WAVE ENERGY DISSIPATOR  (SWL +1,0 m GMSL, flow 80 cumecs) 
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5. MODEL TESTING OF THE RUBBLE MOUND WAVE ENERGY DISSIPATOR 

Various preliminary tests were carried out to finalise the general 
arrangements of the WED concept and these included tests on a 
series of tall blocks projecting above the water surface around the 
perimeter of the mound to 'deflect' the wave towards the mound, 
additional V-walls along the length of the mound and a pier connect- 
ing the outfall structure with the shoreward end of the mound. These 
were found to have nominal benefit with respect to reducing the wave 
activity at the structure in relation to the cost of providing such 
refinements.  A definite reduction in wave energy dissipation was 
noted for a reduced mound length. 

Model testing of the WED has shown that it is capable of dissipa- 
ting a large proportion of the incoming wave energy.  There was also 
a significant reduction in wave activity and pressure surges on the 
no flow side of the structure under half flow conditions. 

For the + 1,6 m design water level the maximum wave height recorded 
at the stoplogs was found to be 1,2 m for the no flow condition with 
all stoplogs in place - photograph 7. 

It was found necessary to have 'toe1 blocks to the rubble mound in 
order to ensure the stability of the rock in the mound under extreme 
low tide conditions when the velocity in the channel resulting from 
an average discharge of 86 cumec was greatest.  An extreme low water 
level test equivalent to a water level of - 1,5 m (recurrence 
interval in excess of 1000 years) showed flow conditions to be 
acceptable and that the toe blocks would be stable. 

Tests at the extreme high still water level of + 2,1 m indicated 
that the surge in the southern duct would be 0,6 m for the 40 cumec 
flow condition.  The WED rock mound was also noted to be stable for 
the + 2,1 m water level and no flow condition. 

6. APPLICABILITY OF MODEL RESULTS TO PROTOTYPE 

Comparison of the roughness in the model channel with that in the 
prototype indicated that the model was marginally rougher than the 
prototype.  For the 80 cumec flow and still water level at + 1,6 m 
the additional friction in the model could be expressed as an 
additional 10 mm of prototype head backup in the outfall chamber. 
The additional friction would result in very slightly lower channel 
velocities and correspondingly less wave reduction in the model, 
leading to conservative observations of surge. 

With the WED in place the relative roughness of prototype and model 
are comparable. 

The use of regular waves of equal height in the model represents 
the fairly severe condition of the wave train of maximum wave 
heights compared with a normal wave spectrum which would include 
a spread of wave height and wave periods. 



WAVE ENERGY DISSIPATION 2201 

7:  WAVE ACTION ON STOPLOGS WITH WAVE ENERGY DISSIPATOR IN PLACE 

(c.f. photograph No. 4) 

(SWL +1,6 m GMSL) 
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8:  TEMPORARY WEIR IN OUTFALL CHANNEL 

9:  COMPLETED WAVE ENERGY DISSIPATOR IN SERVICE 
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7. CONSTRUCTION 

The WED was designed in such a manner that it could be constructed 
with minimum interference with the operation of the power station 
contractor.  This was particularly important since cooling water 
pumping tests (40 cumecs) were scheduled to commence prior to com- 
pletion of construction.  Furthermore, these tests were likely to 
be intermittent and of unspecified duration. 

A temporary weir (Photograph 8) had been built in the outfall 
channel ahead of construction of the WED to minimise C.W. flow 
velocities in the construction area and as far as possible to re- 
duce the return of sand removed from the construction area of the 
channel.  The weir would also afford a degree of wave exclusion. 

The weir consisted of tubes made from anchovy fish net filled with 
58 mm aggregate.  Each tube had a mass of about 2 tonnes.  This 
design successfully accommodated large settlements into the 
sand infill on which part of it was constructed and facilitated 
easy removal. 

The rock mound consists of a 1 metre deep underlayer of 0 to 1 
tonne quarry run rock placed within the precast concrete toe blocks 
and the remainder of rock is 1 to 3 tonne mass. 

The completed structure is shown in Photograph 9. 

8. CONCLUSION 

It was found that a rubble mound wave energy dissipator located in 
the outfall channel dramatically reduced wave action at the dis- 
charge seal pit.  Under maximum discharge the additional head loss 
in the channel due to the WED was found to be negligible.  The 
authors believe that the rubble mound wave energy dissipator pro- 
vides an economical and highly effective means of suppressing wave 
action in an outfall channel without creating impediment or head 
loss to the cooling water discharge. 
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by 
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ABSTRACT 

In the design and construction of waterfront bulkhead systems, it 
is essential to consider the coastal effects of tides, waves, boat 
wakes, currents, bottom sediment movement and bottom scour. Many 
improperly designed bulkhead systems experience severe loss of back- 
fill and toe materials with the bulkhead eventually failing if it 
is not corrected in time. Inadequate drainage, joint connections, 
and/or inadequate toe protection are typically the causes of failure. 

This paper describes an investigation of a bulkhead system 
supporting a large waterfront development in southern California which 
was experiencing widespread sinkhole development in the bulkhead's 
backfill and was on the verge of losing toe material. The objective 
of this investigation was to determine the extent and cause of ongoing 
subsurface erosion, to evaluate its effect on the bulkhead stability, 
and to recommend and design mitigative measures. The cause of the 
erosion was determined to be piping of fine grained soils due to 
inadequate backfill drainage. A remedial drainage scheme was designed 
and field-tested, and several structural repair schemes were suggested 
for portions of the bulkhead where accumulated damage affected the 
integrity of the structure. 

INTRODUCTION 

The Channel Islands waterfront development in southern California 
consists of approximately 585 lots adjacent to artificial waterways 
connected to the Pacific Ocean. The lots are supported by concrete 
retaining walls or bulkheads completed in 1970. Two types of pile- 
supported bulkhead designs were used in this development: an L-shaped 
retaining wall without tie-back anchors and a precast panel and 
pilaster system with tie-back anchors. The latter was used for 231 
lots and is the subject of this paper. 

President, R.M. Noble &  Associates 
2 
Associate, Dames & Moore 

3 
Project Engineer, Dames & Moore, Los Angeles, CA 
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Within a period of 2 to 4 years after the completion of construc- 
tion, several sinkholes and areas of subsidence were observed in 
various lots. The purpose of this investigation was to inspect the 
bulkheads and to assess their safety and stability. Following the 
initial assessment, the physical causes of the observed defects were 
investigated and, where necessary, recommendations for remedial 
measures were made. 

BULKHEAD STRUCTURE 

A typical cross section of the bulkhead is shown on Figure 1. 
The bulkhead is 9.5 feet high and consists of precast concrete panels, 
which are supported by precast concrete columns, 11 feet on center. 
The columns are tied back by anchors to a continuous concrete deadman 
and rest on a continuous 4-foot-wide by 2.5-foot-high poured-in-place 
footing which is supported by one row of batter timber piles. Two 
weepholes per panel, with wire mesh screens, are provided for drainage 
of the sand backfill. 

+7.5 

EXISTING WEEPHOLE 

±0'   MSLy 

,P5 
8ILTY SAND 

P8« 

Note: MSL = Mean Sea Level 

Figure 1. BULKHEAD CROSS SECTION 
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The waterway channel is dredged to a depth of approximately 
6 feet below the bottom of the bulkhead footing. The underwater slope 
of 2(h):l(v) is protected by filter cloth and riprap. The elevation 
of the original ground surface was about 2 to 3 feet below the bulk- 
head top elevation. The construction of the waterfront development 
proceeded in three major steps: (1) excavation of channels with berms 
for bulkhead footing and concrete deadman; (2) construction of bulk- 
head; and (3) backfilling to existing grade, final grading and placing 
of slope protection. 

INVESTIGATION 

At the time of this investigation, approximately 50 percent of 
the waterfront lots were unimproved and accessible, while the rest 
were built on, and thus were not inspected. The investigation con- 
sisted of a visual inspection of all accessible lots, an exploratory 
drilling program on a few selected lots, a diving survey of selected 
underwater slopes, and a field testing program involving the instal- 
lation of pore water pressure gauges on two selected lots for the 
purpose of measuring hydraulic gradients due to tidal movements within 
the backfill. Finally, one of the instrumented lots was selected to 
field-test remedial drainage measures. 

Visual Inspection 

During the visual inspection, numerous sinkholes measuring 
approximately 0.5 to 2 feet in diameter and 1 to 3 feet in depth were 
encountered immediately behind the wall. Such sinkholes were found 
mainly at the joints between the columns and wall panels and in a few 
cases at the locations of the weepholes in the center sections of the 
panels. In addition to the sinkholes, several areas (approximately 
10 by 10 feet) with a subsidence on the order of 2 to 4 inches were 
encountered, usually at convex bulkhead corners. 

Subsurface Investigation 

Subsurface conditions were explored by drilling at least two 
borings each on seven selected lots, ranging in depth from 9 to 17 
feet below the ground surface. Undisturbed soil samples were obtained 
at intervals of aproximately 2 feet. The emphasis of the laboratory 
testing program focused on grain-size analysis and determination of 
dry density, both considered to render data for evaluating the soil's 
potential for subsurface erosion (piping). 

A typical subsurface profile in the immediate vicinity of the 
bulkhead is shown on Figure 1. A backfilled wedge of loose fine sand 
extends down to the footing base, which is underlain by soft natural 
sandy to clayey silts. The loose sand backfill is generally covered 
by a stiff silt layer of 3 to 4 feet in thickness. The soils behind 
the backfill wedge range from loose silty fine sands to dense sandy 
silts. 
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Underwater Slopes 

The upper, riprap-covered portion of the underwater slope extends 
from an elevation of 1 foot below the top of the footing to 4 feet 
below the top, and slopes 2(h):l(v). After having reviewed prelimi- 
nary data from the Phase I investigation and results of the bathy- 
metric survey, several locations were explored qualitatively by 
divers. Generally, sandy silt deposits up to 8 inches in thickness 
were encountered on top of the footings, as well as on the riprap- 
covered slope extending downwards from the toe of the wall. 

Judging qualitatively, the underwater slopes, seemed to be 
intact with the exception of the slopes at the convex corners of two 
lots. At one of these lots, the top of the slope had settled exten- 
sively, and a gap had developed between the footing base and soil. 
The gap was up to 17 inches high, and up to 4 feet deep. At the other 
lot, the top of the slope seemed to have settled also, however, 
without exposing a gap. 

Pore Pressure Measurements 

Pore pressures were measured in order to evaluate pressure 
gradients resulting from seepage toward the channel at low tide. 
Figure 1 shows the layout of the installed piezometers which consisted 
of instant-responding pneumatic pore pressure probes. After allowing 
a minimum of 7 days for stabilization of seepage conditions after 
installation, the piezometers were read hourly during one 24-hour 
cycle of extreme tidal movements. Relating the measured pore pres- 
sures to the free water level in the channel, it was possible to 
construct flow nets indicating areas of high hydraulic gradients in 
the backfill and bulkhead foundation which are especially endangered 
by piping. 

The general trend of seepage gradients versus time in the back- 
fill is shown graphically on Figure 2. The upper portion of the 
figure shows the pore pressure differentials, with reference to the 
free water level in the channel, at the locations of the installed 
piezometers. For instance, a pore pressure differential of +2 feet at 
a particular location and time would mean that the ground water in a 
hypothetical stand pipe installed at this location would rise 2 feet 
above the water table in the channel. The ground water seepage would 
thus be directed towards the water channel. From the standpoint of 
piping, the most severe conditions exist at the peak of positive pore 
pressure differentials. The lower portion of Figure 2 is a plot of 
the corresponding tide elevations versus time. 

Flow nets were constructed at several critical times, making 
simplified assumptions, such as homogeneous soil conditions and 
two-dimensional flow conditions. The flow nets shown on Figure 3 
represent two "snapshots" of a constantly changing flow pattern in the 
backfill. The indicated times (1 a.m. and 3 a.m.) for which the flow 
patterns are depicted correspond to the time scale of the graph on 
Figure 2. 
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The flow net at 1:00 a.m. indicates a zone of flow reversal 
moving away from the wall as the free water level in the channel moves 
down. The fact that this flow reversal condition, involving very 
small relative pressure differentials, could consistently be derived 
from actual pore pressure measurements increased confidence in the 
piezometer data. 

The most critical flow condition in terms of underground ero- 
sion (piping) is demonstrated with the flow net at 3:00 a.m. The 
flow lines in this and subsequent "snapshot" flow nets (not shown 
here) suggest that the bulk of the seepage water escapes through the 
vertical panel/column joints above the footing. 

BEFORE DRAIN INSTALLATION 

Note: MLLW = Mean Lower Low Water = -2.8' MSL 

Figure 2. PORE PRESSURE MEASUREMENTS 
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Although the test results did not indicate significant seepage 
underneath the footing, a second test was performed with two addi- 
tional piezometers (P-7 and P-8 in Figures 1 and 3) inserted on the 
waterside beneath the footing, with the objective to study the seepage 
in the foundation soils. It was observed that these two additional 
piezometers essentially fluctuate in phase with the free water level 

a) 1:00 A.M. 

REFERENCE 

•(0.80) 

"(o.ae) 

(0.84) 

PRESSURE HEAD (FT)-(0.72) 

b) 3:00 A.M. 

REFERENCE 
(O.OO)^ 

' /  /-> -?       *(2.85) 

,.„»/        *<2.81) 

PRESSURE  HEAD  (FT) "(2.91) 

* PIEZOMETERS  ADDED  FOR 2nd  TEST 

Figure 3.    FLOWNETS 
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in the channel. This indicates minimal seepage in the lower por- 
tions of the subsoil beneath the footing. However, it does not 
exclude the possibility of concentrated seepage through a gap or thin 
soil layer just beneath the footing base. 

CONCLUSIONS 

The primary cause for the development of sinkholes and subsided 
areas behind the bulkhead is loss of sand backfill through the panel 
joints caused by seepage forces (piping). Sinkholes and subsidence 
are initially of only cosmetic consequences. However, if such condi- 
tions were neglected for long periods, progressive failure involving 
the bulkhead footings and/or deterioration of the underwater slope 
could develop. Such conditions were actually encountered at some 
locations as described above. 

Piping underneath the footing base does not appear to be a 
primary cause for loss of material. However, once a gap has developed 
between footing base and subsoil, migration of the sandy backfill 
progressively accelerates underneath the footing. Because the bulk- 
head rests on piles, the soil tends to settle away from the footing 
due to minor creep movements of the underwater slope. such creep 
movements are believed to have caused the slumping of the slope at 
some locations observed by the underwater survey. 

Summarizing, there is evidence that cyclic seepage forces 
(piping) mainly due to tidal action, are responsible for existing 
subsidence, sinkholes and gaps. Therefore, the main objective of 
remedial measures discussed in the following sections is the reduc- 
tion of these seepage forces. In addition, at selected locations 
where progressive undermining of the footings is already taking 
place, repair schemes for foundation and/or underwater slope will be 
discussed. 

REMEDIAL MEASURES 

Backfill Drainage 

Consideration was given to various kinds of drainage systems, 
including vertical sand (or wick) drains, gravel drainage trenches, 
inclined wick drains, and horizontal well-point drains. A desk study 
narrowed the alternatives down to two: the inclined wick-drain system 
and the horizontal well-point system. 

The schematic of the inclined wick-drain system is shown on 
Figure 4. A typical wick drain is 3 to 4 inches wide and consists of 
a corrugated plastic core wrapped in filter fabric. These drains are 
installed with a mandrill pushed into the ground with the wick drain 
attached to its point. Upon withdrawal of the mandrill, the drain 
stays in the ground acting as an effective drainage channel. The 
drains would be installed from the land side, aiming at a center 
location just above the footing. After installation of the drains, a 
gravel-filled filter-cloth pouch would be inserted, from the water 
side, through a hole drilled in the concrete panel. 
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Because access from the land side was judged to be quite diffi- 
cult for the majority of the waterfront properties, the drainage 
method involving horizontal well-points (installed from the water 
side) was finally selected for a field test. No. 7 well points 
(0.007-inch-wide  slots)  3/4-inch  in diameter were used for this  test. 

Cross Section 
+ 7.5'   MSL 

b)    Plan View 

GRAVEL FILLED 
FILTER CLOTH 
POUCH 

Figure 4.  INCLINED WICK-DRAIN SYSTEM 
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The grain size distribution of the backfill material indicated that 
approximately 10 to 15 percent would pass the 0.007-inch sieve. While 
initially small amounts of the fine soils might pass through the well 
screens, rearrangement of the grains around the well screen will 
eventually develop a natural filter preventing further material loss. 
The field test was conducted at the location which was previously 
instrumented with piezometers, in order to compare hydraulic gradients 
before and after installation of the drainage system. Figure 5 
shows the layout of the field test. 

a) Cross Section 

EXISTING WEEPHOLE 

±0'   MSL g 
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b)    Plan View 
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Figure 5.     HORIZONTAL WELL-POINT SYSTEM 
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Based on experience with dewatering in similar soils, two drains 
per panel were estimated to be sufficient for significant drawdown of 
the water table in the backfill between the drains. A total of six 
horizontal drains, two per panel, were installed for the field test. 
Two well points are of plastic (PVC) and four are of stainless steel. 
While the material is insignificant for the functioning of the drains, 
it was found that the stainless steel well points were installed more 
conveniently than the plastic ones. The latter had to be driven with 
a mandrill acting on the pointed tip, and care had to be taken not to 
separate the tips during the driving procedure. 

The evaluation of the drains' effectiveness relied on pore 
pressure measurements in the backfill before and after the installa- 
tion. Figure 2 shows the pore pressure differential towards the free 
water level, measured during a critical tidal cycle before the drain 
installation, and during a similar cycle after the installation. 
Plotted pressure potentials (after installation) are those of loca- 
tions P-l through P-3, represented by the piezometers closest to the 
wall. Any potential piping which could lead to development of a gap 
would occur through seepage from the loose backfill at the footing/ 
subsoil interface rather than through deeper zones of the underlying 
silty soils. The most important piezometer location is P-l since it 
represents the conditions in the loose backfill just above the footing 
base. P-2 and P-3, on the other hand, were expected to record higher 
pore pressure differentials than P-l, because of the time lag caused 
by slower drainage of the natural silts in which they are embedded. 

Piezometer P-l shows a rather large reduction, due to the drains, 
of the maximum pressure potential towards the free water level (from 
3 to 1.4 feet). The well points are approximately 1 foot higher than 
the minimum water level of the tidal cycle under consideration. 
Therefore, at the time of minimum water level, the ground water behind 
the wall forms a pool whose water table remains roughly at the well 
point outlet. Thus, the recorded pressure differential can not be 
smaller than 1 foot, even under perfect drainage conditions. Hence, 
the field test with horizontal well points was considered successful 
and this drainage system was recommended for remedial measure of the 
entire bulkhead system. 

For the locations where apparent gaps beneath the footing base 
have already developed, repair measures for the footing and/or un- 
derwater slope protection were designed as described in the subsequent 
section. 

Foundation Repair and Slope Protection 

For lots where apparent gaps beneath the footing base had al- 
ready developed, it was recommended that the gaps should be closed by 
grouting with provisions for proper formwork to retain the grout. The 
slope protection on these corner lots was to be upgraded to resist 
future erosion. Two schemes were developed for the foundation repair 
work. One scheme was to allow visual pile inspection at the pile- 
footing connection in case of marine borer attack on the piling. The 
potential for marine borers reaching exposed piling during extreme low 
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tides was considerable in areas with large gaps beneath the bulk- 
head footing. The second scheme only differed from the first in that 
it did not easily allow for visual pile inspection. 

The two schemes are shown in Figures 6a and 6b. These schemes 
called for driving sheet piling several feet into the bottom in front 
of the bulkhead footing. The sheet piling would be secured to the 
footing and act as a protective curtain wall from bottom scour (ero- 
sion) exposing the pile-footing connection. The space between the 
footing and sheet pile wall would then be filled with concrete, and a 
grout pipe would be inserted behind the bulkhead to the base of 
footing to grout all void areas beneath the footing. 

Figure 6. FOUNDATION REPAIR SCHEMES 

(1) Remove rock slope protection. 

(2) Drive sheet piles. 

(3) Secure sheet piles to concrete footing. 

*(4) Install support members and dewater. 

*(5) Excavate and inspect pile. 

(6) Fill with concrete and insert 4" pipes 3-5 feet on 
center, extending into the cavity (5). 

(7) Pressure grout until grout extrudes from PVC pipe (6) 
(alternatively, pressure grout through PVC pipe). 

(8) Cut off sheet pile at top elevation on concrete. 

Note: Applies for Figure 6(a) only. 
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It was recommended that the slope protection for the corner lots 
be upgraded by use of either rock riprap and filter cloth or a con- 
crete mattress and filter cloth as shown in Figures 7a and 7b. In 
addition, concentrated seepage of surface water into the backfill 
immediately behind the bulkhead was to be prevented by appropriate 
surface drainage. 

Figure 7. SLOPE PROTECTION 
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Abstract 

A survey of existing Corps breakwaters with concrete armor units 
and hydraulic model tests of rubble-mound breakwater trunk sections 
protected with dolosse were conducted to determine the effects of broken 
armor units on breakwater stability and to establish some criteria by 
which decisions can be made as to when maintenance and rehabilitation 
work should be initiated on damaged concrete armor unit cover layers. 
The survey revealed that where good engineering designs were used, 
prototype breakage has been random and has not exceeded about 3 percent 
of the total number of units placed.  The model tests, conducted with 
both breaking and nonbreaking waves with no overtopping, revealed the 
percent breakage can be quite a bit higher than 3 percent before the 
overall functional integrity of dolos cover layers is affected. 

Introduction 

In the past few years, the amount of breakage and the effect that 
broken concrete armor units have on breakwater stability have caused 
serious concern to designers and field engineers that are responsible 
for safe and reliable structures.  Although concrete armor units have 
been and continue to be used extensively throughout the United States 
and the world (SPM, 1977), very little field performance data (Lillevang 
and Nickola, 1976; Zwamborn and Van Neikerk, 1981) and/or laboratory 
research (Davidson and Markle, 1976) are provided on the effect such 
breakage has on the stability of coastal structures.  The need to 
determine prototype experience and to supplement these data with 
engineering research is of utmost importance. 

Objectivies and Techniques 

A field data survey (Markle and Davidson, 1982a) and experimental 
research investigation (Markle and Davidson, 1982b) were conducted to 
provide past prototype experience and to determine the effect broken 
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armor units have on breakwater stability against wave attack.  This work 
consisted of both a survey of armor unit breakage that has occurred on 
existing Corps structures protected with concrete armor units and 
experimental model tests of rubble-mound breakwater trunk sections 
protected with dolosse.  The survey of existing Corps structures was 
accomplished by field trips, letters, conferences, telephone conversa- 
tions and a questionnaire to all Corps Districts and Divisions.  The 
survey was restricted to Corps structures because preparation of plans 
and specifications, construction techniques and quality control are 
generally more uniform than non-Corps projects and access to more 
detailed cause-and-effect data was available.  While data from non-Corps 
projects are important for learning purposes, it was surmized the 
efforts of collecting first-hand world-wide data and the uncertainies 
involved were not sufficiently warrented under this study.  The experi- 
mental model tests involved various degrees of random and cluster 
breakage exposed to both nonbreaking and breaking wave conditions with 
no overtopping. 

Prototype Case Histories 

Crescent City Harbor, California, is located on the Pacific Coast 
about 17 miles (27.4 kilometres) south of the Oregon-California border, 
Figure 1.  The existing outer breakwater is 4,670 ft (1,423.4 m) in 
length.  The main stem and dogleg of the breakwater are approximately 
3,670 (1,118.6 m) arid 1,000 ft (304.8 m) in length, respectively.  The 
original project did not call for the dogleg but intended for the main 
stem of the breakwater to extend out to Round Rock.  The main stem of 
the original breakwater, beyond Sta 37+00, accrued severe damage and was 
reconstructed on two occasions.  Finally, this portion of the main stem 
was abandoned and the 1,000-ft (304.8 m) dogleg, referred to above, was 
added.  Two dimensional stability tests were conducted of the tetrapod 
breakwater designs proposed for the trunk portion of the 1,000-ft 
(304.8 m) dogleg (Hudson and Jackson, 1955 and 1956).  In 1957, 1,836 
25-ton (222,441 newtons), unreinforced tetrapods were placed on the 
sea-side slope from Sta 41+20 to the end of the dogleg (Sta 46+70) and 
140 tetrapods (25 ton (222,441 newtons), unreinforced) were stockpiled 
on the sea-side slope of the first 200 ft (61 m) of the dogleg, adjacent 
to the main stem (Sta 37+00 to Sta 39+00).  Model tests were not con- 
ducted for the severe breaking wave action that occurs around the elbow 
of the breakwater and, as of 1975, approximately 70 tetrapods placed in 
this area had been broken.  To date, only 3 tetrapods placed on the last 
550 ft (167.6 m) (Sta 41+20 to Sta 46+70) of the dogleg have been 
reported broken.  In 1974, 246 40-ton (355,858 newtons), unreinforced 
dolosse were placed on the sea-side slope of the last 230 ft (70.1 m) 
of the breakwater's main stem (Sta 34+70 to Sta 37+00). Although there 
is some controversy as to the exact number of dolosse broken (reported 
values range from 38 to 70) a maximum number of 70 units has been 
reported.  Of this number, it is certain that 22 were broken during 
placement and/or during storm conditions that occurred while construc- 
tion was being completed.  These units were not removed from the 
structure.  Various portions of the breakwater were repaired with armor 
stone in 1979. With the completion of the latest repair work (1979), 
the breakwater is in relatively good repair and no major stability 
problems have been noted. 
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Humboldt Bay is located on the Pacific Coast of northern Cali- 
fornia.  The city of Eureka, about 280 miles (450.6 kilometres) north 
of San Francisco and about 80 miles (128.7 kilometres) south of Crescent 
City, California, is located on the northwest shore of Humboldt Bay, 
Figure 2.  The Humboldt Bay entrance channel is protected by two rubble- 
mound jetties.  Construction of the parallel north and south jetties, 
4500- (1,371.6 m) and 5,100-ft (1,554.5 m) long, respectively, was 
initiated in 1889 and completed in 1899.  The original jetty construc- 
tion was rubble-mound armor stone.  Severe damage to the heads and 
portions of the trunks has required numerous rehabilitations and recon- 
structions of both jetties.  Between 1911 and 1970, parapet walls, 
concrete caps, 20- (177,929 newtons) and 100-ton (889,644 newtons) con- 
crete blocks, concrete monoliths, armor stone, and 12-ton (106,757 
newtons) tetrahedrons have been utilized on both jetties in an effort to 
stabilize the structures.  The latest rehabilitation work, 1971 to 1972, 
consisted of rebuilding the concrete monoliths on both the north and 
south jetty heads.  In addition to this, two layers of dolosse were 
placed around the heads and tapered into the trunks of both jetties 
approximately 400 ft (121.9 in) behind the heads.  This repair work was 
model tested (Davidson, 1971).  To date, 12 dolosse have been reported 
broken on the north jetty and 22 broken on the south jetty.  About 5 of 
the total number of dolosse broken were supposedly left on the structure 
during construction.  In any case, almost all of the breakage reported 
occurred in the first year after construction.  At this time, the only 
noted effect is some settlement of the 42-ton (373,650 newtons) dolosse 
placed around the heads, but the structure does not appear to have any 
serious stability problems. 

Santa Cruz Harbor is located on the northern end of Monterey Bay at 
the city of Santa Cruz, California.  This area lies about 65 miles 
(104.6 kilometres) south of the entrance to San Francisco Bay, Figure 3. 
The 850-ft (259.1 m) and 1,125-ft (342.9 m) east and west jetties, 
respectively, were constructed in 1963 to protect the entrance channel 
and harbor from storm waves.  The outer 400 ft (121.9 m) of the west 
jetty was constructed with 28-ton (249,100 newtons), unreinforced quad- 
ripods while the remainder of the jetties were constructed using armor 
stone.  Based on available data, the structure has not as yet been 
exposed to the design storm conditions and no stability problems or 
breakage of armor units has occurred. 

Pohoiki Bay is located on the southeast coast of the island of 
Hawaii, about 25 miles (40.2 kilometres) southeast of Hilo, Hawaii, 
Figure 4.  In 1979 a 90-ft (27.4 m) breakwater was constructed to pro- 
tect an existing boat launching ramp.  The breakwater slopes and head 
were protected with two layers of 6-ton (53,379 newtons), unreinforced 
dolosse.  The dolosse were placed from the toe of the structure to the 
concrete rib cap.  Out of the 210 dolosse placed, 5 were broken and left 
on the structure during construction.  Since its completion, the break- 
water has been exposed to the design storm conditions on several occa- 
sions, and no dolos breakage or damage to the structure has been 
observed. 
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Figure 2.  Location and vicinity maps of Huraboldt Jetties 
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Kahului Harbor is located on the north coast of the island of Maui, 
Figure 5.  Kahului, Hawaii is about 94 miles (151.3 kilometres) south- 
east of Honolulu, Oahu, Hawaii.  The harbor is protected by two rubble- 
mound breakwaters.  The 2,766- (843.1 m) and 2,315-ft (705.6 m) east 
and west breakwaters, respectively, were completed in 1931.  The heads 
of both breakwaters were severely damaged by storm x^aves in 1947, 1952, 
and 1954.  In 1956 the breakwater heads were repaired by casting con- 
crete monoliths on the crowns.  The slopes of both heads and 250 ft 
(76.2 m) of the west breakwater trunk (sea side only) were protected 
with a double layer of 33-ton (293,583 newtons), unreinforced tetrapods. 
A total of 400 units were placed.  A major storm of 1958, approximately 
34-ft (10.4 m) breaking waves at the breakwater heads, breeched the 
trunk of the east breakwater and caused major damage on both heads. 
Seven of the 33-ton (293,583 newtons) tetrapods were broken; 3 on the 
sea-side slope of the west breakwater trunk and 4 were among the 30 
units that were displaced off the inside quadrant of the west breakwater 
head.  A few units were also displaced off the east breakwater head, but 
no breakage of these units was observed.  After the 1958 storm, emer- 
gency repairs were made on the east breakwater trunk using basalt-armor 
stones, and model tests were initiated at WES (Jackson, 1964) to deter- 
mine the best methods of stabilizing the breakwaters.  In 1966 a partial 
repair of the breakwaters was completed using 35 (311,375 newtons) and 
50 ton (444,822 newtons), reinforced tribars.  It is known that at least 
two units were broken and left on the structure during the 1966 repair 
work.  Also during the 1966 repair, a concrete rib cap was added to the 
crest of the east breakwater trunk.  In 1969, 260 19-ton (169,032 
newtons), reinforced tribars and a concrete rib cap were added to the 
west breakwater trunk.  This repair work was shoreward of the 33-ton 
(293,583 newtons) tetrapod area.  This provided a partial repair of 
damages accrued by the structure during the storm of December 1967. 
None of the 19-ton (169,032 newtons) tribars used in the 1969 repair 
were broken during construction.  In November 1970, high storm waves 
dislodged 25 of the shoreward end 19-ton (169,032 newtons) tribars and 
moved them toward the root of the west breakwater.  Three units were 
reported broken during this event.  Repair of the west breakwater trunk 
was initiated again in 1973 using 19- (169,032 newtons) and 35-ton 
(311,375 newtons) reinforced tribars:  no construction breakage occurred. 
It was noted in the 1975 aerial photos that a total of 9 and 4, 33-ton 
(293,583 newtons) tetrapods were broken on the west and east breakwaters, 
respectively.  A 1977 repair of the west breakwater included placing 30- 
(266,893 newtons) and 20-ton (177,929 newtons), reinforced dolosse over 
the damaged 33-ton (293,583 newtons) tetrapods areas.  One of the 2 
dolosse units broken during construction was left in place.  Thirty, 
(266,893 newtons) 20- (177,929 newtons) and 6-ton (53,379 newtons) 
dolosse were used in the 1977 rehabilitation of the east breakwater. 
The 6-ton (53,379 newtons) dolosse were, the only unreinforced units used 
in the repair work.  During transporting and placement of the 6-ton 
(53,379 newtons) dolos units, 5 units were broken.  This was the only 
construction breakage that occurred in the 1977 repair of the east 
breakwater and these units were either not used or were removed from the 
structure.  On 28 March 1979 a survey was made of the east and west 
breakwaters to determine the amount of observable breakage.  Table 1 
lists all observed armor unit breakage to date.  This breakage has not 
had an adverse effect on the functional integrity of the structure. 
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TABLE 1 

Armor Unit Number Broken 

Kahului West Breakwater 

33-ton (293,583 newtons), 
unreinforced tetrapods 9 

19-ton (169,032 newtons), 
reinforced tribars 5 

35- (311,375-) and 50-ton 
(444,822-newtons) reinforced 
tribars 2 

20- (177,929-) and 30-ton 
(266,893-newtons) reinforced 
dolosse 14 

Kahului East Breakwater 

33-ton (293,583 newtons), 
unreinforced tetrapods 4 

35- (311,375-) and 50-ton 
(444,822-newtons) reinforced 
tribars 4 

6-ton (53,379 newtons), 
unreinforced dolosse 6 

20- (177,929-) and 30-ton 
(266,893-newtons) reinforced 
dolosse 2 

Waianae Small Boat Harbor is located at the town of Waianae on the 
west coast of the island of Oahu, approximately 30 miles (48.3 kilo- 
metres) west of Honolulu, Hawaii, Figure 6.  Model tests of the harbor 
geometry and stability of the 1,690 ft (515.1 m) main breakwater were 
conducted (Bottin, Chatham and Carver, 1976) and prototype construction 
was completed in January 1979.  The first 350 ft (106.7 m) of the break- 
water was constructed using armor stone only.  The remainder of the 
structure was constructed with a double layer of 2-ton (17,793 newtons) 
unreinforced dolosse on the sea-side slope and around the breakwater 
head.  Forty-seven of the 6,633 dolosse placed were broken and left on 
the structure during construction.  To date, a total of 170 dolosse 
(including the 47 mentioned above) have been found broken and remain on 
the structure.  Most of the post construction breakage occurred in the 
year following construction.  During a field inspection of the break- 
water in June 1980, it appeared that an unusually large number of the 
first layer dolosse had been placed with their vertical fluke downslope. 
Extensive stability tests conducted with dolos armor units (Carver, 
1977) have indicated that pattern placement tends to reduce the sta- 
bility of dolosse.  Also several areas of the sea-side slope on the 
Waianae breakwater appear to be considerably steeper than the IV:2H 
slope for which the structure was originally designed.  These two 



2226 COASTAL ENGINEERING—1982 

VICINITY MAP 

/PROJECT LOCATION 

L PACIFIC 

MAIN  BREAKWATER 
LENGTH   1,690   FT 
CREST  EL   +15   FT 

DOLOSSE    SPALLS TO  150 

TWO LAYERS 500 TO  1,000 LB STONES'' 

TWO LAYERS 
TO 5 TON 

STONES 

2 LAYERS 500 TO 1000 LB STONES 

WAINAE BREAKWATER 
LOCATION MAP 

Figure  6.     Location and vicinity maps of Waianae Breakwater 



CONCRETE ARMOR UNITS 2227 

factors may have played a significant role in the dolos breakage that 
has occurred since the construction was completed.  The breakage has 
caused no obvious stability problem to date but it is hoped the struc- 
ture will be closely observed to see the long term effects of the 
existing or future breakage that may occur. 

Nawiliwili Harbor is located on the southeast coast of the island 
of Kauai, about 100 nautical miles (185.2 kilometres) northwest of 
Honolulu, Hawaii, Figure 7.  Construction of the 2,150 ft (655.3 m), 
rubble-mound breakwater was completed in 1930.  Severe storms in 1954, 
1956 and 1957 severly damaged the breakwater and model tests were con- 
ducted in 1958 (Jackson, Hudson, and Housley, I960) to determine the 
best method of rebuilding the head and strengthening about 500 ft 
(152.A m) of the seaward end of the breakwater.  In 1959 the head and 
seaward 500 ft (152.4 m) of the sea-side slope of the trunk were reha- 
bilitated with 17.8-ton (158,357 newtons) tribars and a concrete cap was 
poured on the crest of the breakwater.  Of the 598 tribars placed, 351 
were reinforced.  One layer of tribars was uniformly placed on the trunk 
while a double layer of random placed tribars was used on the sea-side 
slope of the head.  A survey of the breakwater in 1975 found major 
deterioration of about 1,000 ft (304.8 m) of the armor stone trunk and 
several slumped areas in the uniform placed tribars.  Further inspection 
revealed that several of the tribar units (approximately 98) were broken 
and at that time model tests were initiated to determine the best method 
of rehabilitating the structure (Davidson, 1978).  The rehabilitation 
work was completed in October of 1977.  The one layer tribars were 
overlaid with 2 layers of 11-ton (97,861 newtons) unreinforced dolosse 
(485 dolosse).  The dolos coverage extended from the toe of the slope to 
approximately +5.0 ft (+1.5 m) mllw.  For 300 ft (91.4 m) shoreward of 
the tribar area, the sea-side slope of the trunk was rehabilitated with 
two layers of the ll-ton (97,861 newtons) dolosse.  Four hundred forty- 
nine dolosse were placed in this area from the toe to the crown of the 
structure.  Thirteen of the dolosse were broken during placement, but 
these were removed from the structure.  No further stability problems or 
breakage have been observed since the 1977 rehabilitation work and the 
overall functional integrity of the breakwater appears to be good. 

Manasquan Inlet is located on the Atlantic coast of New Jersey 
about 26 miles (41.8 kilometres) south of Sandy Hook in the boroughs of 
Manasquan and Point Pleasant Beach, Figure 8.  The inlet forms the mouth 
of the Manasquan River and the northern most end of the New Jersey 
Intracoastal Waterway.  In 1880, the previously unnavigable inlet was 
dredged to provide access to a safe harbor for small vessels navigating 
along the coast.  At the same time, sand filled timber jetties were 
constructed out to 120 ft (36.6 m) beyond the low water line.  The 
jetties proved to be ineffective in maintaining an open channel and no 
maintenance was provided.  By 1887 the inlet was totally blocked by 
sand.  In 1930 a 1,230-ft (374.9 m) North Jetty and a 1,030-ft (313.9 m) 
South Jetty were authorized.  Both jetties were of riprap (rock) 
construction.  Although the size of stone used is uncertain, the main- 
tenance history (details not available) shows that the original and all 
subsequent repair and replacement stone have been inadequate.  A recon- 
naissance in early 1977 found that the outer portion of both jetties had 
been destroyed and the sand accumulation in the inlet was accelerating 
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due to the damage accrued by the South Jetty.  A rehabilitation of the 
South Jetty was carried out in 1980.  A portion of the rehabilitation 
used reinforced, 16-ton (142,343 newtons) dolos armor units.  One or two 
dolosse were broken during construction, but these units were removed. 
The structure has not been exposed to the design storm conditions and no 
dolos breakage has been observed since the rehabilitation was completed. 

Cleveland Harbor is located on the southern shore of Lake Erie at 
Cleveland, Ohio, Figure 9.  Cleveland is located about 110 miles (177 
kilometres) east of Toledo, Ohio, and about 191 miles (307.4 kilometres) 
west of Buffalo, New York.  The harbor is protected by a 20,970-ft 
(6,391.7 m) East Breakwater, 6,048-ft (1,843.4 m) West Breakwater and 
two 1,250-ft (381 m) arrowhead breakwaters.  The arrowhead breakwaters 
are connected to the East and West Breakwaters at the main entrance to 
the harbor.  The westerly 3,000 ft (914.4 m) of the East Breakwater is 
composed of a timber crib, constructed from 1887-1900, and a stone 
superstructure, constructed from 1917-1926.  The remaining 17,970 ft 
(5,472.3 m) of the East Breakwater was constructed from 1903-1915.  This 
portion of the breakwater is a rubble-mound structure with a keyed and 
fitted system of special shaped armor stone.  Using construction similar 
to the original work, repairs were made on the East Breakwater in the 
years 1927, 1928, 1930, 1932-40 and 1946-78. During 1980, the eastern 
4,400 ft (1,341.1 m) of the East Breakwater was rehabilitated.  Two 
thicknesses of 2-ton (17,793 newtons) unreinforced dolosse were placed 
on the lakeside of the trunk, Figure 10, and around the head, Figure 11. 
Twenty-nine thousand seven-hundred dolosse were placed with a concentra- 
tion of 161 dolosse per 25 linear ft (7.6 m) of the breakwater.  Break- 
age of several dolosse occurred during the construction period and it 
was suspected that many of these were due to poor quality concrete 
and/or incorrect curing.  Prior to completion of construction, but on a 
completed portion of the rehab, twenty two units (randomly located on 
the structure) were broken during a June 1980 storm.  All units that 
were found broken after the 1980 storm were removed from the structure. 
Final construction on che dolos section was completed in November 1980, 
at which time a formal monitoring program to show armor unit movement 
and breakage on the rehab portion of the project was initiated.  During 
the next year (primary period of consolidation and adjustment) ramdomly 
located breakage continued until by November 1981 the total number of 
broken dolosse observed was 329 (1.1 percent of the units placed). No 
adverse effect on the functional stability of the structure was noted 
during this time.  On 6 April 1982, a particularly severe storm (hindcast 
waves of 12 ft (3.7 m) in height) occurred simultaneously with the 
highest lake level (+6.1 ft (+1.9 m) low water datum) ever recorded and 
caused damage to the rehabilitated dolos section.  Although there was 
some displacement of dolosse over the crest of the trunk section, the 
primary damage was localized on the tip of the head section where a hole 
about 20 ft (6.1 m) in diameter at the armor surface penetrated to the 
underlayer stone.  The exact cause of this localized damage is not known, 
but it is surmized by the authors that the combination of high water 
level, high wave action, and reflective characteristics of the Coast 
Guard tower monolith played a major role in the armor displacement.  The 
number of units broken due to displacement from the damage hole was not 
available, but total breakage on the entire dolos section after the 
April 1982 storm was reported as 487 or 1.6 percent of the units placed. 



CONCRETE ARMOR UNITS 2231 



2232 COASTAL ENGINEERING—1982 



CONCRETE ARMOR UNITS 2233 

o< 

On on 



2234 COASTAL ENGINEERING-1982 

Diver's survey indicated that the broken dolosse are generally in a 
zone 4 (1.2 m) to 6 ft (1-8 m) above and below the water level.  The 
head section is being repaired by placing approximately 200 dolosse in 
the localized damage area. The trunk section is not being repaired and 
does not appear to have any serious stability problems. 

Discussion 

Only 3 of the 9 existing Corps structures with concrete armor units 
were originally constructed using these units (Santa Cruz, Pohoiki and 
Waianae).  The other 6 structures are old armor stone breakwaters or 
jetties that have been rehabilitated with one or more sizes or types of 
concrete armor units.  Of the 9 structures discussed, only 2 have 
accrued any significant amount of known armor unit breakage and even 
these appear to have valid reasons for the breakage. All of the pro- 
jects incurred breakage for one reason or another, but most of the 
breakage was <3 percent and has not had any adverse effect on the sta- 
bility of the structures.  Table 2 presents a summary of the breakage on 
each project.  One of the two projects with significant breakage had 
been model tested for hydraulic characteristics (Nawiliwili) and one had 
not (Crescent City - the main tetrapod portion of this breakwater was 
model tested, but the areas where subsequent dolos and tetrapod breakage 
occurred was not). 

When the initial model tests (Jackson, 1960) were conducted for the 
tribar rehabilitation portion of the Nawiliwili Breakwater, it was 
recommended that a row of large armor stone be placed along the break- 
water toe to serve as a buttress for the tribars.  Based on POD records 
this was not done during the prototype rehabilitation.  It can not be 
stated conclusively, but this very well could have been part of the 
reason for the slippage and breakage that occurred in the one layer 
tribar area. 

During addition of the 1,000-ft (304.8 m) dogleg at Crescent City 
in 1957, 140 tetrapods were not needed to complete the construction on 
the outer portion of the dogleg.  Since it was already evident that the 
elbow area was receiving severe wave action due to remnants of the 
damaged breakwater extention toward Round Rock, the excess units were 
stockpiled in an incoherent manner on the sea-side slope of the dogleg 
adjacent to the main stem (about Sta 37+00 to Sta 39+00).  Unlike the 
end of the dogleg, model tests were not conducted to check the adequacy 
of the 25-ton (222,411 newtons) tetrapods to withstand the severe 
breaking wave action that occurs in this area, thus it is not surprising 
that the tetrapods in this area have been subjected to high displacement 
and movement which would result in significant breakage and erosion. 

As for the dolosse breakage at Crescent City, it has already been 
brought out that there is some controversy as to how many are broken. 
To date the numbers range from 38 to 70.  It is fairly definite 22 were 
broken prior to completion of construction.  Sixteen of the units were 
broken in a storm that occurred during construction when two rows of 
individual toe units had been placed ahead of the main body of dolosse. 
Six additional dolosse were reported broken immediately after construc- 
tion was completed (1974-75 winter) and 6 units were reported broken 
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San Francisco District 

Crescent City Break- 
water, Crescent City, 

Summary of Armor Unit Breakage 
Reported on Prototype Survey 

Type of Unit   Armor Unit     Was 
and Date of       Size    Reinforcei 

Placement       (tons)        Used 

Tetrapods (1957): 
Sta 41+20 to 46+70 

Total No.  Units Broken 
of units    To Date 
Placed   NO.     % 

Tetrapods (1957):   25 
Sta 37+00 to 39+00 

70   50.0 

Dolosse (1974):     40 
Sta 34+70 to 37+100 

Humboldt Jettii 
Eureka, CA 

Dolosse (1971):    42-43 
South Jetty 

Yes (2513) 
No (22) 

Dolosse (1972): 
North Jetty 

Yes (2255) 
No (4) 

Santa Cruz Jetties 
Santa Cruz, CA. 

Quadripods (1963):   28 
West Jetty 

Honolulu District 

Pohoiki Breakwater 
Pohoiki Bay, Hawaii, 
Hawaii 

Dolosse (1979) 

Kahului Breakwaters 
Kahului, Maui, Hawaii 

Tetrapods (1956): 
West Breakwater 

East Breakwater 

9 
(13) 

Tribars (1966): 
West Breakwater 

East Breakwater 

if3 (354) 2    0.6 

827 (870) 4    0.4 
43 

Tribars (1969): 
West Breakwater 

Tribars (1973): 
West Breakwater 19 Yes 80 

35 Yes 25 

Dolosse C1977): 
West Breakwater 20 Yes 291 ( 

30 Yes 257 

East Breakwater 6 No 455 
20 Yes 164 
30 Yes 610 

6    1.3 

(774)  2    0.3 

Waianae Breakwater 
Waianae, Oahu, Hawaii 

Dolosse (1979) 

Nawiliwili Breakwater 
Nawiliwili, Kauai, 
Hawaii 

Tribars (1959): 

Head 

Trunk 

Dolosse (1977): 

Trunk 

Yes(351)    351 
(• 

No(247)     247 
(598) 98   16.4 

Philadelphia District 

Hanasquan Jetty 
Point Plesant, NJ 

Buffalo District 

Cleveland Breakwater 
Cleveland, Ohio 

Dolosse (1980): 
South Jetty 

Dolosse (1980) 29,700  487    1.6 
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during the winter of 1978-79-  A survey conducted in mid-1982 indicated 
that total breakage could be as high as 70 units.  More importantly, the 
fact that the original breakage was not removed and that the dolos 
section only extends to just below low water and is frequently subjected 
to very high depth limited breaking waves adds to the potential 
instability. 

In summarizing the prototye experience that has been presented, it 
is generally found that where sound professional engineering practices 
were followed, prototype breakage has been random and has not exceeded 
about 3 percent of the total number of units placed.  This amount of 
breakage does not appear to have had adverse effects on the overall 
functional and structural integrities of the breakwaters and jetties. 

Experimental Tests 

Previously conducted model tests to determine the number of dolosse 
which could be broken without having a detrimental effect on stability 
are reported by Davidson and Markle (1976).  These tests were limited in 
scope in that it was a site specific project with limited wave condi- 
tions and the breakage investigated was limited to uniformly distributed 
units broken in the top layer or to specific sets of cluster breakage 
through both layers of units.  Results of this study indicated that as 
long as the uniformly distributed breakage does not exceed 15 percent of 
the number of dolosse in the top layer and the cluster breakage does not 
exceed three dolosse, the functional stability of the breakwater would 
not be seriously affected. 

More recent model tests by Markle and Davidson, (1982b) cover a 
much wider range of dolos breakage conditions and encompass both 
breaking and non-breaking wave conditions that produce little or no wave 
overtopping.  Using a dolos armored no-damage trunk section (1V:1.5H 
slope) of unbroken units as a base condition, various degrees of uni- 
formly distributed and cluster breakage were investigated.  Wave condi- 
tions included a range of relative depths (d/L, where d  denotes depth 
and L denotes wave length) from 0.08 to 0.25 and relative wave steep- 
nesses (H/L, where H denotes wave height) ranged from 0.031 to 0.075. 
Dolos breakage conditions consisted of (1) uniform breakage in the top 
layer, (2) uniform breakage in the bottom layer, (3) uniform breakage in 
both layers, and (4) cluster breakage of both layers positioned at, 
above, and below the still water level.  Results obtained from these 
tests were similar to the earlier work in that any one of the following 
breakage conditions can exist without having a detrimental effect on the 
functional stability of dolos armor layers.  These conditions are:  (1) 
15 percent uniform breakage of either the top or bottom layer, (2) 7.5 
percent uniform breakage of each layer, and (3) clusters of five broken 
units. 

Conclusions 

No firm guidance is available as to when, how much and what type of 
reinforcement, if any, should be used in concrete armor units.  The 
survey showed that as a result of this lack of guidance, sporadic use of 
both normal and fiber steel reinforcement has occurred.  This random 
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usage of reinforcement and the mixing of reinforced and nonreinforced 
units make it impossible to draw any definite conclusions as to possible 
benefits or problems derived from its use.  Where sound professional 
engineering practices were followed, prototype breakage has been random 
and has not exceeded about 3 percent of the total number of units 
placed. This amount of breakage does not appear to have had adverse 
effects on the overall functional integrity of the breakwaters and 
jetties.  Model tests substantiate that, depending on the type and 
location of dolos breakage, a significant amount of breakage can be 
tolerated without detriment to the overall stability of the structure. 
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Multiply 

feet 

miles (Nautical) 

miles (U. S. Statute) 

pounds (force) 

ton (2,000 pounds (force))   8896.44 

By To Obtain 

0.3048 metres 

1.852 kilometres 

1.693 kilometres 

4.44822 newtons 

8896.44 newtons 
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ABSTRACT 

The rising sea level issue affecting U.S. coastal policy is reviewed, 
and the U. S. Army Corps of Engineers coastal role is summarized. Three 
case studies are provided to demonstrate the successful application of 
several structural devices available to solve different coastal 
problems.  The coastal engineer, and other scientists, should contribute 
significantly to the information upon which society bases its decisions 
on use of the shoreline. 

INTRODUCTION 

The coastal zone represents the most rapidly growing region in the 
United States in terms of population and wealth.  Forty-two percent of 
the population lives in this zone (U.S. Dept. Comm., 1978).  Twelve of 
the 13 largest cities are located in the 30 coastal states.  Increasing 
pressures of population and development are evident in the competition 
for use of the shoreline and coastal zone.  Pressure is exerted for 
public access and use of the shore: for development of private 
residences and high-rise apartments; for construction of facilities for 
commercial, industrial, and transportation purposes; and for the 
preservation of aesthetic and natural values of shore and marsh areas 
(HD No. 93-121, 1973). 

Prior to the mid-1800's, the sea usually provided the most convenient 
and economic means of transportation and communication, and cities grew 
in the vicinity of the ports.  Industrialization and improved inland 
transportation brought increased population density to the coastal 
centers.  Accommodating the expanding urbanization and the accompanying 
essential services required additional use of the estuaries and adjacent 
ocean shores. Harbor entrances and channels were improved and 
facilities to dispose of industrial and urban waste were constructed. 
However, very little of the outer coast was developed until the 
automobile and the airplane, together with a great increase in leisure 
time, made all coasts accessible and increased the demand for space. 
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PRESSURES TO ABANDON THE SHORELINE 

Many U.S. Citizens (Individuals and groups) are lobbying publicly for 
abandonment of the shores and barrier islands of the United States. 
They reason that rising sea levels, an overly large government support 
system for protection, utility and transportation subsidies, and the 
potential devastation of development by coastal storms combine to 
justify this position. They explain that the barrier islands are 
transitory and that construction of permanent structures in such 
environments is futile. They conclude that the obvious solution is 
abandonment, to be achieved by prohibiting future development and 
circumscribing rehabilitation of damage. This stance is promoted 
through the media and through some elements of the scientific community 
as the only sensible means of saving our shorelines. 

What has been overlooked in the debate regarding development in the 
coastal zone is that the desire for the enjoyment and habitation of the 
shore seems to be deeply ingrained in the nature of people. 
Furthermore, the satisfaction of this desire is now within the means of 
a large segment of the United States populace. The demand for space at 
the shore will likely be met, eventually, despite temporary obstruction 
by regulations, policies, or laws. Our objective should be to satisfy 
this demand without harming those features which make the coast 
attractive and without so limiting the available sandy shoreline as to 
make it economically unavailable to lower income families. Laws and 
policies which prohibit or strongly deter any increase in the shore 
areas open to development and public use will undoubtedly lead to an 
increase of land values in the already available coastal areas. 
Concomitant increases in the price of the facilities and services 
economically appropriate to those land values will increasingly restrict 
the number of people who can afford such recreation or who can afford to 
live there. Overcrowding and unacceptable environmental stress in the 
areas remaining open and easily accessible to the general public will 
soon lead to extension of restrictions to these areas.  Clearly, some 
mechanism is required to determine the proper balance between 
development and preservation. 

RISING SEA LEVELS 

A basic rationale used to support the move to abandon the barrier 
islands and shores of the United States is that of rising sea level. 
The reasoning is that the sea level has been rising and will continue to 
do so in the near and long term. With the increasing sea level, the 
barrier islands are migrating, rolling over themselves like a 
caterpillar tractor tread, toward shore. All of man's efforts to stem 
or counter such eventualities are claimed to be futile and a waste of 
resources. Eustatic changes in sea level are a result of worldwide 
events which cause changes in either the capacity of the ocean basins or 
the volume of the ocean waters (Hands, 1977). The direct cause of this 
change is veiled in the passage of time, and only recently has man 
developed the technology and data with which to speculate as to the root 
cause or causes. 

Various measurements indicate that sea level has been fairly stable over 
the past 2,000 years, probably within a range of about one meter 
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(O'Brien, 1982).  Over the period of 1910 to 1975, tide gage data around 
the US. coast indicate a eustatic rise in the mean level of 1.15 dynamic 
mm per year (0.115 meter per century ) (Hicks, 1978).  This effect is 
frequently linked to melting of the polar ice caps, but also includes 
such factors as plate tectonics, changes in ocean temperatures and 
densities, climatic changes, underground withdrawal of liquids and 
gases, compaction, and other phenomena. The magnitude of long term mean 
sea level change due to various causes, observed at selected locations, 
is as follows. 

Land Subsidence Due to Oil and Gas Production (Hands '77) 

Location 

Long Beach, CA 

Texas City and 

Subsidence 
Rate (CM/YR) 

22 

Period (Yr) 

1926-67 

References 

Allen * Mayuga '69 
Mayuga & Allen '69 

Galveston, TX 13 1961-73 Poland '73 

San Jacinto Bay, TX 12 1917-25 Pratt & Johnson '26 

Houston & Baytown, TX 6 1943-61 Gabrysch '69 
Small '63 

Lake Maracaibo, 
Venezuela 0. 9 1930-75 Nunez & Escojiido 

•76 

Niigata, Japan 0. 14 1900-60 Comm. for Invest, of 
Earth Subsidence in 
Niigata '58 

Land Subsidence Due to Excessive Ground Water Withdrawal (Hands '77) 

Location 
Subsidence 
Rate (CH/YR) 

Texas City & 
Galveston, TX 

Houston & Baytown, TX 

South Shore San 
Francisco Bay, CA 

Osaka Bay, Japan 

New Orleans, LA 

Kobi Plain, Japan 

13 

6 

Period     Reference 

1964-73    Poland '73 

1943-64    Gabrysch '69 
Small '63 

1934-67    Poland '73 
Poland & Davis '69 

3 1885-1928 Poland &  Davis '69 

2 1938-64 Kazmann * Heath '68 

2 1888-1973 lida, et al '76 
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Venice, Italy 0.2       1926-42    Berghinz '71 
0.3       1942-52 
0.5       1953-61 

Land Subsidence Due to Glacioisostatic Causes (Hands '77) 

Subsidence 
Location Rate (CN/YR)   Period       Reference 

Netherlands 3-4       1880-1930's   Edelman '57 

Great Lakes, US.       0.3       1878-1977     Hands '77 

Subsidence can occure quite rapidly, as was the case at the Cook Inlet, 
Kodiak Island, Kenai Peninsula, Alaska, where the March 1964 earthquake 
lowered about 100,000 square kilometers about 1 meter (Stanley '68). On 
the Great Lakes, long term climatic cycles (10-30 yrs) can effect a 
relative subsidence of the land beneath the water (Hands '77). These 
areas of relatively rapid change require special attention for coastal 
activities. 

A search of recent literature did not reveal that any of the 
investigations of mean sea level change have ventured a forecast of 
probable change during the next century (Keehn,1982).  Considering the 
uncertainty associated with past eustatic sea level changes and the 
scientific uncertainty as to the predominant cause of change, it seems 
wiser to base public policy on the assumption that mean eustatic sea 
level will continue to rise during the next century at the same rate 
experienced over the past century. When more reliable predictive models 
exist, then public policy can be revisited. 

While the physical consequences of mean sea level rise on sandy shores 
exposed to the open ocean may be significant, storms and their 
consequences are still the primary concern. Figure 1 illustrates the 
nature of shore change due to sea level rise and its caption explains 
the derivation of the formula, known as the Brunn rule (Brunn, 1962). 
Generally, the landward retreat of the shore (X), is many times the 
amount of the rise Z. The disproportionality of X to Z will vary from 
beach to beach, normally ranging between 10:1 and 100:1. The concept 
underlying the Brunn rule seems sound from the standpoint of the 
processes involved; measurements in the Great Lakes have confirmed this 
quantitative relationship. 

Figure 2, showing profiles of the beach near the U.S. Army Corps of 
Engineers research pier at Duck, North Carolina during the year 1981, 
illustrates the difficulty of obtaining a direct measurement of the 
shore changes attributed to changes in mean sea level.  The combined 
effects of waves and tides during the year were a horizontal movement of 
the high water line of 39.6 meters and a maximum change of profile 
elevation of 2.5 meters.  Tide gages at Portsmouth, Virginia, north of 
the pier, and Charleston, South Carolina, south of the pier, had 
recorded a trend of mean sea level rise of about 3.9 mm per year 
(Hicks,1978).  The Brunn rule indicates an average annual shoreline 
retreat of 0.15 meters per year. Although this change is unidentifiable 
in such a short period measurement, the effect, if continued over a 
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Envelope of Duck, N.C. Profiles 
from 5 January to 22 December 1981 
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(William A. Birkmeier Personal 
Correspondence, June, 1982) FIGURE NO.   2 
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century, is 15 meters of shoreline retreat. Shoreline change studies on 
Bodie Island south of the pier for the period 1937-1975 and on Hatteras 
Island for the period 1852-1916 indicate that actual shoreline retreat 
rates are 2 to.5 times greater than the 0.15 meter per year which may be 
attributed to sea level rise. 

A trend noted in the comparison of the 1852 and 19t6 maps of Hatteras 
Island was a general decrease in the total subaerial land mass of the 
barrier island, which indicated erosion on both the ocean and bay 
sides.  In addition, the portion of the island that was marsh increased 
from approximately 26.6$ in 1852 to 35.1% in 1946.  This increase in 
marsh area occurred primarily as a result of seaward propagation of the 
marsh into low areas that were classified as upland in 1852.  Overwash 
and aeolian processes were evident along the marsh line, but their 
effects on the island characteristics were minor compared to the ocean 
and bay shoreline erosion and marsh grass propagation seaward over the 
barrier island. These changes do not support the generalized theory of 
barrier island migration, at least within the time frame of several 
generations.  (US Army Corps of Engineers, Wilmington, N.C. 1980) 

The question at issue is not whether a rising sea level would cause 
erosion, but rather what the probable course of sea level change will be 
over the next century. So far no one has been willing to make such a 
prediction.  The National Academy of Sciences, through its Marine Board, 
has established a blue ribbon committee, chaired by Professor Robert G. 
Dean of the University of Florida, to investigate the sea level change 
phenomena and to determine the efficacy of forecasting such changes. 

RESOURCES MANAGEMENT 

As indicated above, the growing population and growing demands for 
coastal vacations are providing for increased development pressure along 
our coastlines.  The mechanisms used to balance these demands for 
coastal resources and to manage the utilization of coastal areas are 
incorporated within the governmental systems at all levels.  As example, 
at the local level, zoning ordinances are used to regulate the type and 
density of development; at the state level, highway and bridge 
construction determines the accessability of coastal areas; and at the 
national level, significant historical, ecological, and scenic areas are 
preserved through acquisition and management or by withholding national 
subsidies. A law prohibiting the Federal Government from funding 
commercial and residential growth on undeveloped barrier beaches and 
islands was signed by the President on October 18, 1982. More than 190 
pieces of land stretching through 16 states, incompasing 700 miles of 
coastal property are affected. The law specifies which portions of 
those islands should no longer receive Federal flood insurance or money 
for water and sewer systems. 

The influence exerted on these barrier systems by changes in sea level 
will depend on the magnitude and direction (higher or lower) of future 
projected trends and the confidence in the projections exhibited by the 
scientific community and conveyed to the government decision makers. 
The shoreline and water level changes which accompany seasonal storms 
and variations in the along-shore littoral sand supply, as influenced by 
nature and man, are normally much greater than the effects of mean sea 
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level change. These changes, and the attendant environmental 
consequences have influenced coastal resources management up to now.  It 
is these changes, with the exception of some local areas such as those 
listed previously, rather than mean sea level changes, that cause the 
primary adverse effects with which rescue of the shore areas must deal. 

THE CORPS ROLE 

Nearly 100 years ago, the United States government, recognizing the need 
to maintain navigable waterways, gave the U.S. Army Corps of Engineers 
the mandate to develop and protect the Nation's waterways. At that 
time, the interests of navigation were considered paramount. Many of 
the affected beach areas were then undeveloped, and there had been 
little systematic study of the littoral processes involved. 

The 1930 River and Harbor Act enacted by Congress provided a broader 
Federal role in shore protection.  The Corps of Engineers was empowered 
to make studies of beach erosion problems at the request of, and in 
cooperation with, cities, counties, or states.  Tn 1946, Federal 
contributions to construction costs were permitted when projects 
protected publicly-owned shores, or if such protection would result in 
public benefits.  The Corps mission was expanded to include hurricane 
flood protection in 1955.  Contained within the 1968 Federal legislation 
was the mission to prevent or mitigate shore damage attributable to 
Federal navigation works.  An objective evaluation of the cost of 
Federal shoreline programs administered by the U.S. Army Corps of 
Engineers will show that a conscientious effort has been made to insure 
that public benefits substantially outweigh the public cost. 

COASTAL STRUCTURES 

Shoreline restoration and stabilization structures built with the 
assistance of Federal dollars and by the Corps of Engineers are tested 
by: (1) an economic analysis which indicates the benefit-to-cost ratio 
is greater than one; (2) an engineering analysis and an environmental 
assessment based on current technology, which has had the benefit of at 
least one and often two levels of review, usually including that of the 
Coastal Engineering Research Center; (3) a cost-sharing policy which 
reduces the Federal share—normally 50 percent—by the ratio of private 
to total benefits; and CM) a policy which requires public beach access 
and public beach use as a condition for Federal aid. 

EFFECTIVENESS OF COASTAL STRUCTURES 

The Corps of Engineers has constructed more than 800 jetties, 
breakwaters, and coastal groins. More than 80 beach fill projects have 
been constructed. Early coastal structures were mostly breakwaters to 
protect anchorages from wave action, jetties to stabilize the location 
of entrance channels, and sea walls to protect exposed port or urban 
areas. Most of these were built in support of navigation, and many have 
performed their intended functions for nearly a century.  Structures to 
protect or stabilize sections of the open coast (groins, revetments, 
seawalls, and beach fills) are generally of more recent origin. 
Examples of long terms of effective service are understandably more 
limited.  However, the record of coastal structures is generally one of 
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overall success, rather than of failure. It is, of course, true that 
coastal processes have become better understood in recent years and 
design techniques have improved correspondingly. 

We have referred above to a large number of projects.  If we had a huge 
number of failures, then we would have a national disaster. To list and 
comment on even the 100 or so projects constructed prior to 1900 is 
impractical for this presentation. We will instead focus on only three 
projects. One was an almost immediate success, one has evolved into a 
very successful project, and one is a recent project, which promises 
considerable success. The three projects perform different functions 
and illustrate a relatively wide variety of coastal structures. 

GALVESTON, TEXAS, SEAWALL 

At the turn of the century, Galveston, Texas, had a population of about 
38,000.  The first floors of residents and businesses were elevated as a 
safeguard against storm-induced flooding, which the city occasionally 
suffered.  On September 8, 1900, a hurricane struck Galveston with a 
storm surge of 4.6 meters msl, accompanied by winds of up to 40.7 meters 
per second. The storm left in its wake 3,600 demolished buildings and 
about 6,000 people dead. The city rebuilt and protected itself with a 
seawall (See Figure 3). On August 16-17, 1915, another severe hurricane 
swept across Galveston. The winds exceeded 26.8 meters per second for 
over 19 hours and exceeded 31.3 meters per second for over 9 hours. By 
comparison the September 1900 hurricane winds had exceeded 26.8 meters 
per second for only about 7 hours, and its surge height was 8.9 
centimeters less than the 1915 storm surge. In striking contrast to the 
less severe hurricane of 1900, there was comparatively small damage and 
few casualties (12) within the city in 1915. There was considerable 
scour along the toe of the seawall and the apron was undermined in 
places.  However, the concrete section of the wall suffered no major 
damage.  The seawall undeniably paid for itself during this one storm 
(Davis, 1961). 

SANTA BARBARA HARBOR, CALIFORNIA 

During the 1920's, the beaches of Santa Barbara, California,  (Figure 4) 
and the communities to the east were developed with expensive public 
improvements and private beach homes. There was a demand for a 
protected harbor for small boats because severe storms and the open 
coastline made the Santa Barbara roadstead unusable as a safe moorage. 
During 1927-29, the city constructed a breakwater offshore to protect a 
harbor area of about 34 hectares.  The breakwater was about 550 meters 
long and had a short arm at its western end which curved landward.  A 
183-meter gap to permit an unobstructed flow of sand along the beach was 
left between this arm of the breakwater and land. 

On completion of the offshore section, the breakwater cast a "wave 
shadow" which caused the littoral transport to be deposited and sand 
began to shoal the harbor. Complete filling of the harbor was feared, 
and the breakwater gap was closed. Figure 5 shows the harbor shortly 
afterwards in 1930. By 1933, the beach had accreted to the bend in the 
breakwater and a shoal was building into the harbor from the eastern end 
of the breakwater. At the same time, the beaches to the east of the 
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FIGURE 3. Galveston Seawall. 1976. 
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FIGURE 5. Santa Barbara Harbor, California - 1930. 
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HGURE 6. Santa Barbara Harbor. California - 1938 
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FIGURE 7.    Santa Barbara Harbor, California - 1970 
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harbor began to erode.  Riprap walls and groins were constructed to 
protect the eroding areas. Ultimately, erosion proceeded eastward some 
21 kilometers. In 1935, approximately 151,000 cubic meters of material 
were removed from the shoal by hopper dredge and placed as close to 
shore as possible. It was hoped that the sand would move shoreward and 
help replace the beach.  The sand was placed in 6.1 meters of water, and 
very little, if any, reached shore. Years afterwards it was still 
possible to identify the disposal area when soundings were taken. 
Figure 6 is a 1938 photograph of the harbor.  Initiation of periodic 
pipeline dredging of the shoal followed shortly thereafter.  The 
material is placed east of the harbor beyond the wave shadow of the 
breakwater and the eastern beaches have recovered. Besides providing 
about 700 boat berths in an area of increasing demand (see Figure 7), 
the project has restored beach property values far in excess of 
expenditures and is now considered successful (Penfield, 1960). 

This project was a first in "sand bypass" engineering. The processes 
involved were not as clear then as they are today, some 50 years later. 
The shoreline at Santa Barbara is shielded by the Channel Islands which 
shelter approximately 40 kilometers of the coast. Normal wave action 
enters the Santa Barbara Channel from the west and induces an eastward 
littoral transport through most of the year. However, storms may 
occasionally reverse the littoral transport for short periods. This 
situation was not clear when the breakwater was designed. Due to the 
limited wave exposure behind the Channnel Islands, the littoral drift at 
Santa Barbara is almost uni-directional and sand bypassing presents a 
relatively simple challenge.  In other situations, where the littoral 
drift reverses over extended periods, as often is the case, the gross 
littoral transport quantity may be many times the net littoral transport 
quantity and the problems of designing a sand bypass system are an order 
of magnitude more difficult than the problems at Santa Barbara. 

DADE COUNTY, FLORIDA 

The beach erosion control and hurricane surge protection project for 
Dade County, Florida, provides a good example of the recent technology 
in beach fills. 

Responding to public concern, the State of Florida, Dade County, and the 
Corps of Engineers cooperated in constructing the Dade County project, 
which is designed to withstand a hurricane similar to the 1926 
hurricane, the maximum recorded at Miami, Florida.  The project provides 
beach erosion control and hurricane surge protection by the initial 
placement of 10.7 million cubic meters of sand to form a protective and 
recreational beach and protective dune for 16.9 kilometers of Miami 
Beach shore. The project provides for a dune 6.1 meters wide at the 
crown at an elevation 3.5 meters above mean low water and a level berm 
15.2 meters wide at an elevation of 2.7 meters above mean low water with 
a natural seaward slope (see Figure 8).  The beach would be nourished, 
as needed, to compensate for erosion losses estimated at an annual rate 
of 161,000 cubic meters. All project fill came from borrow areas 1,800 
to 3,700 meters offshore.  The fill material was pumped ashore through a 
submerged discharge line by a floating hydraulic dredge (US Army Corps 
of Engineers, Jacksonville, 1980). 
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FIGURE 9. Miami Beach, Dade County, 
Florida. Storm Wave Attack before 
project construction. 
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FIGURE 10. Miami Beach, Dade County, 
Florida, before project construction 
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FIGURE 11. Miami Beach, Dade County, 
Florida, after project construction. 
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What is the public receiving for the investment? To begin with, the 
beach (see Figures 9, 10 and 11), at a cost to date of $2.4 million per 
kilometer, is protecting property valued at $146 million per 
kilometer. Protection inherently enhances property by increasing its 
value on the market, by optimizing its income potential, and by 
increasing its tax contribution to government. Over one million 
international tourists visited the beach in 1980 and spent over $200 
million, and combined with domestic tourist spending, this amount grows 
to $500 million, or $29.6 million per kilometer per year. All these 
factors account for a benefit to the public of $23.1 million per year. 
Miami Beach represents an excellent example of the merging of 
governmental functions, private investment, disparate interests, and 
public demands in providing a high degree of protection and a recreation 
resource for the maximum use and enjoyment by the greatest number of 
people. By duplicating nature's own process, the beach fill remains in 
reasonable harmony with nature while protecting property and enhancing 
recreational opportunities (Adams, 1981). 

This brief review illustrates that coastal erosion and catastrophic 
flooding can, in fact, be controlled. With proper mitigating actions, 
the coastal area can be utilized commercially and recreationally. Where 
circumstances warrant, the beach can be restored and maintained. The 
Corps of Engineers procedures insure that such efforts are only 
undertaken in cases that will produce greater economic efficiency than 
relocation, "no action," or other alternatives. Further, 1980's 
decision-making insures that social and environmental impacts are within 
acceptable limits. With almost 13,000 kilometers of the United States 
shoreline experiencing significant erosion, there are numerous areas 
where rescue of the shore is not only possible, but economically 
desirable (HD No.93-121,1973). At the same time, today's improved 
understanding of coastal processes makes it unlikely that costly 
mistakes will be made. 

CONCLUSIONS 

The processes active at the ocean's shores range in scale from granular 
to global and from seconds to centuries. Our planning, design, and 
construction in the coastal zone improves with an ever increasing 
understanding of this very dynamic environment.  Society, through 
governmental, benevolent, and market-place mechanisms, makes the 
decisions on how the coasts will be used. Coastal engineers and other 
scientists must maintain a continuous, objective pursuit of factual 
information and make it available in an unbiased way for the judgment of 
society in arriving at the decisions that must be made. By supporting 
research and investigative efforts focused on better understanding the 
dynamic and wide range of processes present at the shore, and by 
utilizing this knowledge in guiding our activities, we can better plan 
and design to save our shores for ourselves and future generations. 
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ENVIRONMENT IN COASTAL ENGINEERING: 
DEFINITIONS AND EXAMPLES** 

Cyril Galvin, M. ASCE* 

ABSTRACT 

In current usage, environmental aspects of coastal 
engineering design include aspects of ecology and aesthe- 
tics, as well as environment. In practice, the aspect of 
environment is a limited one, considering man's surround- 
ings, with the works of man left out. The increased consid- 
eration of environmental aspects over the past 15 years has 
brought real benefits to the coastal engineering profession, 
as well as obvious problems. One problem is a mythology of 
coastal processes that has become widely accepted. Priori- 
ties in coastal engineering design remain a structure that 
will last a useful lifetime and perform its intended func- 
tion without creating new problems. After satisfying these 
fundamental requirements, the structure should minimize 
ecological change, and fit pleasingly in its setting. 

INTRODUCTION 

Design and THE Environment. A coastal structure must 
remain standing when hit by the most severe waves, currents, 
and winds that can reasonably be expected during its 
intended lifetime. Waves, currents, and winds are basic 
elements of the physical environment. In this structural 
sense, good coastal engineering is always sensitive to the 
environment. 

But the designer who creates a structure that doesn't 
fall down has not necessarily solved a coastal problem. The 
structure must also perform a function, without creating 
significant new problems. it must reduce beach erosion, 
prevent flooding, maintain a channel, provide a quiet 
anchorage, convey liquids across the shore, or serve other 
functions. There are groins standing out at sea after the 
beach has eroded away; jetties exist that enclose a deposit 
of sand rather than a navigable waterway; some seawalls are 
regularly overtopped by moderate seas; water intakes are 
silted in. 

•Principal Coastal Engineer, Cyril Galvin, Coastal Engineer, 
Box 623, Springfield, Virginia   22150, USA. 
** This paper Is an overview of the papers discussed in the poster session 
on Environmental Aspects in Coastal Engineering Design.  The papers dis- 
cussed are presented in Chapters 136-137. 
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These functional failures are no less costly than 
structural failures. To design a structure to function as 
intended requires a thorough knowledge of the coastal pro- 
cesses affecting the site. These coastal processes are basic 
elements of the environment. So in the functional sense 
also, good coastal engineering is always sensitive to the 
environment. 

But physical factors of the environment (waves, cur- 
rents, sediment transport, etc.) are not the principal fac- 
tors of THE environment, as that word is now used in dis- 
cussing environmental aspects of coastal engineering. "Pro- 
tect the Environment" does not mean protect the design wave 
height. Rather, "Protect the Environment" means protect a 
complex of factors including fish and wildlife, wetlands, 
scenic views, water quality, odors and sounds, low popula- 
tion density, and even the subjective imaginings of people 
who will never see the sight. 

Intent of this Paper. This paper is about the relation 
between coastal engineering and the environment in the above 
contemporary sense. The occasion of the paper was a poster 
session "Environmental Aspects in Coastal Engineering 
Design" held on 15 November 1982 in Cape Town as a part of 
the 18th International Conference on Coastal Engineering. A 
poster session provides for the individual authors to pub- 
lish abstracts of their papers and to display key illustra- 
tions from their papers at the meeting hall during the 
conference. The chairman of the session discusses the 
authors' papers and the general subject, and puts his ideas 
in a paper. This is the chairman's paper for the poster 
session on "Environmental Aspects in Coastal Engineering 
Design." 

Given the occasion of this paper, it should serve two 
functions: review the work of the individual authors taking 
part in the session, and comment on the subject matter in 
general. There are 4 papers eligible for review, that is, 4 
papers whose abstracts were published in the conference 
abstract volume and whose authors displayed their results at 
the conference. These are the works of Perry (1982), Clark 
(1982), Hoffman, Mussalli, and Taft (1982), and Geldenhuys 
(1982) . 

The next section of this paper defines and distin- 
guishes the meanings of environment as they apply to this 
paper. Following these definitions, four sections review 
each of the poster papers. The final section presents opin- 
ions of the writer on environmental considerations in coas- 
tal engineering design. 



2266 COASTAL ENGINEERING—1982 

DEFINITIONS 

To a large extent, words mean whatever their users 
think they mean. This has been especially the case in dis- 
cussing environmental questions. Nevertheless, it is useful 
to review the accepted meanings of key words that are a part 
of the discussion. There are three words particularly rele- 
vant here:  Environment, Ecology, and Aesthetics. 

The authoritative sources of meanings are dictionaries, 
and the most authoritative dictionary for the English lan- 
guage is the Oxford English Dictionary (OED), issued in 
corrected form in 1933 with later supplements. A more con- 
temporary and concise dictionary is the Oxford American 
Dictionary (1980). These two dictionaries (the OED and the 
OAD) are the sources of the following definitions. 

Environment. Environment, according to the 1933 OED, 
comes from a French word meaning to encircle. Two defini- 
tions are given, the first and most general being "the 
object or regions surrounding anything." The second defini- 
tion is "the conditions under which any person or thing 
lives or is developed; the sum-total of influences which 
modify and determine the development of life or character." 
The 1980 OAD defines environment as "surroundings, 
especially those affecting people's lives." 

The coastal engineer developing a design wave height 
for a structure considers the environment in the first sense 
of these dictionary definitions. Once it is built, the 
structure itself becomes part of the coastal environment in 
this sense. But the environment, as used in the phrase 
"Protect the Environment", implies a slightly different 
definition; environment in this usage corresponds roughly to 
animals, plants, and the natural landscape, with the works 
of man removed. As used in this environmental sense, the 
meaning approaches that of 'ecology'. 

Ecology. The word, 'Ecology1, as such, does not appear 
in the 1933 OED. At that time the accepted spelling was 
'oecology', which is defined as "The science of the economy 
of animals and plants; that branch of biology which deals 
with the relations of living organisms to their surround- 
ings, their habits and modes of life, etc." (The 1972 
Supplement to the OED now accepts 'ecology' as the more 
usual spelling.) 
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The 1980 OAD shows the evolution in meaning of ecology 
that has accompanied recent usage. The first OAD definition 
of ecology is a concise restatement of the 1933 OED defini- 
tion: "The scientific study of living things in relation to 
each other and to their environment". The second definition 
is simply "this relationship", i.e., the study of relation- 
ship among organisms which was the original meaning of 
ecology is now coming to be replaced by the relationship 
itself. The OAD editors also add a postscript to their 
definition:  "Note that ecology does not mean environment." 

Relationships among native species and their environ- 
ment, i.e., the ecology, may be affected by coastal engi- 
neering works, and the works themselves may be affected by 
the ecology. As an example, improving an inlet to make it 
more navigable may also increase the tidal prism, and thus 
change the salinity of the bay waters. Changed salinity 
could increase or decrease the productivity of oyster beds 
in the bay, an effect of a structure on the ecology. It 
could also change the abundance of marine borers infesting 
timber piles and bulkheads in the bay, an effect of the 
ecology on those timber structures. Depending on the cir- 
cumstances, the net effect of the changes may be beneficial 
or harmful, although the doubt is usually in favor of main- 
taining the status quo, since the individuals whose liveli- 
hood is most threatened by such changes often hold a poten- 
tial veto over the approval of the project. 

The practical effect of these considerations is the 
development of a new functional design requirement for a 
coastal structure: the structure should not cause any sig- 
nificant change in the existing ecology, except for changes 
(such as improved water quality) that are not strongly 
opposed by any element of the affected population. 

Aesthetics. 'Environment' and 'ecology' are words that 
have become commonplace. Their meaning may be vague, and 
one is often confused with the other, but these two words 
undoubtedly connote good things that people are in favor of. 
It has been the writer's experience, however, that regula- 
tory decisions made in the name of the environment or 
ecology are often based, not on ecological principles, but 
on the personal philosophy of the regulator about what is 
right, i.e., what contributes to beauty in the situation. 
Often, in fact, the regulator has relatively little ecolo- 
gical data to base a decision on. 

In these decisions, personal aesthetics and not the 
environment or ecology, determines the outcome. Aesthetics 
is defined (1933 OED) as "The philosophy or theory of taste, 
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or of the perception of the beautiful in nature and art." 
The 1980 OAD defines aesthetics as "a branch of philosopohy 
dealing with the principles of beauty in art." 

Few people, of course, formally sit down and write out 
their personal theory of what is pleasing and beautiful in 
nature, and then make decisions consciously following this 
formulation. It is more intuitive than that. Some things 
fit and others do not. Given the choice, wilderness is more 
appealing than development; clear water is preferred to 
turbid water; dunes are more natural than seawalls; and so 
on. Often it seems that these aesthetic judgements, with 
which almost everyone would agree, are made first and the 
ecological reasons to support the decision are brought up 
later. The net benefit of the structure to society runs a 
distant second in consideration. 

Thus, while protecting the environment or the ecology 
may be the slogan, the practical application is often based 
on personal aesthetics. Aesthetic judgements are important 
and must be given weight. They are often intuitively cor- 
rect. As an example, the selection of the site for the 
Field Research Facility of the Coastal Engineering Research 
Center located at Duck, North Carolina, was determined by a 
regulatory decision based on aesthetics. The site orig- 
inally favored for that facility was Assateague Island, part 
of a National Seashore. The principal cogent objection to 
the facility at Assateague was the visual incompatibility of 
the pier superstructure with the setting. As a result of 
this objection, plans for the Assateague site were abandoned 
and the present site at Duck, North Carolina, was selected, 
a fortunate selection in the writer's view. 

Sometimes, the basis for aesthetic decisions appears to 
automatically assume greater attractiveness of natural con- 
ditions. But the natural condition is not necessarily the 
most pleasing one, despite a strong predilection to assume 
so. The writer has had black California beach sand pointed 
out to him as evidence of oil spills. The sands in question 
were indeed visually unpleasing, but the blackness was 
entirely natural, due to naturally occurring dark minerals 
of the region. 

In previous paragraphs, this section of the paper 
attempts to define and distinguish three terms applicable to 
what is called the environmental aspect of coastal engi- 
neering. The next sections get down to four concrete cases 
that were included in the poster session on Environmental 
Aspects of Coastal Engineering Design. These four cases 
are, in effect, a random sample of current coastal studies 
bearing on environmental aspects of design. 
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CLASSIFICATION OF NATAL ESTUARIES 

Reference. The Estuaries of Natal: A Method of Classi- 
fication, J.E. Perry, Abstracts volume, 18th International 
Conference on Coastal Engineering, Paper No. 17, pp. 33-34. 
(This abstract has been supplemented by selected data 
reports supplied by Mrs. Perry.) 

Natal Estuaries. This report concerns the classifica- 
tion of 72 estuaries in Natal, South Africa. Classification 
is based on 6 sets of air photos covering the period from 
1937 to 1980. Most of these photos were taken during the 
southern hemisphere winter. The photos are converted to a 
common 1:10,000 scale and landmarks used to locate changing 
features. A large number of measurements are made, most of 
which describe the geometry of the river and adjacent areas. 
Perhaps only 20% of these measurements concern coastal fea- 
tures directly, these being features associated with the 
river mouth. Table 1 identifies only the river mouth 
features measured in the classification. 

The mouths of these estuaries often have spits from one 
or both sides, which frequently seal off the river mouth 
entirely. Rocks commonly occur in the vicinity of the 
mouth, and roads or rail bridges are also common. Data from 
the work of G.W. Begg (1978) and additional data supplied by 
J.E. Perry (received Dec 1982), show the following: The 
estuaries can be conveniently divided into north and south 
sets, with Natal Bay as the approximate dividing line 
(approximately 29°53' south latitude). The majority of 
Natal estuaries are south of Natal Bay and most of these are 
usually closed. Spits commonly grow north to south in the 
south and south to north in the north. in the south about 
43 of 53 estuary mouths have noticeable rocks in the vicin- 
ity, but in the north only 8 of 21 show rocks in the vicin- 
ity. The estuaries in the south commonly are crossed by 
road and/or rail bridges near the mouth, but in the north 
this is the case at only 4 estuaries. 

In their present state, these data are still being 
tabulated and interpreted, but as indicated in the previous 
paragraph, they offer interesting information, for example, 
on longshore transport directions. Mrs. Perry reports that 
particularly for the coast north of the river Tugela (29°13' 
south latitude), there are long northward-directed spits. 
Some of these shores show prominent accretion, as shown by 
the shoreline changes in Figure 1, reduced from a supplement 
to the report by Selby and Perry (1982). 
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Table 1.  RIVER MOUTH DATA, NATAL ESTUARIES 

Characteristics* 

open/closed 

natural/ 
artificial 

canalized 

sandy 

rocks on 
right bank 

rocks on 
left bank 

outer bar 

silt plume 
(fluvial) 

suspended sedi- 
ment (marine) 

Measurements* 

right bank breakwater length 

left bank breakwater length 

rock sill level** 

cliffs on right bank:  height** 

cliffs on left bank:  height** 

spit/bar:  direction of growth in 
degrees 

length of spit/bar 

stabilized length 

width 

•taken from data form "Classification of the Lower Reaches 
of Natal Rivers" 
**measured from MSL 

Opinion. This study illustrates a necessary fundamen- 
tal step in any proper environmental study: the description 
of what actually exists in the field. The use of aerial 
photos is ideal for this purpose, since they provide a 
uniform source of morphologic data at identifiable times in 
the past. Once finished, the availability of such a set of 
data will put future analysis and policy decisions on a much 
surer basis. The wider possibilities of these data are 
illustrated by the shoreline change information of Figure 1. 
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FLORIDA COASTAL CONSTRUCTION GUIDELINES 

Reference. Coastal Construction Building Code Guide- 
lines, Ralph R. Clark, P.E., editor, Florida Department of 
Natural Resources, Bureau of Beaches and shores, Technical 
Report TR 80-1, Nov 1980, 52 pp. 

Purpose. As explained in its introduction, this docu- 
ment is a product of the evolving state coastal management 
program in Florida. Since 1957, the Florida Department of 
Natural Resources (DNR) has held regulatory authority over 
building setback lines and coastal construction in the 
state. In recent years, Florida state legislation has 
encouraged delegation of this authority to the particular 
municipalities and counties, provided that the municipali- 
ties and counties have appropriate procedures to control 
coastal construction. The purpose of TR 80-1 is to provide 
local Florida governments with guidelines for a coastal 
construction building code. 

(This delegation of regulatory authority to lower 
levels of government is an example of a nationwide trend. 
A similar effort in state coastal zone management is that 
taking place in California. Much of the permit jurisdiction 
formerly held by the California Coastal Commission is being 
assumed by the particular cities and counties within that 
state following completion of their local coastal programs.) 

Building Code. This document (TR 80-1) consists of a 
one-page introduction, followed by two, nearly-identical 
modifications to existing building codes of approximately 24 
pages each, and ending with 5 pages of references. 

The body of the report (pages 1 thru 47) presents the 
building code guidelines recommended by DNR. These are in 
the form of supplements to the existing South Florida Build- 
ing Code (pages 1 thru 23) and the existing Standard Build- 
ing Code (pages 24 thru 47). The principal difference 
between the two supplements is the terminology used to sub- 
divide and identify specific paragraphs. 

As indicated by Clark (1982), three major concepts of 
coastal engineering design are incorporated into these 
building code guidelines: 

a.  Identification of a zone where major coastal 
construction is permitted, but where special coastal design 
criteria apply.  The zone is three-dimensional, that is, it 
has both landward and seaward limits in plan, and vertical 
constraints in elevation. 
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b. Requirement that foundation design anticipate 
erosion occurring during the 100-year storm surge, or its 
cumulative equivalent. 

c. Requirement that the structure be designed 
for loading expected during the 100-year storm surge. 

Both supplements contain identical sections on defini- 
tions. The zone subject to these recommended building code 
supplements is defined as the Coastal Construction Building 
Zone. This zone is bounded on the seaward side by the 
Coastal Construction Conservation Zone, which is approxi- 
mately the dunes and the beach as far as the mean high water 
line. Major structures cannot be constructed within the 
Conservation Zone. On the landward side, the Construction 
Zone is bounded by the Coastal Construction Control Line. 
This control line is defined by statute and plotted on 
official maps. It is intended to mark a landward limit to 
the effect of the storm surge with a 1% chance of occurrence 
in any year (the 100-year surge) or of a number of lesser 
storms which cumulatively have the same probability of 
occurrence. (The zoning is generalized for the purpose of 
this paper as Figure 2, drawn in part from the FEMA (1981) 
Coastal Construction Manual.) 

Two types of erosion are distinguished under 'erosion' 
in the definitions: Horizontal Recession and Scour, based 
on whether or not the storm surge inundates the profile. 
This distinction appears unsatisfactory to the writer, 
because both horizontal recession and vertical scour can 
occur in the absence of storm surge, and because it appears 
to imply erosion due to onshore-offshore transport when much 
erosion is due to longshore transport. It would be better 
to define erosion within the concept of littoral sediment 
budget, erosion being the result when more sand is carried 
out of the area than is carried in by waves, currents, 
winds, and other processes. 

The general load requirement is for all habitable 
buildings to be designed to withstand the forces accompany- 
ing the 100-year storm. These forces are defined to be 
"waves, hydrostatic, hydrodynamic, and wind loads". Wave 
loads are specified to be those required by appropriate Navy 
or Army Corps of Engineers Manuals (NAVFAC DM-26 or Shore 
Protection Manual, Volume II). Hydrostatic loads are given 
as the pressure resulting from the equivalent height of 
water. Hydrodynamic loads are given a lengthy discussion in 
the definitions section, but are discussed only briefly and 
in general terms under required loads.  The wind load is 
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specified by a table developed from the 2/7 power of eleva- 
tion above grade, based on an assumed 140 mile per hour 
wind. 

Although habitable structures must be designed for the 
100-year storm, shore protection structures may have shorter 
design lifetimes, down to 10 years for bulkheads. Shore 
protection structures must be "designed for the minimum wave 
loads which are applicable for the design storm conditions 
which justify the structure." 

Excavation in the Coastal Construction Building Zone is 
not recommended but is permitted, provided that excavated 
beach material is replaced or used elsewhere in the zone 
and provided that the excavation does not present potential 
danger during the 100-year storm design conditions. 

The first floor must be above the expected wave crest 
elevation during the 100-year storm. This elevation is the 
higher of those determined by the DNR or the Federal Emer- 
gency Management Agency (FEMA), and is subject to revision. 

A pile foundation is recommended for habitable struc- 
tures, although soil-bearing foundations are permitted, if 
allowance is made for localized scour during the 100-year 
storm. The pile foundation is to have pile caps below the 
expected erosion surface during the 100-year storm. The 
pile foundation above grade is to have adequate spacing, 
defined as 8 feet or 8 times the pile diameter, which ever 
is greater. 

Bibliography. The document contains a useful list of 
65 references, almost all of which are not specifically 
listed in the building code guidelines. These 65 references 
identify about 13 national, county, and local building 
codes; 13 text books on a variety of subjects; 5 manuals; 6 
reports related to FEMA's coastal flood insurance mapping; 
and at least 11 articles that might be called construction 
guidelines. The remaining 17 references deal mostly with 
coastal processes, sediment transport, and waves. 

Opinion. Construction codes concern criteria based on 
the physical environment. The ecology of the environment is 
considered in the earlier steps defining the construction 
zone and granting the building permit. These Florida guide- 
lines systematically reduce coastal engineering practice to 
terms applicable to the work of the building contractor, 
without overspecifying the criteria. The engineer still has 
to determine for the specific site the probable ground level 
during the 100-year surge and the forces exerted by this 
surge.  Among the tougher questions to be determined is 
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whether the dune, which is usually pictured seaward of the 
construction zone (Figure 2), will survive the 100 year 
surge. The 5-page bibliography is a most useful addendum to 
the guidelines. 

EXCLUDING ORGANISMS FROM COASTAL WATER INTAKES 

Reference. Environmental Considerations in Designing 
Coastal water Intakes, P. Hofmann, Y.G. Mussalli, and E.P. 
Taft, unpublished draft report, Stone & Webster Engineering 
Corporation, 1982, 14 pp. including 7 figures. 

Fish Transfer Systems. Cooling water intakes to power 
plants may entrain organisms, resulting in high mortality 
to the entrained organisms and possible damage to the cool- 
ing water system. The problem of excluding organisms from 
the water intake without killing them is a sophisticated 
extension of the problem of excluding trash, which has 
occupied engineers for a longer time (Linsley and Franzini, 
1979, p. 233). Design of a water intake usually requires 
consideration of a trash rack; exclusion of organisms from 
coastal water intakes adds to this standard design require- 
ment the effect of a living organism capable of independent 
reaction to the environment, and the complications imposed 
by coastal processes. The authors describe solutions to the 
problem of organism entrainment which they have studied. 
Additional related studies are found in Taft and Mussalli 
(1978) . 

Physical constraints of the site usually will determine 
the overall plan of the cooling water system. Modifications 
to that system are then made to minimize organism entrain- 
ment. The principal modification recommended by the 
authors, based on their studies, is the use of screens 
angled at about 25° to the centerline of the upstream chan- 
nel. Fish swept downstream sense these screens and in 
avoiding them, they are shunted into a bypass from which 
they are returned safely to open water. (The fish do not 
'see' the screens, which are usually in the dark. Even if in 
a lighted conduit, the fish approach the screens tail first, 
so the sensing of the screens is presumably a reaction to 
the turbulent eddies shed by the screens.) 

Louvers have been used for fish diversion in hydroelec- 
tric plant intakes, but the authors' studies show that the 
net efficiency, considering the cooling water system and 
fish mortality, makes screens the better choice. Mortality 
rates for fish vary considerably with the species tested. 
The 25° angle of the screen is an empirical result of their 
tests with live fish. 
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The use of these screens is further modified to 
minimize pumping requirements for the fish bypass system. 
To reduce this cost it is desirable to minimize the flow in 
the bypass. This is accomplished by making each screen a 
vertical conveyor belt with fish buckets which lift fish to 
a smaller return trough (Figure 3). The conveyor belts are 
equipped with low pressure sprays to transfer the fish into 
the fish trough and a high pressure spray to remove trash. 

There is a further complication in one Florida power 
plant imposed by the requirement to remove small organisms 
from the flow. This requires reducing the screen mesh from 
the normal 9.5 mm to 0.5 mm, which results in unique opera- 
tional and reliability problems. 

Opinion. These modified solutions to the problem of 
avoiding organism entrainment appear to be still in the 
development stage. It will be useful to see statistics on 
their operational reliability after several years. Statis- 
tics concerning the net effect of the cooling water system 
on the local ecology would be useful in justifying the cost 
of the traveling screens. Presumably, the heat discharge 
and turbulent energy accompanying the operation of the cool- 
ing system contribute benefits, as well as losses, to the 
local ecology. 

RICHARDS BAY OUTFALL 

Reference. Richards Bay Marine Effluent Pipeline - 
Environmental Aspects, N.D. Geldenhuys, Abstracts volume, 
18th International Conference on Coastal Engineering, Paper 
No. 20, Nov. 1982, p. 39. 

Discussion. This abstract identifies salient factors 
of the outfall at Richards Bay, South Africa, intended to 
handle effluent resulting from future industrial and popula- 
tion growth. The pipeline is a 1 meter diameter plastic 
pipe which is to extend 4 to 5 kilometers out to sea. 
Buoyant effluent will be discharged at a depth of 28 meters; 
dense effluent at a depth of 25 meters. The effluent con- 
sists of 3 principal substances: dense waste from a phos- 
phoric acid factory, including gypsum, fluorides, and heavy 
metals; buoyant paper and pulp mill effluent; and buoyant 
municipal sewerage. 

The volume of effluent is expected to rise from 64,000 
mJ/day in 1984 to 176,000 m3/day by 2013. The volume of 
dense waste will be a relatively low percentage of the total 
initial discharge and will remain relatively constant in 
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Fish 
Trough 
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Figure 3.  MODIFIED TRAVELING SCREEN WITH FISH BUCKETS 
(HOFMANN, MUSSALLI, AND TAFT, 1982) 
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absolute terms. The volume of buoyant waste is a large 
percentage of the initial total, and is expected to grow in 
absolute terms. 

Some environmental deterioration is expected in the 
vicinity of the diffuser, particularly from deposition of 
the gypsum slurry which will eventually cover 4 square 
kilometers of bottom. Adverse effects may be reduced by 
inplant treatment, by searching for alternative use of the 
material, and by monitoring. 

Bottom currents are estimated to be slight with median 
values between 7 and 10 cm/sec. Wave action is moderately 
severe with 90% of all wave heights between 0.5 and 2.0 
meters. The available information does not provide data on 
the design criteria leading to the selected pipeline 
lengths, discharge point, and diameter. The design of out- 
falls based on physical and ecological criteria is discussed 
in detail by Grace (1978). 

SELECTED ASPECTS OF ENVIRONMENT IN DESIGN 

The previous sections of this paper indicate the range 
of environmentally related studies that now occupy coastal 
engineers and scientists, from basic description of the 
environment (Table 1) to design and testing of highly spe- 
cialized fish handling mechanisms (Figure 3). The environ- 
mental concern that led to these studies has had a number of 
effects on coastal engineering design, some of them for the 
good. In this final section of this paper, three effects on 
the profession are discussed: 

a. Benefits to coastal engineering practice 
b. Fostering of coastal myths 
c. Design priorities 

Benefits of Environmental Concern. The environmental 
movement is blamed for delay and cancellation of projects; 
perversion of technical data; exaggerated concern over 
improbable outcomes; and many other errors of commission and 
omission. Most practicing coastal engineers will have their 
share of stories to tell, so they will not be reviewed here. 
Despite these real difficulties, however, the environmental 
movement has benefited the coastal engineering profession in 
significant ways. 

On an economic level, environmental requirements have 
generated a lot of work for coastal engineers. On a techni- 
cal level, environmental studies have significantly improved 
the profession's capacity to design for new environments. 
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The work done in planning for the Atlantic Generating Sta- 
tion in New Jersey provided much work for the profession 
and advanced its technical understanding considerably. 
There have been many other projects of smaller scope. 

Preliminary studies required to satisfy environmental 
regulations probably have reduced net project costs in many 
cases by eliminating some of the uncertainty that faces a 
contractor in making up his bid. An Engineering News Record 
article ("Outfall bid $10 million under estimate", 9 Apr 
1981) credits the low bid on the Southwest Ocean Outfall in 
San Francisco to preliminary studies which reduced the size 
of contingency allowances added to the bids. 

Environmental requirements have forced coastal engi- 
neers to recognize the costs of unwanted ecological change. 
Although engineers retain strong suspicions that the ecolo- 
gical data on which these costs are calculated are often 
questionable, the requirement to consider the question has 
widened the view of the engineers, to the benefit of the 
profession. 

The activity of coastal engineers on these environmen- 
tal questions has also partially educated the regulators. 
There is now grudging recognition among environmentalists 
that some coastal engineers know what they are doing. 

Myths. The environmental movement has fostered a per- 
vasive mythology about coastal processes. These myths 
include logical impossibilities, highly improbable asser- 
tions, and dubious hypotheses. These are reviewed in 
reports and editorials published in Shore and Beach (see 
Adams, 1982; O'Brien, 1982; O'Brien, 1980) and in Proceed- 
ings of Coastal Zone '80 (see O'Brien and Johnson, 1982, 
Olsen, 1982). The following paragraphs start off with a 
brief statement of a myth, followed by a statement believed 
to more accurately represent the facts. 

a. All Atluc.tuie.-b cau-ie tKOAlon. Well designed 
structures retard or prevent erosion. As pointed out by 
O'Brien and others, few people would go to the expense of 
building a structure if erosion did not already exist at the 
site. Since many structures are separated from the water by 
a sand beach when they are built, this supposed causal 
action implies that waves are equipped with some sort of 
remote-sensing ability to perceive the structure behind the 
berm. To really evaluate the effect of the structure, 
compare the condition after construction with what would 
have been the condition had no structure been built. 
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b. Se.awa.llA cause unacceptable scou.1. it has not 
been demonstrated that wave action at a seawall results in 
worse conditions than no seawall at all. Well designed 
seawalls are effective structures in sites that require 
them. 

c. Sea level Kise is the cause oi etosion. The 
net effect of even rapid sea level rise is small compared to 
the effects of other coastal processes contributing to ero- 
sion (Galvin, 1983). 

d. The mould's be.ac.ke.-i aie etoding almost eveiy- 
wheie. Erosion probably does dominate, but accretion is not 
negligible. The writer believes that this myth is partly an 
artifact of the reporting system. The beaches most justi- 
fying study (and thus being reported) are those that are 
eroding. Accretion, such as that shown in Figure 1, gets 
noticed and reported only by accident. It is also true that 
both environmentalists and engineers may stand to gain from 
reports of widespread erosion, and this can subconsciously 
affect the reported prevalence of erosion. 

e. Etosion is inevitable. Erosion is prevent- 
able, often by modest engineering efforts. A large sand 
fill at Ocean Beach, San Francisco, was maintained on the 
Pacific Ocean for half a century prior to current construc- 
tion. A sand dike at the entrance to Fire Island Inlet, New 
York, has remained exposed to the Atlantic Ocean for over 20 
years. 

f. Baliien. islands ate &iagile. Barrier islands 
have evolved in a tough environment, and they persist there. 
Barrier islands pictured on 18th century charts of the U.S. 
Atlantic coast are still in place, along with most of the 
important inlets between them. The seawall at Galveston, on 
a low barrier island in an area of subsiding land levels, is 
now about 80 years old and still functioning. Lighthouses 
from the 19th century and earlier exist today on Atlantic 
coast barrier islands. 

Priorities in Coastal Engineering Design. It is diffi- 
cult to design a structure that will last a useful lifetime 
and perform its intended function without introducing new 
coastal problems. The pressure of environmental concern 
tends to displace these design priorities. The ecological 
and aesthetic requirements of the design must be subordinate 
to these primary requirements. A suggested list of priori- 
ties for the responsible engineer are as follows: 
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a. Know the environment of the structure under 
design. This must be personal knowledge, adequate to estab- 
lish the physical design criteria with confidence. This is 
a first requirement, before design can begin. 

b. Design the structure to last a useful 
lifetime under the expectable extremes of the environment. 
This is the primary requirement of the design. 

c. Design the structure to perform its intended 
function without introducing significant new problems. If 
this functional requirement is not satisfied, the structure 
will still be a failure, even if it lasts its intended 
design life. 

d. Design the structure to minimize 
environmental change, particularly those aspects of the 
environment which are critical to the existing ecology. As 
indicated above, approval of the project may depend on this. 

e. Within the constraints of the preceding pri- 
orities, make the structure fit the landscape in a pleasing 
way. A structure that is both physically adequate and 
functional is usually aesthetically pleasing as well. 
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STRUCTURAL DESIGN  ASPECTS OF A COASTAL BUILDING  CODE 
by 

Ralph R. Clark1 

1    INTRODUCTION 

Since 1957, the State of Florida, U.S.A., has witnessed the evolution of 
coastal regulatory concepts based upon coastal engineering design guidance. 
In 1978, the Florida Legislature encouraged counties and municipalities to 
adopt coastal construction zoning and building codes to supplement the 
existing minimum codes which include the Standard Building Code, the 
National Building Code and the South Florida Building Code. Subsequently, 
coastal building code guidelines were developed to provide statewide 
uniformity in the adoption of supplemental codes by coastal counties and 
municipalities. 

It is the intent of this paper to present the structural design aspects 
required in a coastal building code using the code guidelines developed for 
and specifically applicable to Florida's coastal communities. These same 
design aspects and code guidance are applicable to most other state's or 
nation's developable sand shorelines which are subjected to coastal storm 
damage. 

The purpose of a coastal building code in Florida communities is to 
supplement the existing minimum code by providing the structural design 
standards for construction within that portion of the beach and dune 
system which is subject to substantial scour, erosion, flooding, and loads 
accompanying the impact of a major hurricane. A coastal building code 
includes structural design standards for the construction of residential 
structures, enclosed commercial structures, coastal and shore protection 
structures, and other substantial structures of a semi-permanent nature. 
Although the few minimum codes currently in effect in the coastal 
communities are comprehensive for conventional construction, they do not 
adequately address the special structural design considerations identified for 
the Florida coast. Along a developable coast, special design considerations 
are necessary for the preservation of the beach and dune systems, as well 
as, for the structural adequacy of the construction. 

The major concepts of coastal engineering design which are necessary in a 
coastal building code include: 

1. Zone identification (horizontal and vertical). 
2. Foundation design for erosion and scour. 
3. Storm  loading  (including  wind,   waves,  hydrostatic, and hydro- 

dynamic loads). 

1 P.E., P.L.S., Chief of Bureau of Coastal Engineering and Regulation, 
Division of Beaches and Shores, Florida Department of Natural 
Resources. 
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2    ZONES 

A coastal building code should identify the zone within which major 
construction should be designed for the physical environmental conditions 
accompanying a major storm event. The standard adopted by law in 
Florida is the zone of impact of a 100-year storm surge or of a number of 
lesser storms which cumulatively have an equivalent probability of 
occurrence. For coastal areas which are predicted to be flooded by the 
storm surge of a 100-year storm, a zone of impact is identified by the 
possible existence of breaking waves which are significantly large to cause 
structural damage. For coastal areas not overtopped by a predictable 100- 
year storm surge, the impact zone is identified by the wave runup and the 
erosion limits of that storm or of storms having impact with an equivalent 
cumulative probability. 

Seaward of a coastal construction building zone, a coastal conservation 
zone should be identified within which no major habitable structures should 
be erected. The inland limits of this coastal conservation zone would 
coincide with the seaward limits of the coastal construction building zone 
and would identify the seaward-most dune and beach area in need of 
preservation from the impact associated with the construction of major 
habitable structures. Identification of the line of demarcation between a 
coastal construction building zone and a coastal conservation zone would 
have to result from a consideration of the existence and degree of existing 
development, as well as the predictable beach and dune response to high 
frequency (less than 20-year) storm events. 

For developed coastal areas within which there exists a reasonably 
continuous line of rigid coastal protection structures, regardless of the 
design adequacy of these coastal protection structures, such a line should 
define the seaward limits of the coastal construction building zone. (See 
the following illustration.) 

Coastal Construction 
Building Zone Coastal Conservation Zone 
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For developed and undeveloped coastal areas where there does not exist a 
line of rigid coastal protection structures, the dune system itself should be 
identified as a flexible coastal protection structure. Although guidance and 
rationale would vary in different locales, it is suggested that the inland 
limits of the coastal conservation zone be defined by the dune erosion 
limits of a 20-year storm event or the dune erosion which would be 
expected resulting from storms with an equivalent cumulative probability. 
(See the following illustration.) 

Coastal Construction 
Building Zone Coastal Conservation Zone 

Although horizontal zonation, that is identification of the coastal 
construction building zone and coastal conservation zone, is of primary 
importance, vertical zonation should be included by identifying the 
elevation above which major habitable structures should be constructed. 
The standard adopted by the State of Florida is the requirement to elevate 
the habitable structure such that the structural soffit or the underside of 
the lowest supporting structural member, excluding the foundation piles, is 
above the design breaking wave crests or wave uprush as superimposed on 
the storm surge of a 100-year storm. 

3    FOUNDATION DESIGN 

Foundation design within the coastal construction building zone should 
consider the topographic changes which may be expected over the design 
life of the structure. Foundation design should consider the erosion, scour, 
and loads accompanying a 100-year storm event. 

Soil bearing foundations are discouraged within the coastal construction 
building zone and should be prohibited above the design grade. The 
elevation of the soil surface to be used in the calculation of bearing 
capacities should not be higher than that which would result from the 
erosion of a design storm. Calculation of the design grade should account 
for localized scour due to the presence of structural components. The 
maximum elevation of a soil bearing foundation should be set below the 
design grade resulting from the erosion (including scour) of a 100-year 
storm event. Erosion computations for foundation design should account 
for all vertical and lateral erosion and scour producing forces. 

AH habitable structures within the coastal construction building zone are 
recommended to be elevated on and securely anchored to an adequate pile 
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foundation. The structure should be anchored in such a manner as to 
prevent flotation, collapse or lateral displacement. A pile foundation 
should be designed to withstand all anticipated loads resulting from a 100- 
year storm event including wave, hydrostatic, hydrodynamic, and wind loads 
acting simultaneously with live and dead loads. 

Design ratio of pile spacing to pile diameter is not recommended to be 
less than 8:1 for individual piles; however, this would not apply to pile 
clusters located below the design grade. Pile caps should be set below the 
design grade (which includes localized scour), while the piles should be 
driven to a penetration which achieves adequate bearing capacity taking 
into consideration the anticipated loss of soil above the design grade. 

In addition to normal foundation analysis, pile foundation analysis should 
consider piles in column action from the bottom of the supported structure 
to the design grade. Consideration should also be given to the degree of 
exposure to wave attack and the resulting impact loads on lateral or 
diagonal bracing between piles. Lateral bracing should be designed to 
minimize resistance to flow and to the entrapment of floating debris. 

Within the coastal construction building zone, substantial walls and 
partitions constructed below the level of the first finished floor should be 
prohibited. It is recommended that such a prohibition exempt stairways, 
utilities, shearwalls perpendicular to breaking waves, wind/sand screens, 
light open wood lattice partitions, elevator shafts, and breakaway or 
frangible walls designed to collapse under wave forces. Any construction 
within the vertical zone of design storm wave impact should be designed in 
such a manner so as to minimize the release of destructive hydrodynamic 
missiles. 

k    STORM LOADS 

A coastal building code should require that all habitable major structures 
be designed for the loads accompanying a 100-year storm event, including 
wind, wave, hydrostatic, and hydrodynamic loads. Within the coastal 
construction building zone and the coastal conservation zone, minor 
structures need not meet specific structural requirements for wind and 
wave forces, but they should be designed to minimize the potential for 
generating aerodynamically or hydrodynamically propelled missiles. Minor 
structures should also be designed to produce a minimum adverse impact 
on the beach or dune system. 

The wind load requirements of a coastal building code need to be 
established considering historical records of storm generated wind velocities 
over water in the specific region. The problem with the wind require- 
ments of the existing minimum codes in Florida was the inland location of 
the data from which the wind requirements were derived. Following 
recommendations of the National Hurricane Center, the University of 
Florida, and the Florida Department of Natural Resources, the State of 
Florida increased the required wind velocity for load computations to a 
minimum of 140 mph (225 kilometers per hour) at a height of 30 feet (9 
meters) above the ground.    The designer of  a  habitable  major  structure 
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should be aware, however, that localized wind forces under design 
hurricane conditions may exceed this minimum wind load requirement. 

The coastal building code should be flexible to invite a detailed analysis of 
structures whose dynamic properties allow for wind sensitivity. In 
designing for hurricane generated winds, consideration should be given to 
the frictional effects and induced vortices due to the influence of 
topographic roughness and other existing structures. Consideration should 
also be given to the internal pressures on interior walls, ceilings, and 
floors resulting from damaged windows or doors. 

The water related loads accompanying a design coastal incident storm 
event provide a major area of deficiency in most building codes, with wind 
generated waves producing the most analytically complex yet the most 
critical of forces to which the coast and its structures are subjected. The 
coastal building code should require that major habitable structures be 
designed in consideration of the expected shore-propagating wave conditions 
upon the surge of a 100-year storm event. Breaking, broken, and non- 
breaking waves should be considered as applicable. Design wave loading 
analysis should consider vertical uplift pressures and all lateral pressures to 
include impact, as well as, dynamic loading and the harmonic intensifi- 
cation resulting from repetitive waves. Recommended sources from which 
to base minimum criteria and methodology in design wave computations are 
the Department of Navy, Naval Facilities Engineering Command Design 
Manual NAVFAC DM-26, the Department of the Army Corps of Engineers 
Shore Protection Manual, Volume II, Department of the Army Coastal 
Engineering Research Center Technical Papers and Reports, and Florida 
Department of Natural Resources, Division of Beaches and Shores Technical 
and Design Memoranda. 

In addition to the wind and wave loads, a coastal building code should 
require that all major habitable structures be designed for the hydrostatic 
and hydrodynamic loads which would be expected under the conditions of 
maximum inundation associated with a 100-year storm event. Calculations 
for hydrostatic loads should consider the maximum water pressure resulting 
from a peaked breaking wave superimposed on the storm surge of a 100- 
year storm event. Both free and confined hydrostatic loads should be 
considered, while confined hydrostatic loads should be determined using the 
maximum elevation to which the confined water would freely rise if 
unconfined. 

Vertical hydrostatic loads should be considered as forces acting both 
vertically downward and upward on horizontal or inclined surfaces of major 
structures (e.g. floors, slabs, roofs, walls). Lateral hydrostatic loads should 
be considered as forces acting horizontally above and below grade on 
vertical or inclined surfaces of major structures and coastal or shore 
protection structures. Hydrostatic loads on irregular or curving geometric 
surfaces may be determined in consideration of separate vertical and 
horizontal components acting simultaneously under the distribution of the 
hydrostatic pressures. 

Calculations for hydrodynamic loads should consider the maximum water 
pressures  resulting from the motion of the water mass  associated  with  a 
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100-year storm event. A more detailed discussion of these loads may be 
found in the definitions which follow. 

When considering water related loads, specialized loads of importance to 
the coastal building code are battering loads. Habitable major structures 
including the foundation should be designed to resist the battering loads 
which may reasonably be anticipated resulting from isolated floating or 
suspended objects during a 100-year storm event. 

5    EXCAVATIONS 

A major consideration of a coastal building code, excavation is generally 
not recommended within the coastal construction building zone and should 
be prohibited within the coastal conservation zone. Any proposed 
excavation design should consider the coastal topographic changes 
accompanying a 100-year storm event and those anticipated topographic 
changes which have an equivalent probability of occurrence. Upon 
consideration of these topographic changes, any excavation within the 
coastal construction building zone which have the potential for a negative 
impact or would accelerate erosion should be prohibited. Excavation 
associated with the construction of a major structure within the coastal 
construction building zone should be limited to that incidental to the 
construction of the foundation and necessary for utilities. Excavation 
required for swimming pool construction within the coastal construction 
building zone should be minimized, located as far inland as possible, and 
not result in a net loss of sediment in the immediate area. All beach 
compatible excavated material or an equivalent volume of beach 
compatible material should be used as fill to be placed generally seaward 
of the excavation. 

6    COASTAL AND SHORE PROTECTION STRUCTURES 

The coastal building code should address coastal and shore protection 
structures as a separate classification for design. In general, the 
construction or rehabilitation of flexible coastal and shore protection 
structures such as beach nourishment, dune construction and stabilization, 
and sand fencing should be encouraged over the construction of rigid 
coastal and shore protection structures (seawalls, bulkheads, revetments, 
rubble mounds, groins, etc.) if such beach and dune restoration activity is 
of acceptable coastal engineering design and is compatible with the 
existing coastal systems. The construction of isolated rigid coastal or 
shore protection structures on undeveloped property is not recommended 
nor should such structures be designed primarily to protect minor 
structures. 

Seawalls and other rigid coastal protection structures are intended to 
protect upland structures and property and not to protect the beach. In 
fact, rigid coastal protection structures usually may be expected to have a 
long term adverse effect on the adjacent beach. In those instances in 
which a rigid coastal or shore protection structure is the only feasible 
means of protecting existing upland structures and property, then that rigid 
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coastal or shore protection structure should be located as far landward as 
possible, consistent with design and construction requirements. Any seawall 
or other rigid coastal protection structure should be designed to minimize 
its erosion impact. Sloping rock revetments, rubble mound structures, and 
toe-scour protection with rock in front of vertical bulkheads and seawalls 
are recommended over vertical or sloping solid walls which due to their 
reflective surface cause substantially greater erosion losses to the adjacent 
beach. 

The major design considerations for coastal and shore protection structures 
should include structural siting, foundation (e.g. geotextiles), crest (or cap) 
elevation, toe elevation, structural slope(s), components as impacted by 
waves superimposed upon the design storm surge, expected scour, impact 
on the beach and dune system, and impact on the adjacent properties. 
Coastal and shore protection structures should be designed for the 
minimum wave loads which are applicable for the design storm conditions 
which justify the structures. Seawalls, revetments, and rubble mound 
structures are generally designed for a 20 to 50-year storm event. 
Recommended sources from which to base minimum criteria and 
methodology in the design of coastal and shore protection structures are 
the Department of the Army Corps of Engineers Shore Protection Manual, 
the Department of the Army Coastal Engineering Research Center 
Technical Papers and Reports, the Department of Navy, Naval Facilities 
Engineering Command Design Manual NAVFAC DM-26 and DM-7, and 
Florida Department of Natural Resources, Division of Beaches and Shores 
Technical and Design Memoranda. 

The coastal building code should also address those cases where develop- 
ment is proposed upland of an existing seawall or other rigid coastal 
protection structure. Such development should be located a sufficient 
distance upland from the coastal protection structure to allow for the 
containment of partial failures and to provide adequate room for routine 
maintenance and future repair to the coastal protection structure. Wave 
and runoff induced seepage in fill behind coastal protection structures 
should be considered to avoid partial or complete failure due to piping of 
fill material under the structures. 

7    CODE DEFINITIONS 

The following definitions are recommended for inclusion within the coastal 
building code, in order to clarify the coastal engineering and construction 
terminology adopted. 

BEACH: The zone of unconsolidated material that extends landward from 
the low water line to the place where there is marked change in material 
or physiographic form, or to the line of permanent vegetation. Unless 
otherwise specified, the seaward limit of a beach is the mean low water 
line.    Beach is alternatively termed the "shore." 

BREAK-AWAY WALL or FRANGIBLE WALL: A partition independent of 
supporting structural members that will withstand design wind forces but 
will  fail  under hydrostatic,   wave  and   runup  forces  associated  with  the 
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design storm surge. Under such conditions, the wall should fail in such a 
manner that it dissolves or breaks up into components that will not act as 
potentially damaging missiles. 

COASTAL AND SHORE PROTECTION STRUCTURES: Shore hardening 
structures, such as seawalls, bulkheads, revetments, rubble mound 
structures; groins and breakwaters; aggregates of materials other than 
beach sand used for shoreline protection; beach and dune restoration; and 
other structures which are intended to prevent erosion or protect other 
structures from wave and hydrodynamic forces. Coastal protection 
structures are intended for the protection of upland properties and 
structures, whereas, shore protection structures are intended for the 
protection of the beach or shoreline. 

COLUMN ACTION: The elastic instability in piles or columns resulting 
from stresses due to axial and/or lateral loads. 

DUNE: A mound or ridge of loose sediment, usually sand-sized, lying 
upland of the beach or shore, and deposited by any natural or artifical 
mechanism (e.g., a dune may also include a beach ridge, dune ridge, 
chenier, etc.). 

EROSION: The wearing away of land or the removal of beach or dune 
material by wave action, tidal currents or deflation. Erosion includes but 
is not limited to: 

(a) Horizontal recession, which is where the storm surge intersects 
but does not inundate the profile and where horizontal littoral 
activity due to waves, currents and runup erodes the profile. 

(b) Scour, which is where the topography is completely inundated by 
the storm surge, and where wave and current forces erode the 
profile in the vertical direction. 

EXCAVATION: Any mechanical removal of rock or unconsolidated 
material. 

HYDRODYNAMIC LOADS: Those forces resulting from a mass of water in 
motion, e.g., the flow accompanying a storm surge. Hydrodynamic loads 
are generally lateral forces, but also include effects of the turbulence 
resulting from the interaction of the flowing water mass with a rigid 
structure. Hydrodynamic load computations for construction consider all 
predominant forcing functions responsible for the motion of the aquatic 
mass, which are the astronomical tide and the storm waves (including the 
orbital particle transport, longshore mass transport, and shore-normal mass 
transport), as well as the storm surge. Gravity and forced flow resulting 
from the inundation accompanying the storm surge of a 100-year storm 
event are considered. Hydrodynamic load computations consider the 
processes of mass transport, heat transport, and momentum transport, along 
with the corresponding natural laws which are the conservation of matter, 
the conservation of energy (first law of thermodynamics), and Newton's 
second law (the equation of motion). Hydrodynamic load computations also 
consider the various flow forms including forms referring to spatial 
variation (uniform and non-uniform flow), forms referring to variation in 
time (steady, quasi-steady, and non-steady  flow),  forms  referring  to   the 
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nature of flow (laminar and turbulent flow), and forms referring to the 
type of flow energy (subcritical, critical, and supercritical flow). In 
addition, hydrodynamic load computations include the transformation of 
flow energy form from supercritical flow to subcritical flow, and vice 
versa, including all classifications of hydraulic jump. Hydrodynamic load 
computations consider hydraulic flow across both a fixed bed and a 
movable bed where applicable. 

HYDROSTATIC LOADS: Those lateral and vertical (including uplift) forces 
resulting from a mass of water standing either above or below the soil 
surface. These loads are equal to the product of the water pressure at 
the centroid of the plane surface area on which the pressure acts times 
the area of that surface. The hydrostatic pressure is equal to the product 
of the unit weight of the water times the elevation of the water above 
the point of measurement. Hydrostatic loads which are confined may be 
determined using the elevation to which the confined water would freely 
rise if unconfined. Hydrostatic pressures at any point are equal in all 
directions and act normal to the applied surface and are passive in nature. 

INUNDATE:    To cover or overflow as with a flood. 

MAJOR STRUCTURES: Houses, mobile homes, apartment buildings, 
condominiums, motels, hotels, restaurants, other types of residential or 
commercial buildings, towers, swimming pools, piers, pipelines, and other 
projects having the potential for substantial impact on the beach and dune 
systems. Major structures include any structure which is neither a "minor 
structure" nor a "coastal or shore protection structure." 

MINOR STRUCTURES: Elevated dune and beach walkover structures, 
beach access ramps and walkways, stairways, pile-supported elevated 
viewing platforms, gazebos, boardwalks, lifeguard support structures, pile 
supported or cantilevered decks or porches on new or existing structures, 
slab patios, sidewalks, driveways, and other uncovered paved areas (e.g., 
parking areas, shuffleboard courts, tennis courts, etc.), earth retaining 
walls, sand fences, privacy fences, ornamental walls, ornamental garden 
structures, aviaries, subgrade utilities (e.g., wells, septic tanks, and drain 
fields) which require material alteration and restoration of topography, and 
ornamental projects. Usage is not the only criterion used to classify 
structures as minor. It is a characteristic of minor structures that they 
are considered to be expendable under wind and wave forces. 

ONE-HUNDRED-YEAR STORM: A shore-incident hurricane or any other 
storm with accompanying wind and wave intensity having a one-percent 
chance of being equaled or exceeded in any given year during a 100-year 
interval. 

PILE FOUNDATION: A system of piles providing the support of a 
structure, including those piles terminating below grade at pile caps and 
those piles extending above grade to superelevate a structure. 
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STORM SURGE: The rise above normal water level on the open coast due 
to a number of factors, including the action of wind stress on the water 
surface and the rise in level due to atmospheric pressure reduction. 

UPLIFT PRESSURE: Any upward hydrostatic, hydrodynamic, or wind 
pressure on the soffit, base, deck or floor of a structure. 

WAVE: A ridge, deformation, or undulation of the surface of a liquid. 
Storm generated ocean waves shore-propagating upon the storm surge are 
considered for design purposes. The wave forces are dependent upon the 
type of wave considered (i.e., unbroken, broken or breaking). 

8    CONCLUSION 

Special design standards are needed specifically for the construction of 
structures fronting on the open coast exposed to extreme storm events. 
Predicting waves, flooding, erosion and scour is a necessary requirement 
for the proper design of ocean front construction. By systematically 
identifying the special design aspects for coastal construction, a coastal 
building code may be developed to supplement the minimum design 
standards set forth in the current building codes. 

9    REFERENCES 

1. American Concrete Institute, ACI Standard Building Code Require- 
ments for Reinforced Concrete,  1971. 

2. American Institute of Steel Construction, Inc., Manual of Steel 
Construction Seventh Edition, 1970. 

3. American National Standards Institute, 1977, ANSI Building Code, 
U30 Broadway, New York, New York    10018. 

k. Balsillie, James H., Design Hurricane Generated Winds, Florida 
Department of Natural Resources, Bureau of Beaches and Shores, 
Technical Report No. 78-1, October,  1978. 

5. Balsillie, James H., "The Peaking of Waves Accompanying Shore- 
Breaking," Fifth Symposium on Coastal Sedimentology: Modern and 
Ancient Shores, Florida State University, Tallahassee, Florida,  1980. 

6. Balsillie, James H. and R. W. G. Carter, "On the Runup Resulting 
from Shore-Breaking Wave Activity," Fifth Symposium on Coastal 
Sedimentology: Modern and Ancient Shores, Florida State University, 
Tallahassee, Florida,  1980. 

7. Bowles, Joseph E., Foundation Analysis and Design, McGraw-Hill Book 
Company,  1968. 



COASTAL BUILDING CODE 2295 

8. Chesnutt, C. B. and R. E. Schiller, 3r., Scour of Simulated Gulf 
Coast Sand Beaches Due to Wave Action in Front of Sea Walls and 
Dune Barriers, Texas A & M University, Sea Grant Report No. 207, 
May,  1971. 

9. Christensen, B. A., "Sediment Transport," University of Florida, 
Department of Civil Engineering Course Notes, Spring,  1973. 

10. Clark, Ralph R., et al, Coastal Construction Building Code Guidelines, 
Technical Report No. 80-1, Florida Department of Natural Resources, 
November,  1980. 

11. "Coastal Construction Codes for that Area of Okaloosa County, 
Florida, Fronting the Gulf of Mexico, between Department of Natural 
Resources Monuments R31 and R50," Okaloosa County Ordinance No. 
79-2, Florida,  1979. 

12. "The Coastal Construction Code for the Barrier Islands of Pinellas 
County and its Municipalities," Chapter 39, The Coastal Construction 
Code, Pinellas County Construction Licensing Board, September,  1978. 

13. "Coastal Construction Codes for Bonita Beach," Lee County Ordinance 
No. 76-10, Florida,  1976. 

l<t. "Coastal Construction Codes for Captiva Island, Lee County, Florida," 
Lee County Ordinance No. 76-15, Florida,  1976. 

15. "Coastal Construction Codes for Estero Island," Lee County Ordinance 
No. 76-3, Florida,  1976. 

16. "Coastal Construction Codes for Gasparilla Island, Lee County, 
Florida," Lee County Ordinance No. 77-1, Florida,  1977. 

17. Collier, Courtland A., Construction Guidelines to Minimize Hurricane 
Damage to Shore Area Homes, Florida Department of Natural 
Resources, November,  1976. 

18. Collier, Courtland A., Seawall and Revetment Effectiveness, Cost and 
Construction, Florida Sea Grant Report Number 6, May,  1975. 

19. Collier, Courtland A., et al, Guidelines for Beachfront Construction 
with Special Reference to the Coastal Construction Setback Line, 
Florida Sea Grant Report No. 20, February,  1977. 

20. Commonwealth of Australia, Department of Transport and Construc- 
tion, Structural Design of Cyclone Resistent Dwellings, Part A: 
Design, Part B: Construction, 3une,  1976. 

21. Cyclone Building Construction Seminar Papers, Cyclone Building 
Research Committee, November,  1980. 

22. Daily, 3ames W. and Donald R. F. Harleman, Fluid Dynamics, 
Addison-Wesley Publishing Company, Inc.,  1966. 



2296 COASTAL ENGINEERING—1982 

23. Dean, R. G., "Beach Erosion: Causes, Processes, and Remedial 
Measures; CRC Reviews in Environmental Control," CRC Press, Inc., 
vol. 6, issue 3,  1976. 

2*. Dean, R. G., "Equilibrium Beach Profiles and Response to Storms," 
Proceedings of the 15th International Conference on Coastal 
Engineering, American Society of Civil Engineers, 1976. 

25. Dean, R. G., "Heuristic Models of Sand Transport in the Surf Zone," 
Proceedings of Conference on Engineering Dynamics in Surf Zone, 
Sydney, New South Wales, 1973. 

26. Dean, R. G., "Storm Characteristics and Effects," Proceedings, 
Seminar on Planning and Engineering in the Coastal Zone, Coastal 
Plains Center for Marine Development Services, Wilmington, N. C. 

27. Department of the Navy, Naval Facilities Engineering Command, 
Design Manual, Harbor and Coastal Facilities, NAVFAC DM-26, July, 
1968. 

28. Department of the Navy, Naval Facilities Engineering Command, 
Design Manual, Soil Mechanics, Foundations, and Earth Structures, 
NAVFAC DM-7, March 1971. 

29. Edelman, T., "Dune Erosion During Storm Conditions," Proceedings, 
13th International Conference on Coastal Engineering, American 
Society of Civil Engineers,  1972. 

30. Einstein, H. A., "Bed Load Function for Sediment Transportation in 
Open Channel Flows," U. S. Department of Agriculture, Soil 
Conservation Service, Technical Bulletin 1026, Washington, D.C.,  1950. 

31. Federal Emergency Management Agency, Federal Insurance 
Administration, Coastal Flooding Storm Surge Model: Part 1 - 
Methodology; Part 2 - User's Guide; and Part 3 - Codes, May,  1980. 

32. Federal Emergency Management Agency, Federal Insurance 
Administration, Elevating to the Wave Crest Level, a Benefit : Cost 
Analysis, July,  1980. 

33. Federal Insurance Administration, National Flood Insurance Program, 
Department of Housing and Urban Development, Elevated Residential 
Structures, Reducing Flood Damage Through Building Design: A 
Guide Manual, September, 1976. 

3*. Federal Emergency Management Agency, Flood Insurance Studies and 
Flood Insurance Rate Maps (for participating counties and munici- 
palities), available from National Insurance Program, Post Office Box 
3*60*, Bethesda, Maryland    2003*. 

35. Federal Emergency Management Agency, Federal Insurance 
Administration, User's Manual for Wave Height Analysis, June, 1980. 



COASTAL BUILDING CODE 2297 

36. Florida Statutes, Chapter 161, "The Florida Beach and Shore 
Preservation Act." 

37. Florida Statutes, Chapter 553, Part VI, State Minimum Building 
Codes, "Florida Building Codes Act." 

38. Gee & Jenson, Engineers-Architects-Planners, Inc., "Coastal 
Construction Code for Arvida Properties, Longboat Key, Sarasota 
County, Florida," May,  1978. 

39. Guidelines for the Testing and Evaluation of Products for Cyclone- 
Prone Areas, Technical Record 440, Experimental Building Station, 
Department of Construction, New South Wales, Australia. 

40. Henderson, F. M., Open Channel Flow, The Macmillan Company, New 
York,  1966. 

41. Home Building Code, Queensland, Appendix 4 to the Standard Building 
By-Laws 1975 (under the Building Act 1975-1979). 

42. Ippen, Arthur T., ed. Estuary and Coastline Hydrodynamics, 
Engineering Societies Monographs, McGraw-Hill Book Company, Inc., 
New York,  1966. 

43. Kamel, A. M., Water Wave Pressures on Seawalls and Breakwaters, 
Research Report No. 2-10, U. S. Army Corps of Engineers, Waterways 
Experiment Station, February,  1968. 

if1*. Kinsman, Blair, Wind Waves, Their Generation and Propagation on the 
Ocean Surface, Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 
1965. 

45. Lamb, H., Hydrodynamics (6th edition) 1932, Cambridge University 
Press, London (Reprinted by Dover Publications, Inc., New York, 
1945). 

46. Lambe, T. William and Robert V. Whitman, Soil Mechanics, John 
Wiley & Sons, Inc., New York, 1969. 

47. McCormac, Jack C, Structural Analysis, Second Edition, International 
Textbook Company, Scranton,  1969. 

48. Minor, Joseph E., and George R. Walker, "Advancements in Hurricane 
Resistent Housing: Research, Codes, Practice," Fourth U. S. National 
Conference on Wind Engineering Research, July 27-29, 1981, Seattle, 
Washington. 

49. Northern Territory Cyclonic Areas Deemed to Comply Standards, 3rd 
Edition, Buildings Authority Branch, Department of Lands, Northern 
Territories, Australia, June,  1980. 

50. Ordinance No. 80-5, Franklin County, Florida, May,  1980. 



2298 COASTAL ENGINEERING—1982 

51. Panel on Wave Action Effects Associated with Storm Surges of the 
Science and Engineering Program on the Prevention and Mitigation of 
Flood Losses, Building Research Advisory Board, Commission on 
Sociotechnical Systems, National Research Council, Methodology for 
Calculating Wave Action Effects Associated with Storm Surges, 
National Academy of Sciences, Washington, D.C., 1977. 

52. Reardon, G. F., and R. M. Aynsley, Houses to Resist Cyclone Winds- 
Construction Details, Information Bulletin No. 1, Cyclone Testing 
Station, James Cook University, Townsville, Queensland, August,  1979. 

53. Rouse, Hunter, Engineering Hydraulics, First Edition, John Wiley & 
Sons, New York,  1954. 

54. Saffir, Herbert S., Design and Construction Requirements for 
Hurricane-Resistant Construction, American Society of Civil 
Engineers,  1977. 

55. Simiu, E., and R. H. Scanlan, Wind Effects on Structures, Wiley- 
Interscience, New York,  1978. 

56. Sklarin, Joseph; Thomas G. Harmon; and C. Ailin Cornell, Stochastic 
Analysis of Hurricane Wind Loads, R77-2, Massachusetts Institute of 
Technology, January,  1977. 

57. Southern Building Code Congress International, Inc., Standard Building 
Code, 1979 Edition. 

58. The South Florida Building Code,  1979 Broward County Edition. 

59. State of Florida, Department of Natural Resources, Division of 
Marine Resources, Chapter 16B-33, Florida Administrative Code, 
"Rules and Procedures for Coastal Construction and Excavation." 

60. Stoker, J. J., Water Waves, Interscience Publishers, Inc., New York, 
1957. 

61. Streeter, Victor L., Fluid Mechanics, Fourth Edition, McGraw-Hill, 
Inc., New York,  1966. 

62. Terzagi, Karl, Anchored Bulkheads, Transactions, American Society of 
Civil Engineers,  1954. 

63. Texas Coastal and Marine Council, Model Minimum Hurricane 
Resistant Building Standards for the Texas Gulf Coast, December, 
1978. 

64. U. S. Army Coastal Engineering Research Center, Shore Protection 
Manual, Volumes I, II, III,  1973. 



COASTAL BUILDING CODE 2299 

65. U. S. Army Coastal Engineering Research Center Technical Papers 
and Reports, as listed: Andre Szuwalski and Linda Clark, Bibli- 
ography of Publications of the Coastal Engineering Research Center 
and the Beach Erosion Board June,  1980. 

66. U. S. Steel, Steel Sheet Piling Design Manual, April,  1972. 

67. Van de Graff, J., "Dune Erosion During a Storm Surge," Coastal 
Engineering, Volume 1, pages 99-13^,  1977. 

68. Walker, George R., "A Review of the Impact of Cyclone Tracy on 
Australian Building Regulations and Practice," Civil Engineering 
Transactions,  1980, The Institution of Engineers, Australia. 

69. Walker, George R., and Joseph E. Minor, Applying Engineering to 
Housing through "Deemed to Comply" Standards, presented at the 
Spring Meeting of the Texas Section, ASCE, Ft. Worth, Texas, March 
26,  1982. 

70. Walton, Todd L., Jr., Hurricane-Resistant Construction for Homes, 
Florida Sea Grant Report No. SG-76-005, August, 1976. 

71. Walton, Todd L., Jr. and Thomas C. Skinner, Beach Dune Walkover 
Structures, Florida Sea Grant Report Number SG-76-006, December, 
1976. 

72. Walton, Todd L. and T. Y. Chiu, Littoral Sand Transport on Beaches, 
University of Florida, Coastal and Oceanographic Engineering 
Laboratory, Technical Report-041,  1979. 

73. Walton, Todd L., Jr. and William Sensabaugh, Seawall Design on the 
Open Coast, Florida Sea Grant Report No. 29, June,  1979. 

Ti. Wang, Chu-Kia and Charles G. Salmon, Reinforced Concrete Design, 
International Textbook Company, July,  1969. 

75. Weggel, 3. Richard, "Maximum Breaker Height," Journal of the 
Waterways, Harbors and Coastal Engineering Division, Proceedings of 
the American Society of Civil Engineers, November,  1972. 

76. Wilson, John D., Daniel L. Trescott, DeeEli Fifield, Vera Mclntyre 
Hayes, Hurricane Hazard Mitigation at the Local Government Level: 
The Roles of the Building Code and Other Development Management 
Strategies, Bureau of Disaster Preparedness, Florida Department of 
Community Affairs, October,  1980. 



THE ESTUARIES OF NATAL:  A METHOD OF CLASSIFICATION 

by 

J E Perry 

ABSTRACT 

This poster paper describes a .hydrological/hydraulic 
classification of the estuaries of Natal, based upon aerial 
photography.  The modus operandi is outlined and although 
the study is in its early stages, some key factors (natural 
and man-made) are indicated together with the method by 
which they are quantified. 

1.   INTRODUCTION 

A hydrological/hydraulic study, aimed at acquiring an 
understanding of the long-term functioning of the estuaries 
of Natal is being done by NRIO (CSIR) for the Natal Town 
and Regional Planning Commission.  Special emphasis is 
given to the influence of man on the natural river regime. 
The investigation falls into three phases, namely, 
evaluation of available data, classification of the 
estuaries and examination of specific problems in 
particular estuaries.  This poster paper is concerned with 
phase two, classification of the estuaries.  As hydro- 
logical data are scarce, a method of study has been devised 
to make the maximum use of the main data source available 
which is aerial photography dating back to 1937. 

2.   PROCEDURE 

2.1  Basis 

For each of the 72 estuaries, a suitable reach of the river 
is selected to include at least the known estuarine area. 
The upstream limit is usually a road or railway bridge 
which provides a good control position but occasionally a 
river confluence has to be chosen.  This reach is then 
identified on enlargements of six vertical aerial photo- 
graphs from 1937 to 1980 and re-photographed.  Prints are 

Sediment Dynamics Division, National Research Institute 
for Oceanology, CSIR, RSA 

2300 
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then made on a scale of 1:10 000 using tracings of 
permanent features from 1:10 000 orthophotos to obtain the 
best possible fit.  The orthophoto itself is often used as 
one of the six photographs selected for study.  Tracings of 
the river courses for the six years are made on transparent 
film (one for each year) and used to compile an envelope of 
mobility of the river.  Within this envelope of mobility, 
lines of measurement are marked at regular 250 m to 300 m 
intervals from the upstream limit of the reach to the mouth 
together with a suitable datum line for measuring sand-spit 
lengths and directions.  These items are transposed onto 
the six river course tracings together with an outline of 
the flood plain area (if present) which is assessed from 
the orthophoto.  The remaining areas within the flood plain 
to be traced onto the six master river course film tracings 
are sand deposits, swamps and cultivation (from the 
1:10 000 photographs). 

2.2 Direct Observations and Measurements 

The six aerial photographs are studied in detail with 
respect to: 

(i) terrain above the valley, 
(ii) valley characteristics, 

(iii) river mouth, 
(iv) flood plain, and 
(v) the river course and its channel. 

Several of the observations made are of a general 
descriptive and qualitative nature (e.g. terrain, land-use, 
settlement, relation of channel to valley bottom and sides, 
description of the river mouth, river pattern, lateral 
channel activity and man-made factors).  Other observations 
require measurements.  Some are done manually with a steel 
ruler or an opisometer, direct from the photographs: 
amongst these are vegetation and land-use on the valley 
sides and riverine vegetation.  The remaining linear, areal 
and angular measurements are made using a flat-bed 
digitizer.  These may be made direct from the photograph in 
the case of an orthophoto.  Otherwise, for greater 
accuracy, they are made from the master film tracings - 
compilation of which is described in 2.1 above.  Such 
linear and angular items measured include mid-valley 
lengths, thalwegs, valley widths, flood plain lengths and 
widths, wetted perimeters and sand-spit lengths, widths and 
directions.  Areas measured on the digitizer include the 
flood plain, swamps, sand deposits, cultivation, open water 
and bars. 

2.3 Indirect Measurements and Calculations 

River widths are measured, averaged and the standard 
deviation calculated.  If the channel widths (in this 
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context synonomous with bank-full conditions) are markedly 
different from the river widths and clearly seen on the 
aerial photographs, these are also measured (across the 
same lines of measurement, marked at 250 m to 300 m inter- 
vals).  The sinuosity for the whole reach is calculated. 
In order to quantify the lateral stability, distances are 
measured from the maximum left bank position to mid-river 
(along the selected lines of measurement on the six master 
film tracings).  From these measurements, an average 
lateral displacement and an average coefficient of lateral 
stability is calculated for the time period under review. 

2.4  Recording of Data 

A table has been compiled (Table I) to facilitate the 
observation and recording of salient points.  The basic 
idea for this tabular classification was taken from 
Kellerhals et a_l. (1976).  Modifications were made to the 
initial tabTe as the study progressed to include: 

(a) local features of Natal rivers, 

(b) estuarine conditions (e.g. river mouth charac- 
teristics), and 

(c) particular needs of the study (e.g. man-made 
influences). 

Data reports are prepared for each estuary.  These contain 
the basic tabular classification forms for each photograph 
studied and tables showing river widths and lateral 
stability.  Thalweg displacement is graphed.  Other 
features selected for graphing vary from estuary to 
estuary, depending upon what is found to be pertinent. 
These may include open water areas (often found to be 
decreasing with time), thalweg changes, sinuosity changes 
and bar areas.  Copies of the photographs used for 
classification are reproduced in the data reports together 
with a most recent aerial photograph onto which is super- 
imposed the 1937 river course.  The latter give a good 
visual indication of changes occurring in the estuaries 
over a period of approximately 40 years.  Brief notes and 
an abstract of results are also prepared for each estuary. 
Data will be codified later and stored on computer for 
further analyses. 

3.   BACK-UP DATA 

Hydrological data are scarce but simulated run-off is now 
available for tertiary catchments in Natal (H.R.U. Report 
9/81).  These data are an invaluable aid to interpreting 
the aerial photographs because wet and dry phases together 
with antecedent soil moisture conditions can be defined. 
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CLASSIFICATION 0 *   REACHES  OK   NATAL   RIVKRF 
NRIO   US    U- / 

RIVER uoyu ,   

AERIAL PHOTO DATE     2 - b - T 3      SCALE  I MO   OOP     CATCHMENT AREA H3S km*, H.A.R.   Hj 

RIVER VALLEY AND RIVER MOUTH FEATURES 

General Description of  the Terrain above  the Valley Valley Sides   {Bat Well-def 

Veget 

talmas 

Land-Use Slumping 

• hilly 
undulating           sparsely forested   (0-251) partly cultivated 
plains                    moderately forested   (2S-7K) ./mainly cultivated 

heavily forested   (75-1001) scattered  settlemer 
9wamp/bog •partly built-up" 

n and Land-Use      Left      Right 

Relation of Channel   to Relation of Channel  to Valley 
Terraces Valley Bottom Sides or Resistant Terraces 

(Vertical) ILateral) 
Surface Geology 

valley length   IbOOi      none not applicable ** not  applicable   (no valley or  free)       bedrock 
bottom width(av. )g8Q m      indefinite not obviously degrading        occasionally confined Lacustrine dep 
valley slope a. y.^QQ      •fragmentary partly entrenched frequently confined S fluvial  deposi 

River Mouth 

Charaateristi 

left 
lill level o MSL 

cliffs on right bank:   height   m to HSL 
cliffs on  left bank:     height  m to MSL 
•pit/bwi direction of growth ZOS ° 

length of spit/b*r t, u-p m 
length stabilized ^ iQ m 
width i \Q    m 

J PLAIN AND CHAllliEL FEATURES 

rage width    735   m grass 
imum width \ j oo m reed swamp      1^      % are 
ial   length 3^.1 ^   m sparsely forested 

Measurements Islands/Shoals Type of Flov 

neanders               perimeter                     *\ 1 S'l      m        split 
r meanders lake/lagoon area      __ . ha      braid 

' * gn*f'; W,3U 

^Degree of Obetruction/ConstrCation for Each Position  (from head of reach) 

^road bridge's   S^ar W,» •>  ^ aJ-^X   ju» pn*^ to.'.d^.^. .  ft.   to^f:^^* Haart   •»  ^V.»-> 

•/ embankment/s  (-C)      £^-   NK t   v\^o«  V»r.AM-& 
groynes -* 

/canalj  I-JO*.,....^     UJ^Q\».    Ho^J 

% of Banks Bank  Vegetation [literal Stability 

mainly   cut-offs 

slightly unst 
moderately un 
highly unstab 
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Rainfall analyses of wet and dry periods, using exponen- 
tially filtered monthly rainfall data (Zucchini, 1975) are 
also very valuable - especially for smaller catchments for 
which no run-off data are available.  When available, 
topographical surveys (for river gradients and cross- 
sections), physical model studies (for river flood 
behaviour) , land-use studies for the whole catchment and 
archival data (old maps and cross-sections) are used to aid 
the study.  For example, archival data has been used in one 
estuary to quantify river aggradation, making it possible 
to extend the period for which changes in the average river 
bed level could be calculated.  At 21 estuaries, daily 
observations are made as to whether the mouth is open or 
closed.  Water level stations are being established at 26 
of the estuaries. 

4.   RIVER MOUTH AND SHORELINE FEATURES 

Although this classification method highlights fluvial 
features which are dominant in the case of Natal's 
estuaries, the true quantitative picture of change is only 
revealed when viewed in conjunction with land-use and river 
mouth features.  Table II gives a brief review of four 
important river mouth features: 

(i)  Mouth opening and closure is a dominant feature. 

(ii)  Rocks, rocky headlands and sills are very important 
because rocks to the south of an estuary afford 
protection from the dominant swell and allow a 
southerly extending spit to form where the general 
littoral drift is to the north. 

(iii)  Spits have an important effect on siltation.  The 
prograding coastline north of the Tugela is 
dominated by long, northeasterly-extending spits 
causing river capture in one case and generally 
altering the courses of the rivers near the coast. 
For example the spit at Siaya has extended by 727 m 
in 40 years.  South of the Tugela estuary the spits 
are generally southerly-extending. 

(iv)  Several man-made influences are apparent.  Groynes 
affect littoral drift and the stabilization of spits 
inhibits the natural flood flows. 

5. RESULTS 

It has been found that major floods, riverine vegetation, 
swamp areas and sand-spits/bars at the mouth are the main 
natural factors influencing the behaviour of the estuaries. 
Man's influence is marked in land-use on the flood plain 
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and in the whole catchment area, the construction of 
embankments and bridges, groynes and breakwaters, dams in 
the catchment, the drainage of swamps, the removal of 
riverine vegetation, canalization and the stabilization of 
formerly mobile sand-spit and bar areas.  Instability is 
clearly shown by sinuosity index fluctuations, large 
lateral thalweg displacements with a high coefficient of 
variation and longer thalwegs (behind prograding sand- 
spits).  The converse may not mean stability, however. 
"Apparently stable" estuaries often show marked deteriora- 
tion through decreased open water areas, narrowing river 
widths, increased bar areas and general aggradation.  Some 
examples of lateral stability are given below: 

Estuary 

Mtamvuna 
Mzumbe 
Mahlongwa 
Mkomazi 
Lovu 
Mgeni 
Mdloti 
Tongati 
Zinkwasi 
Si ay a 
Mhlatuze 
(Richards Bay) 

Av. lateral 
displacement 
 (m)  

V% Notes 

19 11 Stable 
122 40 Unstable 

4 12 *Apparently stable 
22 17 *Apparently stable 
95 42 Unstable 
53 16 •Apparently stable 
62 42 Unstable 
30 35 Unstable 
7 8 •Apparently stable 

14 47 Unstable (esp. 1953+) 
1 255 66 Unstable 

* These estuaries show instability in other ways e.g. 

(i)  loss of open water areas 
(ii)  aggradation with loss of tidal influence. 

6.   CONCLUSION 

This interpretation of fluvial features, based upon aerial 
photographs over a period of 40 years, is expected to 
provide a key to the natural functioning of the estuaries 
of Natal and the estuarine responses to human influences. 
Thereby, this study will also facilitate conservation 
measures and/or planned development of estuarine resources 
by the Town and Regional Planning Commission, Natal. 

FOOTNOTE 

Readers are invited to contact the author direct for 
further information on specific estuaries. 
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INTRODUCTION 

Water intakes developed for coastal use often require special design 
considerations to ensure the incorporation of engineering features 
which are compatible with environmental protection. Due to the 
severity of the coastal zone environment, cooling water intakes for 
power generating facilities typically incorporate one of two possible 
designs: 

1. A shoreline (surface) intake which could incorporate jetties, 
breakwaters, or inlet channels for wave protection and, when 
necessary,  for  retardation of  sedimentary processes,  or 

2. An offshore, submerged intake connected via tunnel or 
pipeline to an onshore screen/pumphouse. 

Naturally, protection of structural integrity is of primary concern in 
designing and locating such intakes. Therefore, physical or hydraulic 
conditions are required to enhance plant reliability which may be 
adverse from an environmental viewpoint. As a result, it is often 
necessary to integrate additional provisions into intake designs which 
will mitigate potential adverse impacts resulting from plant operation. 

During the mid to late 1960s, as the size and number of power plants 
began to dramatically increase in the United States, various agencies 
responsible for protecting fish and wildlife were becoming increasingly 
alarmed that sport and commercial fisheries were being adversely 
affected by thermal discharges (Krenkel and Parker 1969). In response 
to this concern, various state and Federal regulations were promulgated 
to limit the effects of thermal discharges on aquatic biota. Various 
engineering options were developed to limit thermal effects. These 
options ranged from simply limiting the rise across the condenser, and 
therefore the ultimate temperature at the point of discharge, to 
employing various means of closed-cycle cooling, particularly at sites 
where water availability was limited (Parker and Krenkel 1969). 

2308 
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It became apparent in the early 1970s that, in addition to addressing 
the effects of thermal discharges on aquatic biota, consideration would 
have to be given to limiting the effects associated with withdrawing 
large quantities of water in cooling water intakes. In 1972, the 
Federal Water Pollution Control Act Amendments established requirements 
to ensure that large water withdrawals would not have significant 
impacts on various fish and invertebrate lifestages (e.g. eggs, larvae, 
and juveniles). Mortality of these organisms in circulating water 
systems may occur as a result of entrapment in intake structures, 
impingement (of larger lifestages) on screening equipment designed for 
condenser protection, or entrainment (of smaller life stages) through 
the system. Regulatory concern over the past decade has led to 
extensive research efforts in an attempt to resolve these problems. As 
a result, a variety of innovative technologies have been developed 
which can be integrated into the design of coastal intakes for organism 
protection without jeopardizing plant reliability (ASCE 1982). Three 
such designs are described in this paper. 

INTAKE DESIGNS 

The design of a coastal intake is largely dictated by site-specific 
physical, hydrologic, and environmental conditions. In areas of 
limited water depth, wave action, and littoral sediment transport, 
dredged canals protected by parallel jetties are often used to ensure 
an adequate water flow while minimizing problems resulting from 
sedimentation and wave forces. Where deeper water is available in 
near-shore areas, submerged intake structures connected to a shoreline 
pumping station via tunnels or pipes can offer protection from wave 
action and icing problems. In both cases, embayment areas are created 
which can cause mortality among aquatic organisms. Therefore, 
protection systems may be required to minimize organism losses. 

Canal Intakes with Jetties 

Engineering Design 

A nuclear power plant in New York withdraws approximately 37 m3s-1 from 
Long Island Sound for cooling and service water purposes. Initially, 
two alternatives were available for withdrawing water from Long Island 
Sound; a submerged offshore intake structure connected by pipeline to 
an onshore screenwell or an onshore intake structure. 

For the offshore alternative, two locations were evaluated; 457 m and 
1707 m offshore. These locations were selected on the basis of bottom 
topography and the fact that recirculation from an offshore discharge 
diffuser would be minimized. Based on a comparison of the offshore 
alternatives to an onshore location, the offshore locations were not 
selected. The offshore alternative operational and maintenance costs 
were substantially greater than an onshore location. Biofouling 
control in the long submerged inlet pipes would necessitate the use of 
large quantities of chlorine or a flow reversal scheme to elevate 
temperatures in the inlet pipe to 46°C for extended periods of time. 
It was deemed that utilization of these biofouling control methods for 
either of the offshore locations would present problems in complying 
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with environmental criteria. Another disadvantage of the offshore 
intake schemes is the inability to easily retrofit fish protection 
facilities to the system should an increased level of protection be 
required in the future. 

On the basis of this evaluation, an onshore intake system was selected 
and is shown in Figure 1.  It consists of the following: 

(a) A 488 m long canal, 122 m of which extends beyond the mean low 
water (MLW) shoreline, with a 24 m bottom width at elevation 
-3.7 m MLW. It was not possible to select an onshore intake 
without a canal because of the rise and fall of the tide. It was 
also necessary to protect the canal with jetties to avoid the 
almost continuous dredging that would be necessary to prevent it 
from becoming filled with sand. The jetties are constructed to an 
elevation of 3 m MLW. The jetties were constructed of 
irregularly-shaped core stone blocks weighing from 1.8 to 7.2 MT. 
The canal sides are covered by a 0.8 m layer of core stone but the 
bottom consists of the naturally occuring sand, which will allow 
periodic dredging to remove accumulated sand. 

The canal has been designed to discourage fish entrapment by 
keeping the average velocity less than 0.3 ms-1 at MLW and 0.15 
ms-1 at MHL. 

(b) A screenwell, as shown in Figure 2, which is divided into four 
bays, with each bay supplying water to a service water (0.55 
m^s-1) and a circulating water (9 rn-^s-1) pump. The flow passes 
through trash racks and traveling water screens which are designed 
for fish protection. 

Organism Protection 

Due to the need for jetties at this Long Island Sound site, an 
embayment resulted between open water and the cooling water intake 
screenhouse. The presence of this embayment raised regulatory concern 
that fish might become entrapped in the intake screenhouse and impinge 
on the traveling screens, a process which results in mortality unless 
protective measures are taken. For this reason, a novel fish 
collection system was incorporated into the screenwell design to allow 
for the safe removal and return of impinged fish to the Sound. 

As shown in Figure 3, the collection system consists of a series of 
vertical, traveling water screens modified from the conventional design 
to include fish lifting buckets and a low-pressure spraywash to gently 
rinse collected fish into a trough for return to the Sound. The 
screens have the capacity to operate continuously to minimize the time 
of impingement, collection and removal. 

Fish which enter the intake screenwell and impinge on a screen are 
carried by the screen to the water surface. At this point, they drop 
into a fish-lifting bucket containing approximately 5.0 cm of water. 
These buckets are attached to each screen panel at 0.61 m intervals. 



COASTAL WATERS INTAKE DESIGN 2311 



2312 COASTAL ENGINEERING—1982 

I UMfMTrei I 

JB E_ 
'  'i    |fc3 H~ 

J2 i_ H EL 
&S W 

I—t C.W.MNFS 

FIGURE 2  INTAKE SCREENWELL WITH MODIFIED, FISH 
PROTECTION SCREEN 



COASTAL WATERS INTAKE DESIGN 2313 

FIGURE 3 MODIFIED THROUGH-FLOW TRAVELING SCREEN WITH FISH 
BUCKETS 
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Containing the fish in water prevents them from flipping off the screen 
and becoming reimpinged on the submerged screen area. 

At the operating deck level, a low-pressure spray (less than 1.4 kg 
cm-2) rinses the contents of the lifting bucket into a return trough. 
A high-pressure spray is located above the low-pressure spray to rinse 
remaining debris from the screen mesh into a separate debris trough. 

The fish trough transports recovered fish back to Long Island Sound at 
a suitable distance from the intake to minimize recirculation. 

This system has only recently become operational and fish survival data 
is, unavailable at this time. However, other power plants 
incorporating this system have been in operation for several years. 
The biological data obtained at these sites clearly demonstrates the 
effectiveness of the modified screen concept. 

The first collection screen system installed in the U.S. is at Virginia 
Electric Power Company's Surry Nuclear Station in Virginia. An 18 
month biological evaluation of this system showed that the average 
initial survival of 58 species of fish after recovery from the screen 
was about 93 percent (White and Brehmer 1976). 

Similar studies were conducted with a fish collection screen at Boston 
Edison Company's Mystic Station (Stone & Webster 1981). In these 
studies, all fish recovered from the screen were held for 96 hours 
after collection for observation of latent effects resulting from the 
collection and removal process. Initial survival rates were similar to 
those observed at the Surry Station for fish species common to both 
sites. However, latent survival varied by species, as expected. For 
example, the relatively hardy flounder showed nearly 100 percent 
survival under all conditions tested. On the other hand, fragile 
species, such as herring and smelt, displayed survival rates under 
optimal condition in the range of approximately 50 to 65 percent. 

These studies, along with other studies conducted at power plants 
throughout the United States, indicate that the modified fish 
collection screen system is a viable and effective means of protecting 
fish entering intake screenwells. 

Offshore, Submerged Intakes 

Engineering Design 

At a power plant on Lake Ontario, wave action and severe icing 
conditions that result in ice packing along the shore necessitated the 
withdrawal of cooling water (20.5 m3s-1) from a submerged (9.1 m) 
intake structure connected to an onshore screenhouse in a 305 m long 
tunnel. 

As a result of regulatory requirements, provisions had to be 
incorporated into the design of this system to protect fish which may 
be drawn into the intake. In this case, the species of concern were 
fragile and could not survive collection on a screen.  Therefore, an 
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innovative fish diversion system was incorporated into the design of 
the screenhouse. The design consists of primary and secondary fish 
diversion and pumping systems which together act to divert fish into a 
small bypass flow which ultimately returns the fish to Lake Ontario via 
a pipeline. 

Figures 4 and 5 illustrate the screenwell arrangement incorporating 
angled flush mounted screens leading to the bypass. Fish entering the 
screenwell pass through 7.6 cm spaced trashracks and guide along the 
angled screens into a 15.2 cm wide bypass. Each bay is equipped with 
two 3 m wide screens angled 25° to the direction of the flow. The 
screens are separated by 1 m wide concrete piers and have been modified 
so that the screen baskets are flush with the piers and opening of the 
bypass to allow fish to easily guide along the face of the structure. 
Upon entering the bypass, fish are carried to a secondary angled screen 
and diverted to a pipeline which returns them to the lake. 

Although debris loading tends to be low, the bypass was designed so 
that it can be manually cleaned by raking or, if necessary, flow can be 
reversed to free any material which passes through the trashracks and 
becomes lodged in the bypass. Bypass flow is designed such that the 
ratio of the screenwell approach velocity to the bypass entrance 
velocity is 1:1, a condition that yields high fish diversion 
efficiencies. Approach and bypass velocity is approximately 0.3 ms-1, 
resulting in a 0.15 ms-1 velocity at the screenface. A jet pump 
provides the energy to induce the required bypass flow and return fish 
back to the lake in a submerged pipeline. 

Organism Protection 

The design of this system for fish protection was developed as a result 
of several years of investigation in the laboratory. (Taft and Mussalli 
1978). These laboratory studies demonstrated that the angled screen 
system is 100 percent effective in diverting a wide variety of fish 
species to bypasses. Subsequent to diversion, test fish were held for 
96 hrs for observation of delayed mortality. In all cases, mortality 
was low (less than 5 percent), thus yielding overall system efficiency 
values in excess of 95 percent. 

The full-scale angled screen system on Lake Ontario has been in 
operation for over two years. Although published results are not 
presently available, ongoing studies indicate that diversion 
efficiencies are generally high for all fish entering the plant 
including species which had not previously been evaluated. 

Intakes with Fine Screen i5fi 

Organism Protection 

In the previous two examples of coastal intake designs, engineering 
design requirements dictated the need for biological protection. At a 
power plant on the coast of Florida, the need for organism protection 
necessitated an engineering design study to develop an organism 
handling system.  Due to regulatory concern over the loss of small 
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organisms (the earliest life stages of various fish and invertebrate 
species) at this station, a major research program was conducted to 
optimize the design and operation of a unique collection screen system. 

A full-scale, prototype system was constructed on site to permit both 
engineering and biological evaluations. The system consisted of a 
dual-flow (no-well) traveling screen, modified to incorporate 0.5 mm 
screen mesh (Figure 6) to exclude small life forms, special organism 
lifting lips and a very low-pressure spraywash system for rinsing 
collected organisms into a trough. Screens were also operated 
continuously to minimize the time that organsims would be impinged on 
the mesh. 

Two years of research was conducted with the fine-mesh prototype 
screen. Results of biological studies indicated high survival rates 
for many of the organisms of concern at this site. For example, crab 
and shrimp larvae generally showed latent survival rates in excess of 
85 percent, with many approaching 95 to 100 percent. Similarly, fish 
eggs collected from the screen showed hatching rates generally greater 
than 90 percent and subsequent, 48-hr larval survival rates ranging 
from about 82 to 100 percent (Taft, Horst, and Downing 1981). 

Engineering Design 

The field studies demonstrated a high biological efficiency of this 
organism collection system. As a result, two generating units are 
being equipped with fine-mesh screens (Figure 7). Each unit will be 
equipped with 3 screens to handle 15.3 m3s-1. The stringent design 
criteria required for organism protection (very small mesh size, 
continuous screen operations) necessitated detailed engineering design 
evaluations and studies to ensure reliable operation. 

Due to the requirement for fine screening at this site, unique 
operation and reliability questions arose which had not previously been 
addressed. A major concern and focus of the developmental studies was 
the potential for greatly increased clogging due to the use of 0.5 mm 
mesh, and subsequently pressure drop, over that experienced with 
conventional 9.5 mm mesh. Consequently, a head loss monitoring program 
was conducted as part of the overall prototype system evaluation. The 
results of this program showed that, even under conditions of moderate 
loadings of jellyfish (ctenophores), head losses could be maintained at 
levels less than 10 cm. 

In order to ensure reliable screen operation in actual application, 
features were incorporated to prevent clogging, including continuous 
operation capabilities and screen spray systems. The screens will be 
equipped with variable speed motors to accommodate various debris 
loadings and will be completely sealed to minimize organisms losses 
(Mussalli, et al 1981). 
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FIGURE   6     FINE-MESH  SCREEN  TEST  FACILITY 
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CONCLUSIONS 

The selection of a design for a coastal water intake depends on several 
factors. Consideration has to be given to the topography and geology 
at the site, severity of wave action and potential for icing, the types 
and quantities of debris that may be encountered, and regulatory 
concern as to the types of aquatic organisms that have to be protected. 

These three cases demonstrate how environmental concerns related to the 
engineering of cooling water systems in coastal zones can be addressed 
and resolved through careful study and the development of innovative 
design concepts. 
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COASTAL ENGINEERING IN SOUTH AFRICA 

by 

K S RUSSELL 

1. INTRODUCTION 

The paper presents a review of the historical movement of ships around 
the South African coastline, traces the evolution and development of 
the harbours of South Africa, describes the development of coastal 
engineering and summarises the organisations and their activities in 
both basic and applied research projects contributing towards coastal 
works. 

2.   HISTORICAL 

The coastal currents and winds have played a major role in the historic 
exploration of the African coast.  The earliest reference to a circum- 
navigation of Africa, although unconfirmed, was that by Herodotus who, 
in about 600 B.C. wrote that the Pharaoh Necho (Neco), then at war with 
the Syrians and wishing to combine his Mediterranean and Red Sea fleets, 
caused a fleet of ships manned by Phoenicians to sail from the Erythraean 
(Red) Sea and return through the Pillars of Hercules (Straits of Gibraltar). 
The journey is reputed to have taken three years;  wind and currents make 
such a voyage in square-rigged boats a possibility. 

Fig,1. Ocean currents in the 
Southern hemisphere. 
The Restless Seas. 

Fig.2. The earliest navigations 
around Africa. Southern Land. A.R.Wilcox. 

National Research Institute for Oceanology, Stellenbosch, South Africa 
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Accounts exist of voyages on the west coast by Hanno (c.500BC) who, 
with a fleet of 60 ships, explored as far as Cape Palmas (Liberia), 
and of Sataspes (c.475BC) who, in an attempt to sail around Libya 
(Africa) on the west and return by the Arabian Gulf (Red Sea), reached 
a similar destination.  The limit to these voyages was dictated, no 
doubt, by the square-rigged ships which could not tack against the wind, 
and the extent of the NE trade winds off the West African coast, the 
doldrums being encountered at about latitude 5 north. 

Fig.3. Reconstruction of an 
ocean going Phoenician 
ship.  Southern Land. 
A.R. Wilcox. 

The Portuguese navigator Bartholomew Diaz in January 1488 rounded the 
Cape out of sight of land and subsequently landed at Mossel Bay.  Because 
of his rough passage around the cape, Diaz named it "The Cape of Storms". 
On his return to Portugal it was renamed "The Cape of Good Hope" since it 
promised a sea route to the East Indies, so long a goal of the earlier 
explorers. 

Fig.4. Diogo Caos 
caravel - 1483 AD. 
Southern Land. 
A.R. Wilcox. 



2324 COASTAL ENGINEERING—1982 

The voyages of Diaz were followed by those of Da Gama (1497) and De 
Saldanha (1503), while the coast of Southern Africa was first surveyed 
by Perestrello (1576).  On 18 July 1580, Sir Francis Drake rounded the 
Cape homeward bound on his circumnavigation of the world.  The opening 
of this sea route led to extensive trade with the east coast of Africa 
and the Far East, but it was not until after the formation of the Dutch 
East India Company in the first half of the 17th century that a serious 
attempt was made to establish a permanent port of call at the Cape for 
the replenishment of supplies and repair of ships in preparation for 
the voyage to the Far East or return to Europe. 

3.   HARBOURS 

The numerous bays and inlets along South Africa's 3 000 km of coastline 
provided convenient refuge for Portuguese, Dutch, English, French and 
Scandinavian vessels.  Locations offering the best natural protection 
together with the opportunity to replenish water and food gradually 
emerged as potential harbours.  These were Table Bay, Port Elizabeth, East 
London, Durban and Walvis Bay.  Saldanha Bay, while providing ideal pro- 
tection for anchorage, was without fresh water. 

Numerous other shallow-draft harbours, most of which were located in 
river mouths, also developed along the coastline:  Port Alfred, Port 
St. Johns, Port Shepstone and Port Nolloth.  These harbours were impor- 
tant in the coaster trade active up to the 1930s until improvements in 
road and rail connections and the continuing increase in the size of 
freighters caused their gradual decline. 

Major harbours developed at those locations which offered the maximum 
natural benefits and all have subsequently been improved by the con- 
struction of breakwaters and by dredging. 

There are six major harbours along the coastline: Durban (the second 
largest port in Africa in terms of cargo handled), Richards Bay (190 km 
north of Durban, built especially to export coal but likely to become the 
country's biggest commercial port), East London (South Africa's only river 
port), Port Elizabeth (major mineral ore export harbour), Table Bay, Cape 
Town (its Sturrock "graving dock" is the largest in the southern hemi- 
sphere) and Saldanha Bay (110 km north of Cape Town, built especially to 

Fig-5. Location of 
South African Harbours. 
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export iron ore).  Less significant are Mossel Bay (on the Cape south 
coast) and Walvis Bay (a South African enclave into South West Africa/ 
Namibia).  These ports, administered by the South African Transport 
Services, annually handle 70 M tons of cargo and 12 500 ships with a 
gross tonnage of more than 300 M. 

The fishing fleet consisting of 6 300 vessels of various sizes continues 
to utilise the several shallow draft harbours which are controlled by 
the Fisheries Corporation. 

Fig.6. Aerial photograph of Table Bay 
Harbour and Cape Peninsula. 

TABLE BAY - "TAVERN OF THE SEAS" 

It was on 6th April 1652 that 
Jan van Riebeeck landed on the 
shores of Table Bay to set up 
a transit station for ships of 
the Dutch East India Company. 
The voyage - one way - from 
Holland to the Indies averaged 
about 6 months with appalling 
loss of men and ships. Al- 
though a number of jetties, 
dating from 1656, were ori- 
ginally built, the first 
significant coastal struc- 
ture in South Africa was an 
uncompleted rubble mound 
breakwater.  This breakwater, 
financed by taxing farmers 
delivering produce to the town through the use of their wagons to haul 
stone from the quarry to the breakwater, was started in 1743 but soon 
abandoned.  Construction of a 546 m-long breakwater and excavation of a 
dock was inaugurated by H R H Prince Alfred on 17th September 1860.  The 
dock, now Alfred Basin, was opened in 1870.  Following the discovery of 
gold in the Transvaal, the breakwater was extended and the Victoria Basin 
was completed in 1905, with a water area of 27 hectares catering for ships 
up to 13 500 tons.  No further development took place until after the First 

World War although ships of 18 500 
tons were rounding the Cape regu- 
larly.  In 1929 new quays were 
constructed which form part of 
Duncan Dock.  Duncan Dock, de- 
veloped between 1937 and 1945, 
provided an additional 195 hec- 
tares of water area 12 m deep and 
a total of 1 830 m of quay wall. 
A tanker basin was added in 1965, 
and by 1972, seven additional 
deepwater berths had been added. 
Construction of the Ben Schoeman 
Basin commenced in 1969 and it 
became fully operational in 1978. 

Fig.7.  Lay-out of Table Bay Harbour. 

CAPE TOWN 

~74 



2326 COASTAL ENGINEERING—1982 

DURBAN HARBOUR "PORT NATAL" 

Vasco da Gama sighted the coast» which he named Natal on Christmas Day, 
1497.  The Portuguese made no attempt to establish a settlement in 
Natal and there are many accounts by survivors of the many ships which 
foundered on the desolate coast and of their perilous journey to Lourenco 
Marques.  In the later seventeenth century, survivors from the "Good 
Hope", together with survivors from the "Bonaventure" and "Stavinesse" 
built a boat and sailed to the Cape in 12 days. From descriptions of 
the bay and the rich trade in ivory the Dutch East India Company decided 
to develop the bay but changed their decision, as recorded in the Cape 
Town Archives. 

"The East India Company would have taken possession of this fertile land 
(terra de Natal) years past, but for at the mouth of the port, a reef 
or sandbank that no galliot could get over without touching". 

It was not until 1824 that the port began to develop; at that time the 
brig "Salisbury" was blown over the bar and grounded on what is now 
Salisbury Island.  The first survey of the entrance was undertaken by 
Haure in 1831.  Records of this and of subsequent surveys are still 
available in the Africana Museum. 

In 1850, the first harbour engineer began to build two breakwaters de- 
signed to force the flow of the water down the channel and to scour the 
entrance.  By 1854, a survey showed a depth of 6,4 m, but this was no 
permanent solution; in 1868 the depth had decreased to 3 m and by 1882 
was reported to be 1,8 m.  Sir John Coode in 1877 published a detailed de- 
scription of the stability of the tidal entrance indicating the two 
opposing forces, the waves due to wind piling up sand in the entrance 
and the tidal currents and river flow scouring the entrance. He under- 
took an "estimate" of the tidal prism (quoting the tidal volume to be 
18 794 737 yds3) and by comparison with the entrance areas at Dunkirk, 
Calais, le Havre, Madras and Algiers suggested 
that the entrance width be reduced from 800 ft «.„^ f 
to 600 ft with a flow area between 1 300-1 400 
yds  to produce a stable entrance.  Many 
alternative schemes were proposed. In 1882 a 
new attempt at construction of piers was 
launched under a joint Milne and Coode scheme. 
Dredgers were purchased in 1889.  By 1892 the 
sand bar was dredged to 4,4 m and the southern 
training wall extended by 474 m and by 1900 
the depth of the bar had been increased to 
5,9 m.  Dredging thus far had been confined 
to the removal of obstructions after gales, 
in 1902 systematic dredging of the entrance 
and to provide a sand trap at Cave Rock up- 
drift of the breakwater commenced. 

This virtually solved the bar problem and 

sc\ ̂ MES „„    THC 

ENTRANCE r0    DURBAN 

_ HARBOUR.- 
T 

by 1906 there was a depth of 10 m in the 
entrance.  An average of 700 000 m3/year 

Fig.8. The numerous schemes sug= 
gested for the entrance to Durban 
Harbour. 
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has been dredged in the entrance and sand trap since the early 1900s. 
Interception of this south to north sediment transport and development 
of the beach eventually led to severe erosion on the premier bathing 
beaches north of the harbour.  In 1938 a sand by-passing scheme was in- 
troduced by which sand dredged from Cave Rock bight was transported by 
the dredger to a dolphin inside the entrance and pumped via a booster 
station onto the north beaches.  In 1949, two pipes were laid under the 
harbour entrance through which sand, dredged from a jetty in Cave Rock 
bight, was syphoned directly to the booster station. This scheme was 
abandoned in 1954 and the scheme using the dredger re-introduced.  At 
present some 100 000 m3/year of dredged material is pumped from the 
dredger into a storage hopper loaded north of the north breakwater, for 
discharge at a number of intermediate sites along the beach. 

The breakwaters have been considerably strengthened and improved over 
the years, the taper in the North Pier, due to Hartley and Barry, was 
removed during 1941 as it was considered to be a danger to shipping. 

PORT ELIZABETH HARBOUR "SETTLERS PORT" 

Although visited by Diaz in 1488, Algoa Bay was little used since it pro- 
vided scant shelter and little trade for ships. The 1820 settlers lan- 
ded in Port Elizabeth by surf boat and sailing barges brought up to a 
warp secured to the beach.  It was not until 1837 that the first jetty 
was begun using the remains of the wreck, as support for the deck of the 
jetty.  This jetty, completed in 1841, measuring 147 m of timber jetty 
and 63 m of masonry approach, was totally destroyed in 1843 during a 
south-east storm.  In the 1860s a 400 m-long solid breakwater was built 
at the mouth of the Bakens River; the work was a complete failure due to 
build-up of sand to the south of the structure and eventual shoaling in 
the lee. 

The main breakwater was commenced in 1922 
and completed in 1933.  This breakwater 
was constructed from the top of an existing 
open piled Dom Pedro jetty which was filled 
with quarry material only after completion 
of the breakwater.  A further expansion of 
the port commenced in 1975 included a 
335 m curved extension of the breakwater 
and a 3 km-long approach channel 900 m 
wide, with a dredged depth of 14,5 m for 
the deeper-draught bulk carriers and 
container ships. 

EAST LONDON HARBOUR "PIONEER PORT" 

East London is the only South African river 
port and is located on the Buffalo River. 
A survey party, sent in 1689 by Simon van 
der Stel to explore from Table Bay to Dela- 
goa Bay, found that the mouth of the Buffalo 
River formed a natural harbour but extensive 

Fig.9. Buffalo River and 
East London Harbour. 
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sandbars were located in the entrance - thus for centuries development 
of the port was prevented. 

The town of East London was established in 1848. 

By 1893 dredging had sufficiently deepened the entrance to allow ships 
of up to 8 000 tons to enter the port.  In 1927 construction commenced 
of the present turning basin which was completed by 1937 and subse- 
quently enlarged between 1959 and 1961. 

RICHARDS BAY HARBOUR 

Richards Bay is named after Rear 
Admiral Sir Frederick Richards 
who in 1879 landed troops during 
the Zulu War.  During the early 
1900s the British undertook hy- 
drographic surveys along the 
coast to locate a possible bun- 
ker station, (to be linked by 
rail to an inland coal course) 
for the Royal Navy.  In 1902, 
Richards Bay was surveyed by 
Cathcart Methven, the harbour 
engineer for Durban, who rated 
the bay to have more development 
potential than Durban Harbour.  Methven proceeded to design and provide 
a cost estimate for the harbour at slightly more than £1M.  The scheme 
was, however, never realised.  Richards Bay was the first new South 
African harbour to be constructed since Union, at a total capital in- 
vestment for the harbour works of some R200M. 

Fig.10. Aerial photograph of Richards Bay 
Harbour. 

The entrance channel, dredged on the alignment of an old submerged gorge, 
presently provides depths required for the handling of 150 000 t bulk 
carriers.  The approach channel has a length of 3,5 km, width 400 m and 
depth -24m outside the breakwaters and 6,1 km, width 300 m and depths 
24 m to 19m inside the breakwaters.  The main south breakwater extends 
1,3 km offshore and the north breakwater 0,6 km offshore.  The break- 
waters are rubble-mound structures protected by dolos blocks.  Dolos 
sizes range from 5 to 30 tons and a total of 42 200 blocks were used in 
the construction.  Dredging of the entrance channel and harbour area 
involved a total volume of 160M m3 of spoil material and a further 35M 
of dredge material used for reclamation. 

As at Durban, the south to north sediment drift of 800 000 m3/year is 
intercepted by a sand trap located adjacent to the south breakwater; 
some 400 000 m3/year is by-passed by the dredger by being pumped onto 
the north beach while the remainder is dumped at sea.  At present some 
28M t of coal are exported per year and this is expected to increase 
to 44M t by 1987.  Additional coal berths are presently under con- 
struction. 
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SALDANHA BAY 

Saldanha Bay was named after Antonio de Saldanha - although he never 
visited it.  The name was originally given by de Saldanha in 1503 to 
what is now Table Bay; the Dutch subsequently gave the name to the 
present Saldanha Bay. 

Saldanha Bay provided the best natural anchorage along the entire coast- 
line but was not developed since it totally lacked fresh water.  The bay 
was the scene of major conflict between the Dutch/French and English 
exploiting the numerous seals and later guano (used as fertilizer). 
One report records that during August 1844 some 300 ships were concen- 
trated in Saldanha Bay to mine guano and that Skaap Island had been 
divided into segments "like a cake" to avoid fighting between the dif- 
ferent nationalities. 

Saldanha Bay later became the centre for fishing and whaling along the 
productive west coast.  The present harbour, developed for the export 
of iron ore, was constructed during the period 1973-76.  Construction 
included an ore-loading jetty inside the bay protected from wave pene- 
tration from the open sea behind a sand breakwater linking an island 
(Marcus Island), with a headland (Hoedjies Punt).  The entrance channel, 
located south of the island, can accommodate VLCs up to 250 000 tons 
although the jetties have been built to accommodate 350 000 ton vessels. 

COASTAL ENGINEERING 

Early harbour development in South Africa fell under the jurisdiction 
of the Colonial Office, with the result that the majority of the design 
and planning aspects were undertaken in England and local harbour 
engineers were responsible only for construction. 

Coastal engineering is historically and essentially a branch of civil 
engineering and it was only following the creation, in 1919, of a de- 
partment of civil engineering at the University of Cape Town  that local 
expertise developed.  An early staff member, Mr G Stewart in 1941 built 
what was probably the first coastal model in South Africa to study range 
action or harbour resonance in South Africa.  Mr Basil Wilson continued 
the pioneering studies, and during the period 1941 to 1946 he exten- 
sively studied range action and the proposed harbour extension for Table 
Bay Harbour.  The small 12 m by 15m model built in the Cape Town docks 
was later replaced by a much larger model built by the South African 
Railways at Langlaagte (Johannesburg).  Wilson also extended these 
studies to investigate mooring forces related to range action. 

At the Un-iversi-ty of Stellenboseh,   coastal engineering research was 
started in 1957 with a series of investigations on small-craft harbours 
and especially fishing harbours carried out in conjunction with the 
Fisheries Development Corporation of South Africa.  Expansion of the 
hydraulic model facilities and in 1976 the formation of an Ocean Engi- 
neering Research Group has led to further work on armour units, break- 
water stability, ocean dredging, devices for extraction of wave energy 
and the design of oil deflection booms. 
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Both the Universities of Stellenbosch and Cape Town offer study courses 
at postgraduate level towards a M.Eng. degree in Civil Engineering. 
The University of Natal  (Durban) over the past few years has offered 
a specialist course in civil engineering as an honours thesis towards 
a B.Eng. degree. 

The Fisheries Development Corporation  is a State sponsored organisation 
responsible for the planning, construction and maintenance of fishing 
harbours.  Model studies for proposed new fishing harbours or improve- 
ments to existing harbours are normally carried out in conjunction with 
the National Research Institute for Oceanology of the CSIR or with the 
University of Stellenbosch.  Because of its requirements with regard to 
precise survey for demarcation of harbour boundaries, navigational aids, 
and hydrographic survey the Corporation's survey branch has developed 
expertise in seismic and side-scan surveys and aerial photography of 
the coastline. 

The Coastal Engineering and Hydraulics Division  of NRIO originated 
from a small Hydrodynamics Division established in 1956 as part of the 
National Mechanical Engineering Research Institute at Pretoria.  The 
need for applied research in the field of coastal engineering increased 
rapidly, particularly because of the proposed construction of major 
harbours at Richards Bay and Saldanha Bay.  The need for a suitable la- 
boratory to house the usually large hydraulic models and the formation 
of a specialist group to undertake the studies became essential.  These 
new buildings and facilities were created in Stellenbosch adjacent to 
the Faculty of Engineering to permit a close liaison with the Univer- 
sity, and in 1969 the Hydraulic Research Unit was established. 

The National Research Institute for Oceanology (NRIO) was formed in 1974 
to take over and merge the ongoing CSIR activities in marine science and 
technology.  The Institute now comprises four coastal engineering and 
hydraulic divisions, four marine science divisions, various service di- 
visions, administrative back-up and the South African Data Centre for 
Oceanology.  The staff numbers 165 (in 1982). 

The Coastal Engineering and Hydraulics Divisions undertake basic and 
applied research (some 50 per cent of the projects are of an applied 
nature undertaken on a contract basis) required for the optimum design 
and operation of coastal works including major and 'small-craft1 har- 
bours, beach and estuary improvement and marine disposal works.  A 
further objective is to develop and provide specialised expertise and 
consultancy services in coastal engineering with special reference to 
the needs in South Africa. 

. Hydrodynamics Division    .. Numerical modelling of water flow and 
tidal circulation 

.. Transport/dispersion of pollutants and 
water quality simulations 

.. Harbour resonance 

.. Wave data analysis (design wave con- 
dition) 
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. Sediment Dynamics 

Ship Dynamics 

Structures 

. Coastal and estuarine sediment trans- 
port 

. Estuary mouth dynamics 

. Wave theory 

. Ship motions in entrance channels 

. Moored ship dynamics 

. Small craft harbours 

. Breakwater design, dolos armour units 

. Coastal structures, tidal swimming pools 

. Ocean outfalls 

. Laboratory facilities 

SUMMARY 

Despite a long history of shipping and considerable harbour construction 
along the coastline it was not until the early 1900s that "coastal engi- 
neering" emerged in South Africa.  Prior to the Union of South Africa in 
1910 all harbour development was under the jurisdiction of the Colonial 
Office and planning and design referred overseas.  The establishment of 
a civil engineering department at the Univesity of Cape Town in 1919 
provided a nucleus for gradual development of coastal engineering, which 
spread to the other universities with the formation of civil engineering 
faculties and particularly departments of hydraulic engineering.  In the 
1960s the proposed construction of major harbours at Richards Bay and 
Saldanha Bay dramatically emphasised the need for applied research in 
the field of coastal engineering and directly contributed to the develop- 
ment of the research facilities at the University of Stellenbosch and 
Coastal Engineering and Hydraulic Divisions of NRIO.  The scope of work 
undertaken by the various organisations involved in coastal and ocean 
engineering research has expanded and now includes wave energy research, 
ocean outfalls and coastal management. 



YACHT HARBOURS IN THE UNITED KINGDOM 

*J.D. Mettam, M.A., C.Eng., F.I.C.E.,F.ASCE., M.Cons.E. 

**P.C.Mornement, M.A., C.Eng.,F.I.C.E.,F.I.Struct.E. ,F.C.I.Arb. 

***J.G. Berry, B.A., BA.I., C.Eng., F.I.C.E., M.I.Struct.E. 

ABSTRACT 

The authors describe the introduction and development  of commercial yacht 
harbours in the United Kingdom.   In the case of the south and west coasts 
where there is a high mean spring tidal range of up to 8 metres, this has 
resulted in the provision of enclosed basins, provided with either some form of 
gate or sill to retain the water.   These are described, with typical examples. 
Recent developments in the design of sector gates are reviewed. 

INTRODUCTION 

In this paper a yacht harbour means a harbour designed for yachts, and a 
marina means a yacht harbour combined with an integrated residential 
development, although these distinctions are not always observed.   Yachts, in 
accordance with the PIANC definition, are taken to mean pleasure craft, either 
sale or powered, over 8 metres in length.   Taken overall, about two thirds in 
U.K. are sailing yachts and one third are power boats.   Few craft in U.K. 
exceed 12m to 15m overall length. 

A yacht harbour provides protection from wave action, permanent access to 
berths and to adjacent deep water sailing or cruising areas, either the sea or 
a river/canal with sufficient navigable depth at all times.   This is an ideal 
which is not always attainable because the costs involved may be unacceptable. 

"Dry" yacht harbours, which provide land storage and launching facilities for 
small pleasure craft, are not discussed. 

* Senior Partner 

**Partner 

***Associate Partner 

Bertlin and Partners, Consulting Engineers, 
Redhill, England. 
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DEVELOPMENT OF YACHT HARBOURS 

About twenty years ago the growth in recreational sailing led to a shortage of 
moorings in popular sailing areas along the south coast of England and the 
development of commercial yacht harbours.   Fig. 1 shows that in 1966/7 
there were 17 commercial yacht harbours with access to tidal waters, 
concentrated in the south-east of England.   In 1979 there were 63, the 
locations being shown in Fig.2. 

Fig.l Yacht Harbour locations 1966/7 Fig. 2 
1979 

Yacht Harbour locations, 

Yacht harbours tend to be located in the south-east of England, within reach of 
the London conurbation. Popular sailing areas along the south coast are shown 
in Fig. 3. 

Some sheltered rivers, for example the Hamble Biver, are so crowded with 
moorings that the navigation authority has put a limit on numbers.    Few berths 
are vacant in the yacht harbours shown in Fig. 3 and most have waiting lists. 
In other, less popular areas, this is not the case and occasionally berths are 
advertised as being vacant. 

The number of berths in a yacht harbour averages about 250, except for the 
two biggest harbours at Chiehester and Brighton, which provide about 1,000 
and 2,000 berths respectively. 

With the introduction of low maintenance, glass reinforced plastics (G.H.P.) 
hulls it is no longer essential for yachts to be taken ashore for winter 
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Fig. 4   Popular sailing areas - south coast 

storage and most are kept afloat all year, apart from a scrub and application 
of anti-fouling in the spring. 

BERTH CHARGES 

There is no standard method of charging the yachtsman for his berth in a 
yacht harbour.   In most cases the cost is expressed in pounds sterling per 
metre length per annum, on the assumption that the owner will keep his yacht 
in the marina all year.   Typical rates, current in May 1982, are given in 
Table 1. 

TABLE 1 

TYPICAL BERTH CHARGES, MAY 1982 

Location Charge per metre 

R. Hamble, Hampshire 
R. Thames, London 
R. Medway, Kent 
R. Crouch, Essex 
R. Orwell, Suffolk 
Poole Harbour, Dorset 
Falmouth, Cornwall 

£119 
£53 to £66 
£68 
£49 to £54 
£63 
£108 
£75 
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COASTAL ENGINEERING ASPECTS 

The first yacht harbours involved providing pontoons in a river, which replaced 
trot moorings, or mud berths, and gave sufficient depth for yachts to remain 
afloat at all stages of the tide. 

When the river sites had been fully developed in popular sailing areas, it was 
necessary to look at coastal sites without natural wave protection.   These can 
be developed either as tidal basins with surrounding breakwaters or as 
enclosed basins provided with a sill or a lock.   All these solutions are 
expensive as they involve substantial civil engineering works as well as the 
basic pontoon accommodation provided at river sites;  only a handful of yacht 
harbours come under this category at present because of cost constraints. 
They represent a challenge to the civil engineer because they present the 
same engineering problems as commercial ports but the investment is 
limited to a tenth (or less) of the cost.   There are examples at Brighton and 
Poole, which have surrounding breakwaters with no entry restrictions, and 
at Chichester Yacht Basin and Ramsgate, which each have a locked entrance. 

BREAKWATERS 

Until recently the cost of infrastructure items, such as breakwaters, had to 
be borne by the developer.   Grant aid is now available from EEC funds and 
from the British government for schemes in defined areas of Scotland.   Two 
harbours have floating breakwaters but only one has been successful (1); 
the remaining few have fixed breakwaters.   Examples from two ends of the 
scale are shown in Fig. 4.   Fig. 4(a) is the breakwater at Brighton Marina, 
which is fully exposed to storm waves in the English Channel, whereas 
Fig. 4(b) is the one at Poole Harbour Yacht Club Marina, drawn to the same 
scale, which is in a relatively protected location. 

ROADWAY .12-7M 
r- REINFORCED 
/   CONCRETE  CAISSON 

SCOUR 
PROTECTION^ 

HARBOUR 
SIDE .3 5M 

V MHWS 

STEEL SHEET 
PILES 

Fig. 4a Brighton Marina 4b  Poole Harbour Yacht 
Club Marina 

Fig. 4.   Types of breakwater 
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The Brighton Marina breakwater, designed for about 5m waves, uses 
circular concrete caissons of the type used for Hanstholm harbour in Denmark. 
This type of construction was selected because the giant crane used for 
transporting and placing the caissons in Denmark was up for sale.   The break- 
water design was tailored to enable the crane to be reused at Brighton. 

The Poole Marine breakwater, designed by the authors' firm, represents the 
other end of the scale.   Although Poole Harbour is fully enclosed and land 
locked, apart from a narrow entrance from the sea, it is one of the largest 
natural harbours in the world.   Wave action within the harbour from local 
fetches produces waves during the winter months approaching lm, depending 
on the location.   At the marina site the breakwater, which has a vertical face 
of continuous light steel sheet piling, was designed for a 50 year maximum 
wave height of 1.2m.   Horizontal wave forces are resisted by inclined steel 
tube piles which are bonded to the sheet piling by means of a continuous 
reinforced concrete capping beam. 

ENCLOSED BASINS 

The need for enclosed basins arises from problems with tidal range and/or 
suspended silt load in the water.   In the U.K. a mean spring range of about 
4m can be considered as low, with 8m as a high value.   This is not the 
highest;   in the Channel Isles it reaches about 10m. 

At coastal sites with a high tidal range the volume of material to be excavated 
or dredged to provide a basin is considerable.   Capital costs can be reduced by 
partial or full control of water level in the basin.   Set against this is the 
disadvantage that yachts do not have free access to the basin at all stages of 
the tide.   There are however various means by which this disadvantage can be 
minimised and these are discussed below. 

BASINS WITH FIXED   SILLS 

Partial control of water level can be achieved by providing a fixed sill around 
the basin so as to retain enough water at low tide to prevent yachts from 
grounding.   Passage over the sill is only possible for an hour or two on each 
side of high water depending upon the tidal range.   The principle is 
illustrated in Pig.5. 

2  5M  DEPTH OVER 2M DRAFT RETAINED WATER  LEVEL 
VACHT IN  BASIN SILL  AT  HW     

HW 

i w     <tn '—       i 4 / .•-''CHART 
v mi a   > 7 — /v DATUM 

^ FIXED  SILL 

Fig. 5. Basin with fixed sill 

-MINIMUM  DEPTH   25M 
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Where wave protection is needed the basin can be enclosed by an embankment 
with a gap in which the sill is installed,   Emsworth Yacht Harbour with 250 
berths is a typical example;  its layout is shown in Fig. 6 (a).   The basin is 
enclosed by banks of dredged spoil, the sill consisting of undisturbed material. 
Puddled clay is used as a watertight lining to the sill, which is shown in cross- 
section in Fig. 6 (b). 

OFFICE AND CHANDLERY 

REPAIR SHOP 

ENGINE SHOP 

BUNKERS AND QUAY (15T CRANE ) 
50T. SLIP 
GRID 
SLIP £1:6) 
VISITORS BERTH 
CLUB HOUSE 
PARKING 

6a  Layout 6b  Sill Detail 

Fig. 6    Emsworth Yacht Harbour 

As the lifting gate, shown in Fig. 6 (b) is not working now, all the sill is fixed. 
The impounded depth is 1. 5m. 

The sill level was chosen to give 1. 5m depth over the sill at lowest (i. e. neap) 
high water. Craft drawing only 0. 9m can cross the sill for 2^ hours each side 
of high water. 

Another example, this time of a natural rock sill, is in Guernsey, at the 
Channel Islands Yacht Marina.    The yacht harbour, which has pontoon berths 
for 150 craft, was made from a former 18m deep stone quarry by blasting a 
channel to the sea.   The sill is undisturbed rock, and is shown in Fig. 7.   The 
sill level has been chosen so that there is 2.8m of water at half tide, which 
gives a good duration of access.   This is a consequence of the very high tidal 
range in the Channel, which accounts for use of basins with sills in several 
French yacht harbours in the area. 
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Fig. 7   Channel Islands Yacht Marina 

This limitation leads to a fairly recent development - the use of a moveable 
sill - which goes some way to solving the problem.   This arrangement is 
described below. 

BASINS WITH MOVEABLE SILLS 

Fig. 8 illustrates the principle of the moveable sill.   When the level of the 
rising tide equals that of the retained water in the basin, the gate is lowered 
to give an immediate increase in depth.   Movement of the sill is controlled 
automatically by a float system which responds to changes in tide level. 

SEA RETAINED WATER 
LEVEL IN BASIN--, 

LOW WATER 
GATE CLOSED 

RETAINED  WATER 
LEVEL IN BASINn 

NT 

—»w<-.*^w^\   |Lj) 

TIDE RISES UNTIL LEVELS EQUAL 
GATE JUST ABOUT TO DROP 

H.W. 

-77ZWWXW•7'* 

WWJWiW^ 

RETAINED WATER 
LEVEL IN  BASIN-, 

TIDE CONTINUES  TO RISE 
GATE IN  LOWERED  POSITION 

Fig. 8    Moveable Sill 
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Moveable sills represent a most useful facility for sites with high tidal ranges 
as they extend the time during which yachts can enter or leave the basin.   They 
are cheaper than a lock and provided the resulting restrictions on yacht move- 
ments at mid tide and below are accepted, they should find further application 
in the U. K. 

The first U„ K. installation has been constructed at St. Helier Marina in the 
Channel Isles.   An earlier example, but this time on the French coast, is at 
Granville (location shown in Fig.  7).   The principle of the operating mechanism 
is shown in Fig.  9. 

s,.s„. 

pa 
—Marker pile 

i    Opecoling coble 

— 
Reianed  water 

^S-lbj 

-*-=«* 

no* 

M i^gi 

C^" 

9(a)   Gate detail 9(b)   Operating principle 

Fig.  9    Moveable sill -   Operating Mechanism 

BASINS WITH TIDAL GATES 

There are a few yacht harbours, usually conversions of commercial docks, 
which have single gates which can be opened for an hour or so each side of 
high water.   Although inconvenient this restriction is accepted.   Ramsgate 
Yacht Marina in Kent, with 500 berths, is a good example.   It is popular with 
yachtsmen because it gives the shortest crossing to France. 

BASINS WITH LOCKS 

A few former commercial docks with conventional lock access have been 
adapted for recreational use.   The locks are of the mitre gate type illustrated 
in Fig. 10 (a), which are much longer than are needed for pleasure craft and 
slow to operate.   The sector type of gate, illustrated in Figs. 10 (b) and 10 (c). 
has been developed in U. K. to reduce delays. 
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Fig. 10    Types of Entrance Lock 

DEVELOPMENT OF THE SECTOR TYPE LOCK GATE 

At sites where the installation of a lock cannot be avoided, the provision of 
sector type lock gates gives rapid lock cycle times and, at suitable sites, a 
free-flow period when both sets of gates remain open.   The first installation 
in U.K. was at Chichester Yacht Basin (1, 000 berths) in 1966, shown in Fig. 
10 (b), followed by Brighton Marina (2, 000 berths) in 1978 shown in Fig. 10 (c). 

Both installations were the responsibility of the authors' firm.    The develop- 
ment of the cheaper flat faced "delta" gate from the curved type used at 
Chichester was carried out with the help of hydraulic model tests. 

PONTOON LAYOUT AND CONSTRUCTION 

Floating berths using pontoons are normal in U. K. Yacht harbours where craft 
moor end-on to a quay (i.e. Mediterranean fashion) are rare owing to tidal 
variations.   Main piers are normally provided with "fingers", as illustrated 
in Fig. 11. 

In the earlier marinas pontoons were constructed on a "do-it-yourself" basis 
using timber superstructures supported on oil drums or steel tanks.   Current 
U. K. practice is to use expanded polystyrene as the buoyancy medium, in 
association with steel, timber or concrete superstructures. 

Pontoons are located in position generally with vertical piles, but some are 
secured by chain moorings. 
Increasing sophistication of services has meant that the provision of space for 
pipes and cables has come to dictate the design of pontoons.   Electrical 
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Fig. 11    Berth Layout 

power outlets are a usual requirement in most new yacht harbours, as well as 
water and sometimes telephone services. Provision of firefighting equipment 
is extremely important. 

Until recently no provision has been made for discharging sewage from holding 
tanks aboard.   The first installation in U. K. was completed recently and with 
recent stricter legislation on pollution, more yacht harbours in U.K. will be 
providing this service. 
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THERMAL IMPACT STUDIES 

FOR FRENCH COASTAL NUCLEAR SITES 

by 

Y. COEFFE (1), P.M. CLIQUE (2), and B. MANOHA (2). 

ABSTRACT : 

The paper presents the different stages of the environmental studies 
performed at the Laboratoire National d'Hydraulique concerning some 
of the French coastal nuclear power plants using a once - through 
cooling system, and the different means used, in function of the 
proper caracteri sties of the site, to come to an optimum 
inlet-outlet configuration leading to a minimum thermal impact and 
to a minimum recirculation of the heated waters at the intake. 
The paper particularly describes the original studies performed for 
the Flamanvilie power plant where a special computer controlled tank 
has been used. 

1. INTRODUCTION 

The setting up of a coastal nuclear power plant using a once - 
through cooling system requires many environmental studies because 
of the importance of the coastal works leading to an important 
impact on the marine environment. For example the last generation of 
french coastal nuclear power plants (Paluel, Flamanville, Penly) are 
made of four units of 1300 MWe each, needing an intake and discharge 
flow of 180 m-Vs (corresponding to the average annual flow of the 
river Seine in Paris), with a discharge temperature elevation of 
15°C. 

So the thermal studies are particularly important as to ; 

- minimize the effect on the marine environment 
- minimize the recirculation of the heated waters at the intake as 

to optimize the efficiency of the plant. 

(1). Head of the maritime hydraulics division, Laboratoire National 
d'Hydraulique, E.D.F., Chatou, France. 

(2). Research engineers, Laboratoire National d'Hydraulique, E.D.F., 
Chatou, France. 
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These two problems are of course closely connected and can be solved 
by way of numerical and physical models calibrated on many field 
measurements which are essential for a good knowledge of the medium 
where the calories will be diluted. 

The paper presents the different stages of the studies performed at 
the Laboratoire National d'Hydraulique concerning some of the French 
coastal nuclear power plants, and the different means used, in 
function of the proper characteristics of the site, to come to an 
optimum inlet-outlet configuration leading to a minimum thermal 
impact and to a minimum recirculation of the heated waters at the 
intake. 

The paper particularly describes the original studies made for the 
Flamanville power plant where a special computer controlled tank has 
been used. 

2. DIFFERENT MEANS USED 

2.1. Field measurements 

The studies of the impact on the marine environment of the warm 
waters discharged by a nuclear power plant as Flamanville 
(4x1 300 MW needs 180 nw/s of water with a discharge temperature 
elevation of 15°C) require a very good knowledge of the 
hydrometeorological characteristics of the site, and in particular 
of the tidal currents which are the main factor of dilution of the 
calories for the different french sites chosen up to now 
(cf. Flamanville). Therefore many drogue trackings and punctual 
current measurements by currentmeters are performed around the site 
as to evaluate the characteristics of the marine currents, and in 
particular the drift and the excursion of the waters. 

Many other field measurements are performed, as the meteorological 
conditions (wind, air and water surface temperature) which are 
essential to estimate the exchange coefficient with the atmosphere 
which is the final sink of the calories, the waves (for the 
protection of the discharge and intake works), the salinity, the 
vertical profiles of water temperature (eventual possibility of 
thermocline), the bathyme try of the site, etc. 

All these measurements enable then to evaluate the relative effects 
of the different parameters as to choose the most appropriate means 
to be used (different types of numerical or physical models), and to 
calibrate them as accurately as possible. 

2,2. Numerical models 

Many different numerical models can be used for the evaluation of 
the thermal impact ; they are mostly used for the intermediate and 
the far field, the near field being preferably studied by way of 
physical models. 
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The dilution of the calories is made by advection, diffusion and 
finally by exchange with the atmosphere ; different types of models 
can be used for the description of the current fields in which the 
calories will be diluted. For the nuclear power plants erected along 
the English Channel (ex ; Flamanville), the currents are due to the 
tide and are nearly homogeneous along the vertica1. Then 
bidimensional models of tidal currents, calibrated on field 
measurements! are used. A complete description of this type of 
numerical model, called CYTHERE ES, which can now take into account 
tidal flat flooding and drying, is presented in the ASCE paper : 
"New Method for Tidal Current Computation" (ASCE vol. 108, N° WW3, 
August 1982) ; let us just say that it is based on a fractional step 
method in which momentum advection is calculated using the method of 
characteristics, horizontal momentum diffusion is calculated using 
an implicit finite difference scheme, and wave propagation is 
calculated using an iterative alternating direction implicit 
algorithm. Many different zones, covering various areas, have then 
been studied (see figure l) : 

- "large models" (10 km gridmesh) cover jthe English Channel, the 
Bretagne, and the Atlantic coast ; 

- "regional models" (2 to 2,5 km gridmesh) are then used for the far 
field ; the ir boundary conditions of flows and levels are given by 
the "large models" (additional calibrations and adjustments being 
performed if necessary) : Bale de Saint-Malo, baie de Seine, 
Finistere, etc. 

- "local models" (about 500 m gridmesh) cover then the intermediate 
field (boundary conditions given by the regional models) ; Paluel, 
Flamanville, Penly, etc.(figure l) ; 

- "detail models", with small and irregular gridmeshes can also be 
used for a finer description of particular zones in the near field 
(boundary conditions given by the local models). 

The figure 2 presents the example of Flamanville where regional and 
local models of currents were built, each model using the results of 
its corresponding bigger sized model as boundary conditions. 

2.2.2. Thermal models 

The thermal impacts and their evolution during the tide, especially 
in the intermediate and far field, are then computed through 
bidimensional numerical models using the results of the above 
mentioned current models, where the equations of advection diffusion 
and exchanges with the atmosphere have been solved ; the order of 
magnitude of the dispersion coefficients used in these models are 
generally between 0,5 m^/s (transversal) and 5 m^/s 
(longitudinal), the exchange coefficients ranging between 30 and 
100 W/m2/°C ; the intake and discharge zones are described by a 
refined gridmesh enabling a more precise .evaluation of the near 
field impact. 
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Fig.3 
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Some examples of results are shown on figure 3 where the thermal 
impacts calculated for different coastal nuclear power plants are 
presented ; 

- Gravelines : it was the first coastal nuclear plant, with an 
intake and an outfall made through free surface channels (intake 
inside the Dunkerque harbour, outfall outside the harbour). 

- Paluel : as for Flamanville and Penly, the intake is erected along 
the shore (free surface channel), and the discharge is made 
through offshore submerged outfalls with high discharge velocities 
enabling a good initial dilution. 

- Flamanville ; this plant is erected on a cape with high current 
velocities contributing to a good dilution of the calories. 

- Penly ; on this site is a marine drift to the North East enabling 
a good renewal of the waters and thus a relatively small thermal 
impact. 

- Ploumoguer i this project was situated inside a bay enjoining to 
make the discharge far away from the coast as to dilute the 
calories in the strong currents off the bay and to avoid a too 
important heating of the bay ; the difficulties of this project 
made it abandonned. 

- Plogoff ; this site, finally abandonned for political and 
ecological reasons, was very favourable from a thermal point of 
view because of the existence of an important dissymmetry between 
the ebb and the flood, leading to a big tidal drift to the West 
considerably reducing the thermal impact. 

2.3. Physical models 

In fact other numerical models can be used for the study of the near 
field, especially three-dimensional models, but usually most of the 
near field problems are studied by way of physical models taking 
into account more accurately and continuously the tridimensional 
aspects of the dilution i topography, density effects, turbulent 
mixing, vertical profiles of velocities and temperatures, etc... 

As the boundary conditions on classical physical models are usually 
very long and hard to work up, we have recently built for the 
environmental studies a special test stand (first used for the 
Flamanville power plant) which is a hybrid model reducing those 
difficulties by using both numerical and physical techniques, i.e. a 
physical model whose boundary conditions are given by the numerical 
current models and automatically controlled by a computer. 
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3. THE COMPUTER CONTROLLED TANK 

3.1. Purpose of the model 

The computer controlled tank developed by the L.N.H. allows to 
reproduce, without long manual adjustment s, any configuration of non 
steady flow, for example tidal currents. 

The large dimensions of the tank and of its whole equipment make the 
installation work as a testing stand allowing the study of 
successive sites one after the other, the only parameters to 
introduce being the topography and the boundary currents derived 
from field measurements or from a numerical model of larger area. If 
the boundary conditions are well known, they will be immediately 
reproduced whereas their reproduction with classical model 
equipments needs to proceed cautiously and tentatively during three 
months to one year, according to the complexity of the current 
field. If the boundary conditions are badly known, their 
determination by progressive adjustments in terms of the velocities 
obtained in the model will be possible within an iteration time of a 
few weeks, whereas the classical technology makes this research 
quite impossible because of the long iteration time. This automatic 
control by computer therefore induces an important gain of time. 

3.2, Dimensions of the model. 

The dimensions of the model are ; 

- Overall length 
- Useful length 
- Overall width 
- Useful width 
- Overall depth 
- Useful depth 

54,50 m 
47,50 m 
31,40 m 
28,40 m 

1,50 m 
1,20 m 

The underground associated storage capacity is about 1 200 nH. 

3.3 Simulation of the levels and currents 

The working diagram of the tank is presented on figure 4. 

The model is equipped at its three open boundaries with six water 
supply systems (2 for each boundary), each one being completely 
independent from the others and automatically controlled by a 
computer. 

Three of them consist in reversible axial pumps dispatching the 
water from the underground reser-voir to the model or from the model 
to the underground reservoir with a flow ranging between - 5 00 1/s 
(drainage of the mode l) and + 500 l/s (supply of the mode l) . These 
pumps are equipped with direct current motors and thyristor speed 
variators. 
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The three others consist in constant-flow centrifugal pumps 
associated with flow partition valves ; according to the position of 
the valve, a part of the 500 1/s flow of the pump is recirculated in 
a closed loop, the other part going either to the model or to the 
underground reservoir. 

The flow in each of the six supply circuits is measured by an 
electromagnetic flowmeter with an accuracy of about jt 0,5 %. 

A minicomputer HP 2 100 S 32 Kbytes memory brings under control the 
flows of each water supply circuit, as to reproduce at the 
boundaries the flows and levels stored on a magnetic tape and 
previously calculated by a numerical model validated by field 
measurements. 

3.4. Bottom topography 

As to allow quick transitions from a site to another, the bottom 
topography is represented by removable moulded plastic caissons of 
1,75 m x 2,50 m easily interchangeable. 

3.5. Instrumentation of the model 

The tank is equipped with a system of hot water and dye injection 
allowing to simulate thermal or polluted discharges and to study the 
diffusion of different types of pollutants. 

The measuring equipment is composed of thermal probes, directional 
propeller currentmeters, 24 x 36 cameras for chronophotographies. 

A measurement bridge, equipped with a probe holder trolley, whose 
movements in the three directions are controlled by the computer, 
allows automatic scanning of the model with temperature or current 
probes. 

Moreover, a system of automatic treatment of float images by video 
camera connected to a computer is under progress for the acquisition 
of the current fields on the model. 

3.6. Data acquisition 

The acquisition of all the measurements of temperature, current 
velocities and directions, flows, levels, etc. is made by the 
HP 2 100 S computer during the experiments. All data are stored on a 
magnetic tape. Their treatment is made on large capacity computers 
equipped with quick and high-quality graphic display systems for 
final results edition. 

3.7. - So this facility can be used to examine faster any problem 
involving tidal currents and diffusion processes, the dimensions and 
equipment of the tank allowing to treat the near field as well as 
the intermediate field, the far field being studied with 
mathematical modelling. 
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4. THE FLAMANVILLE POWER PLANT 

The impact on the marine environment of the Flamanville nuclear 
power plant has been particularly studied in this model. Numerical 
regional and local models of currents have been first performed 
(figure 2). Then, they have been used for the thermal impact study 
in the far field by way of a numerical model (figure 3) ; this model 
gave, in particular, an estimation of the average area concerned by 
a temperature elevation of more than 1°C (about 5 km^ during 
spring tide and 7 km^ during neap tide) , and an evaluation of the 
total recirculation peaks at the intake (maximum about 2°C during 
spring tide, 3°C during neap tide). 

The results given by the numerical models of currents were then used 
for the current o logical and thermal impact in the near and 
intermediate field by giving boundary conditions to the computer 
controlled tank here above described. 

The model scales are l/285e horizontal and l/125e vertical, thus 
representing an area of about 15 km x 9 km ; once the bottom 
topography was set in place, the reproduction of the marine currents 
was quite immediate and showed the interest of the method which 
allowed to reproduce with a good accuracy the complex configuration 
of the currents existing North and South the Flamanville cape, which 
were poorly represented on the numerical model, though well known in 
the field and very important for the recirculation. 

The study was directed on three main points ; 

- optimization of the positions of the four discharge outlets in 
order to minimize the recirculation, 

- thermal impact in the near field (at different depths and in 
particular near the bottom), 

- influence on the currents of the breakwaters protecting the intake 
works. 

Some results of this study are presented on figures 5 to 7 : 

- Figure 5 shows the effect of the relative positions of the 4 
discharges (the second configuration was finally chosen) ; 

- Figure 6 shows the thermal impacts measured in surface and at the 
bottom ; 

- Figure 7 shows the effect of the tidal coefficient (neap and 
spring tide). 
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5. CONCLUSION 

Different types of means are used to study the thermal impact on the 
marine environment of french coastal power plants using a 
once-through cooling system. Both numerical and physical models are 
used depending on the problems. New hybrid models appear, as the 
computer controlled tank, using the complementarity of both 
techniques, giving then very interesting results in a much quicker 
studying time. 
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IN A POWER STATION HARBOR BASIN 
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ABSTRACT 

Extensive field investigations were carried out over a two-year 
period on the process of sand deposition in the cooling water intake 
basin in the harbor of a power station. The trapped bed load weight and 
mean suspended sediment concentration were found to have good 
correlations with the Shields Parameter corresponding to conditions of 
simultaneous waves and currents. A simple numerical model was developed 
to estimate the total net transport rate of the bed load and suspended 
load. Calculated results from the model were found to give a reasonable 
estimate of  the sand deposition in the intake basin. 

INTRODUCTION 

In Japan, harbors for power stations are often built on the coast 
because of the availability of cooling water. Sediment deposition is 
one of the serious problems in designing harbor facilities which house 
water intakes and outfalls, since deposition around the harbor entrance 
can pose a danger to vessels. Fleming and Hunt (1976) investigated 
sediment deposition in a power station basin used for the intake of 
cooling water, and gave a brief description of the sedimentation 
occurring in the basin. In order to further our basic understanding of 
this problem, and to provide data for development of a predictive model 
of the deposition, comprehensive and intensive field investigations were 
carried out over a two-year period at Fukushima No. 1 Nuclear Power 
Station,  Fukushima,  Japan,  beginning in the summer of  1979. 
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In addition to the data obtained from the intensive investigations, 
quarterly hydrographic surveys and daily incident wave observations have 
been performed at the site for more than 15 years. These measurements 
are useful for understanding the long-term tendency of sand deposition 
in the intake basin. 

The objectives of this study were 1) to uncover the mechanisms of 
sediment transport around a harbor under conditions of simultaneous 
waves and currents, based on the results of extensive field investiga- 
tions, and 2) to construct a simple numerical model useful for 
estimating the volume of sand deposited in a cooling water intake basin. 

FIELD  INVESTIGATION  PROGRAM 

Fukushima No. 1 Nuclear Power Station directly faces the Pacific 
Ocean as shown in Fig. 1(a). The harbor consists of two breakwaters, 
one to the north and one to the south. The basin in the harbor is used 
as a landing and for cooling water intake (Fig. Kb)). At the present 
time, six B.W.R. generators are in operation with a total generating 
capacity of 4,696 MW. The maximum rate of cooling water intake is 270 
m-vsec. The width and the annually averaged water depth of the harbor 
entrance  are  125m  and 7.4m,   respectively. 

The field investigation program can be summarized as follows: 

1) Periodic measurements of the waves and currents at the monitoring 
station at the harbor  entrance  (4  times/day). 

2) Measurements of sediment transport using bed load traps at the 
harbor entrance (once/week). Measurements of suspended sediment 
concentration using pumps at the monitoring station and at the 
interior substation (twice/day). Grading analysis of sampled 
material (onoe/month). 

3) Hydrographic surveys around the harbor entrance (700m by 700m; 
once/month). 

4) Samplings and grading analysis of bed materials (50 locations in 
and around the harbor;  once/month). 

5) Measurements of wave height and current distribution in the basin 
using pressure wave gauges and electromagnetic current meters. 

6) Measurements of sand movement using fluorescent dyed sand tracer. 

The  locations  of  both   the   monitoring   station,    substation,    and 
hydrographic survey  area are indicated in Fig.   1(b). 

Figure 2 is a photograph of the monitoring station at the harbor 
entrance. Three electromagnetic current meters and one ultrasonic wave 
gauge were used for measuring the waves and currents. The intakes of 
the three pumps were set 0.5m, 1.0m and 5.5m above the sea bed. The 
pumps each sampled 200 liters of water for every measurement. 
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Fig. 1(a) Location of Fukushima No. 1 Nuclear Power Station. 

Intake of    /<S%K    South 
cooling water ^^^x breakwater 

-$- Nor,h 

Fig. 1(b) Breakwater layout and the cooling water intake basin. 
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RESULTS  OF  FIELD  INVESTIGATIONS 

Long Term  Tendency  of  Sand  Deposition Around  the  Harbor 

The topography, geology and wave climate of the coast at the 
Fukushima No. 1 Nuclear Power Station have been described in detail by 
Sasaki et al. (1980). A major characteristic of the area is the 
existence of coastal cliffs, some 30m high, which face the Pacific 
Ocean. These are constantly being eroded by wave action. It is 
estimated that 70? of the material supplied by such erosion consists of 
sand with the remaining 30? being silt and clay. The greater part of 
the sea bottom within the area having a water depth of 10m or less is 
covered with a sand layer of more than 1m. There are also partially 
exposed rocks along the  bottom. 

From comparisons of the locations of the cliffs measured on aerial 
photographs, it is estimated that a volume of material of about 176,000 
nH/year is supplied from the eroded cliffs which exist within a range of 
about 5 km north and south of the harbor. An additional amount of 
35,000 m-Vyear is estimated to be supplied from rivers within the range 
(Fig.    1(a)). 

The cumulative sand deposition rate around the harbor (calculated 
from quarterly hydrographs) and the intake flow rate of cooling water 
(for the past 15 years) are shown in Fig. 3. Breakwater construction 
was completed in October, 1969, and the cumulative sand deposition rate 
was set to zero at that time. The deposition rate in the harbor (area 
III in Fig. 3) includes the dredged sand volume. From the figure, it is 
seen that the cumulative deposition rates in each area (I, II and III) 
are almost equal, and have reached about 500,000 m' in the past 10 
years. The annual sand deposition rate in the habor (area III) tends to 
increase with increase of the intake flow rate, which has recently 
become 60,000  to 80,000  m3/year. 

Significant deposition outside the harbor also occurs up to 1,900 m 
north and 1,300 m south of the site. It can be roughly estimated that 
the volume deposited in the calculation area (I and II in Fig. 3) 
contains 60 to 70? of the total amount deposited outside the harbor. 
Taking this into account, the total amount of material deposited inside 
and outside the harbor is estimated to be about 200,000 m^'year, an 
amount equivalent to that supplied by the cliffs and rivers within a 
range of 5 km from  the harbor. 

Table 1 shows the change in depth at the harbor entrance. The rate 
of bottom rise has also become greater with increase of the intake flow 
rate. The depth necessary for vessels to pass the harbor entrance 
safely is now maintained by dredging about twice a year. 

An example of the median diameter distribution of sediment inside 
and outside the harbor is given in Fig. 4. The bed material in the 
vicinity of the harbor entrance consists of relatively coarse sand 
grains, whereas in the interior part of the basin, fine particles with 
diameters less than 0.1  mm are found. 
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Fig. 2 Monitoring station at the harbor entrance. 

Y.-.M '65 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 

Fig. 3 Change of sand deposition rate around the harbor and 
flow rate of cooling water intake. 
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Table 1 Decrease in depth (bottom rising rate) 
at the harbor entrance. 

Interval Change in depth 
(m/year) 

Average cooling water 
intake (m3/sec) 

1970—74 

74—76 

77—78 

78—79 

0.5 

1.0 

2.0 

3.0 

30 

70 

100 

170 

.14      .15 

Fig. 4 Distribution of median diameters of the sediment 
inside and outside the harbor. 
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The gradings of the bed and suspended materials found at the harbor 
entrance are indicated in Fig. 5. Of the suspended material, more than 
50? of the particles have a diameter less than 0.1 mm. Such sediment is 
scarce in the bed at the harbor entrance. The ratio of this fine 
material increases as the distance from the sea bed increases. 

From the difference between levels of bottom surveys, and from the 
distribution of median diameters (see Fig. 1) measured every month, the 
total amount of sediment (from Jul. 1979 to Dec. 1980) deposited in the 
hydrographic survey area (see Fig. Kb)) can be obtained for each 
diameter grading. The amount of suspended load for the same period 
entering through the harbor entrance can be estimated from the products 
of the cooling water intake rate and vertically averaged sediment 
concentration from the sea bed to the sea surface, which were measured 
at the monitoring station. In the calculation, the concentration at the 
sea bed was assumed to be three times that at the 0.5 m level above the 
bed, based on measurement of the vertical distribution of suspended 
sediment using suspended sediment traps set 0.5, O.t, 0.3, 0.2 and 0.1 m 
above the bed. Moreover, the constituents by grade in the suspended 
load can also be calculated from the results of the monthly grading 
analysis, as shown in Fig. 5. 

Figure 6 shows the estimated amounts of bed and suspended loads by 
sediment diameter step. In this_figure, 'inflow rate' means the amount 
entering through the harbor entrance and 'net deposition rate' means the 
amount deposited in the hydrographic survey area. The amount for the 
bed load is the value obtained by subtracting the estimated net deposi- 
tion rate of the suspended load from the total amount, for each sediment 
diameter step. From the figure, it is estimated that the contributions 
of each mode to the sand deposition, excluding fine material less than 
0.1 mm in diameter, are about equal. 

From Figs.4 to 6, it is concluded that the greater part of the 
fine material passes through the harbor entrance without settling, and 
that deposition only occurs in the interior part of the harbor where the 
wave height and current velocity are both low. Therefore, sand deposi- 
tion just inside the harbor entrance, where the external forces decrease 
greatly, should depend upon the bed and suspended loads of sand grains 
with a diameter of more than about 0.1 mm. 

Characteristics of Bottom Shear Stress Under Haves and Currents 

In order to understand the characteristics of the bottom shear 
stress under simultaneous action of waves and currents, the bottom shear 
stress under waves only, T\ as presented by Jonsson and Carlsen (1976), 
and the bottom shear stress under waves and currents, 
by Tanaka and Shuto (1981), will be reviewed. 



2364 COASTAL ENGINEERING—1982 

5.5m above sea bed 

1.0m 

0.5m 

SEA BED 

-i 1 h 

Based on Jul. 1979 

- Dec. 1980 data 

/ 

-\—I—r- 
50 100% 

Fig. 5 Grain size constitution of the material deposited on the 
sea bed and the suspended load at the harbor entrance. 

Qb 

Os 

D£ 0.2mm 

0.2mm>DS0.1mm 

0.1mm>D 

Qb : Bed load 
Qs : Suspended load 
D   : Grain diameter 

Based on Jul. 1979 

- Deo. 1980 data 

Net deposition rate 

Inflow rate 

100% 

Fig. 6 Relative amounts of bed and suspended loads. 
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Jonsson and Carlsen gave an expression for the bottom friction 
factor under waves only, fw, as follows: 

(1) 

Here a0 is the amplitude of bottom water particle movement, and zQ is 
the roughness length, ordinarily taken as the grain diameter, D. Using 
this friction coefficient, we can write the bottom shear stress under 
waves only,  T-,  as 

T1 ^w    ? 
  =   u£   |   cos a t   |   cos CT t (2) 

in which p is the fluid density, ub is the maximum bottom orbital 
velocity,   and   a   is  the angular frequency  of  the waves. 

On the  other  hand,   Tanaka and  Shuto  introduced the following equa- 
s to express  the bottom fri 

existence of waves and current: 

C  )  + 2B.C,   (— )   cos S + Cf 
"w 1   1      uw 1 

(3) 

1  "    In (h/z0  )  -  1 

K "w p -1/2 

C,   = —— {0.25 + 0.101 (-In 0.5 In f.„ + 2.42)^) 
I 7T <J 2 ^*• 

-0.408 
C1   =  °-728  f;°-

25(-—) (10 < V2o - 50) 

Here uc is the current velocity, 
orbital velocity, 6 is the angle between current direction and wave 
direction, K is the Karman coefficient (= 0.4), h is the water depth, 
and z0 is the roughness length. It is noted that D/30 (D = grain 
diameter)  must  be used for  the roughness length z    in Eq.   (3). 
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According to potential wave theory,  u^ is given as 

TTH/L (L/T - u0 cos 8) 

"" = sinh (2^h/L) (4) 

where H is the wave height,  and L is the wavelength. 

Using these equations, the bottom shear stress under waves and 
currents, T2, is given by Eq. (5), where the current direction and 
wave direction are assumed to be the   same,   i.e.,   © =  0. 

T2 
— =   (B.|U0 + C^uJ   (  B.,ue + C.^ cos or t) (5) 

The maximum values of T-i and Tg divided by p, i.e., T-jm/p and 
T2m/p > are compared in Fig. 7. In Fig. 7(a), the current velocity u0 
(= 0.2 m/s) is fixed, and in (b), the wave height H (= 0.5 m) is fixed. 
For the calculations, it was assumed that D = 0.25 mm, h = 8m and 6 = 
0°, which would represent average topographical and hydrological 
conditions at the harbor entrance of the Fukushima No. 1 Nuclear Power 
Station. The two figures show the results for wave periods T of 10 sec 
and of 6 sec. 

The distibution of current velocity u0, i.e., the time-averaged 
value of the velocity measured by electromagnetic current maters, is 
shown in Fig. 8. The velocities 0.5 m above the sea bed are not uniform 
in the harbor entrance section, and the value near the north breakwater 
is usually 2 to 2.5 times that near the south breakwater. In addition, 
it was also found that the variation of the current velocity in the 
vertical direction is rather small, and that the current direction is 
almost parallel to the south breakwater. The waves diffracted by these 
breakwaters tend to propagate along the south breakwater; therefore, 
the angle 6 can be regarded as zero. 

It is readily seen from Fig. 7 that T2m is Detween 1.5 to 3 times 
TTim under ordinary environmental conditions at the harbor entrance of 
the investigation site, i.e., H = 0.5 m and u0 = 0.2 to 0.4 m/sec (see 
Fig. 8). It is also observed that "jr1m and Tgm are almost equal when 
the wave height is about 2 m and u0 = 0.2 m/sec. However, such environ- 
mental conditions are rarely encountered at the harbor entrance. 

Bed Load  and Suspended Load Under Waves  and Currents 

A sketch and photograph of the trap used in measuring the bed load 
are shown in Fig. 9(a) and (b) respectively. A trap was placed at a 
given location for between 6 and 24 hr. Results from the traps for the 
area around the harbor entrance are tabulated in Table 2 with reference 
to sediment diameter, water depth, current velocity, and wave height and 
period. Figure 10 shows the relationship between trapped bed load 
weight,   Q,   and maximum Shields Parameter,  <p 
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T(sec)       10          6 
Jonsson       O          A 

Tanaka       •          A 

^yy 
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(a) Uc=0.2m/sec 

0.2       0,4      0.6       0.8       1.0 
Uc (m/sec) 

(b)   H = 0.5m 

Fig. 7 Comparison between maximum bottom shear stresses; under waves 
only, (Jonsson and Carlsen, 1976); under simultaneous waves and 
currents, (Tanaka and Shuto, 1981), for D = 0.25mm, h = 8.0m, 
and B = 0°. Current velocity is fixed (u0 = 0.2m/seo) in (a), 
and wave height is fixed (H = 0.5m) in (b). 
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Fig.  8    Current velocity distribution at the level 
0.5m above the sea bed. 
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defined as 

Tm 
Pg (s -  1)  D (6) 

in which s is the ratio of sediment density pg to fluid density p , 
and g is the acceleration of gravity. The maximum shear stress Tm was 
calculated from Eq. 5 for the condition of simultaneous waves and 
currents. Sand ripples were observed on the sea bed around the harbor 
entrance; however, it has been pointed out that the existence of ripples 
may not affect the bed load transport rate (Madsen and Grant, 1976). 
Therefore, the roughness length z in Eq. 3 was kept as D/30 even under 
ripple conditions. 

From Fig. 10, it is seen that Q is proportional to \p jj' for ip m 
greater than 0.1. In the region where \p m is smaller than 0.1, there is 
relatively wide scatter, and Q decreases rapidly. The critical value 
of the Shields Parameter is approximately 0.0^4. The trapped bed load 
weight corresponds to the to-and-fro rate of sand movement in the 
vicinity of the sea bed, and does not necessarily correspond to the net 
transport rate. Therefore, efforts to determine the functional relation 
between Q and \j/m would not be fruitful as far as the net transport 
rate  is  concerned. 

Examples of ten cases of measured vertical distributions of mean 
suspended sediment concentration, C, are shown in Fig. 11. The 
suspended load was measured by pumps at the monitoring station (Fig. 2) 
under relatively high wave conditions. The mean ratio of the concentra- 
tion in the lower layer (0.5 m above the sea bed) to the concentration 
in the upper layer (5.5 m above the sea bed) is about 6:1. This ratio 
decreases as the wave height becomes smaller, and the mean ratio calcu- 
lated from all data is about 3:1 (cf. Table 3, where the sediment 
diameter, water depth, current velocity, wave height and period are 
listed together with C). The mean ratio, however, is rather small 
compared to the estimate obtained by the well-known diffusion method 
(Rouse, 1937). One of the reasons for this is that fine materials, 
which occupy a considerable part of suspended sediment, flow into the 
harbor almost uniformly distributed in the water column. 

The relationship between mean suspended sediment concentration 
0.5 m above the sea bed, Cg 5, and \p for selected representative 
values from Table 3 is shown'in Fig. 12. It is noted that C„ ,- appears 
to be proportional to ^ over the entire region. The critical value of 
the Shields  Parameter is not as clear as in the case of bed load. 

The trapped bed load weight Q near the north breakwater, where 
the current velocities were comparatively large, was always greater than 
that near the south breakwater, whereas the suspended sediment concen- 
tration C„ C exhibited a rather uniform distribution at the entrance. 
The difference in distribution between Q and CQ c can be explained by 
the difference in terras of the coefficient of the exponent of >p m- That 
is, when the current velocity u0 varies in the harbor entrance section 
(Fig. 8), the deviation of $\ i~ Q) tends to become relatively larger 
than that of    iAm (= CQ_5). 
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Fig. 9(a) Sketch of bed load 
trap. 
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Fig. 9(b) Bed load trap on 

the sea bed. 
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Fig. 10  Relationship between trapped bed load 
weight Q and maximum Shields Parameter ^m. 



2370 COASTAL ENGINEERING—1982 

§!=> 

SBSSSSSSSgg 

*&m • 

8 8 ft 8 8 



POWER STATION HARBOR BASIN 2371 

14 13 
5    16 

12~\j3 7 
15 
tr 1 

\ \\v ll 
— —--^ 

— F/5 
|L4 US 

3 2   7    1 
  

16/ 
127 

.5.0 

1.0 

0.5 

5       10      20 50     100   200        500 

Suspended sediment concentration (gm~3) 

Fig. 11 Examples of vertical distributions of 
suspended sedimet concentration. The 
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Co 

0.5m above seabed « 
103 

5 
[ 

•            • 
• 

•    / m 

102 - • -                 > /-•,•] —   

5 
• • /. \ C0.5CC 0m 

• • 

2 
• • 

10' f* *        . •    • • • 
B 

• 

2 

• 

. _0 

10 

0 m 

Fig. 12 Relationship between suspended sediment 
concentrat 
Parameter <p. 
concentration Cg g and maximum Shields 



2372 COASTAL ENGINEERING—1982 

Table 3 Mean suspended sediment concentration measured mainly 
using pumps. Specially developed suspended load 
samplers were used for Case No. 101 in order to obtain 
the concentration during severe wave  conditions. 

Case 
Sediment 

Diameter 

Water 

Depth 

h 

Cunrent 

Velocity 

Uc 

Significant 
Wave 

Height 
HM 

Significant 

Period 
Shields 
Parameter 

Suspended  Sedim nt Cone. 

Distance     above seabed 
(w) Cm) im/^) Cm) (sec) 0.5m        1.0m 5.5m 

1 0.2 0 7.1 0.18 1.16 6.7 0.4 1 456 103 89 

2 0.24 6.8 0.44 1.00 7.6 0.5 3 261 77 56 

3 " 6.8 0.5 3 1.10 8.7 0.57 213 87 39 

4 0.2 3 6.6 0.12 0.49 5.2 0.083 11 4 4 

5 " 7.3 0.16 0.88 6.6 0.2 3 163 48 32 

6 " 6.6 0.09 1.00 8.9 0.31 _ 201 90 

7 " 7.1 0.0 7 1.11 8.6 0.3 3 332 126 43 

8 0.24 7.2 0.16 0.53 5.1 0.088 118 79 5 

9 " 7.0 0.22 0.5 8 5.2 0.12 18 9 5 

10 0.26 7.5 0.19 0.79 7.1 0.19 36 26 21 

11 " 7.6 0.2 0 0.73 7.3 0.17 58 33 14 

12 0.2 0 7.2 0.17 1.22 8.0 0.4 7 101 44 22 

13 * 6.9 0.1 6 1.12 9.4 0.4 4 110 47 1 7 

14 '' 6.9 0.14 0.94 9.8 0.3 3 109 55 7 

15 " 6.7 0.16 1.12 9.4 0.4 5 160 101 52 

16 ii 6.6 0.17 1.00 9.2 0.39 93 50 33 

17 " 7.5 0.19 0.88 6.4 0.2 5 431 607 95 

51 » 7.1 0.10 0.41 5.6 0.0 6 5 31 28 29 

52 a 6.7 0.0 6 0.44 4.8 0.056 61 56 50 

53 n 7.2 0.14 0.3 4 3.3 0.019 19 21 11 

54 II 6.7 0.17 0.31 5.0 0.0 59 12 13 9 

55 :i 7.1 0.11 0.2 6 4.5 0.0 2 8 11 12 13 

56 i> 7.0 0.13 0.2 8 4.2 0.0 31 20 17 15 

57 a 7.1 0.10 0.2 0 4.9 0.022 10 11 7 

58 » 7.4 0.15 0.17 4.6 0.0 2 5 5 5 4 

59 I' 6.9 0.12 0.2 6 3.9 0.0 2 5 61 84 45 

60 a 7.5 0.24 0.3 6 4.4 0.065 23 14 5 

61 0.2 2 7.1 0.18 0.28 3.6 0.028 7 6 4 

62 // 7.1 0.15 0.28 4.1 0.031 9 6 6 

63 " 6.9 0.17 0.20 4.3 0.0 2 8 34 37 8 

64 n 7.3 0.11 0.21 3.9 0.014 4 4 2 

65 II 6.6 0.11 0.21 4.9 0.0 2 5 8 8 6 

66 a 7.4 0.09 0.21 5.6 0.022 10 10 5 

67 " 6.4 0.0 9 0.24 4.6 0.025 9 8 3 

68 " 7.4 0.10 0.19 4.6 0.0 17 5 4 4 

69 " 6.3 0.11 0.20 4.4 0.022 11 10 5 

70 n 7.4 0.16 0.2 0 5.5 0.0 31 6 3 1 

101 " 8.8 0.0 2 2.3 3 9.6 0.9 4 1273 - _ 
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HARBOR  SAND  DEPOSITION MODEL 

This model for estimating sand deposition in a harbor is based on 
two assumptions. 

(1) There is an inexhaustable supply of sand outside the harbor. 

(2) The "wash load", consisting of fine materials with a particle 
diameter less than 0.1 mm (and which is difficult to relate to the 
external forces of the waves and the  currents)  can be neglected. 

According to the results of the analysis in the previous section, 
the transport rates of bed load and suspended load are evaluated sepa- 
rately  as: 

transport rate of bed load ~  ^     .  <P ~     <P .  u 

transport rate  of suspended load      ~  C . u    ~     "A.u    ~    i^.u 

Since >fr and u depend on time, both transport rates at given time are 
assumed to be proportional to the instantaneous power (= f. u ~ 4> . u) 
exerted by waves and currents (Bagnold,   1963). 

The following equations were then used to estimate the total "net" 
transport rate    q    (apparent volume) of the  two modes: 

—- = — • — • m • u (7) 
aD^       1 -1        <TD 

where 

* =T / Pg(s-1)D (8) 

and 

u =  u0 + Uy  cos crt (9) 

Here e is the sediment porosity, a is an empirical coefficient, and 
the overbar in Eq. 7 expresses an average for one wave cycle. The 
bottom shear stress T is calculated by Eq. 3, which is modified for 
the coexistence of both waves and current. The sand deposition rate in 
the harbor can then be obtained by integrating Eq. 7 along the harbor 
entrance. 

The critical value of the Shields Parameter is not included in Eq. 
7 because it could not be clearly defined for the suspended load, and 
also because the contributions of bed load and suspended load to the 
sand deposition around the harbor entrance are about the same. Komar 
(1977) used an expression similar to Eq. 7 in estimating the longshore 
sand transport rate. Approximating the right side of Eq. 7 by ^"2, an 
expression is obtained similar to that of Sleath (1978), whose result 
was based on detailed experiments dealing with sediment movement under 
waves. 
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A cumulative sand deposition rate was calculated using daily data 
of waves and current at the harbor entrance. The results were then com- 
pared to the measured bottom change around the harbor entrance and the 
empirical coefficient a was obtained as 0.92. The sediment diameter 
was assumed to be constant and equal to 0.22 mm, the annual mean value 
of median diameter D• of the sediment at the harbor entrance. Figure 
13 shows the estimated and measured sand deposition rates around the 
harbor entrance from July 1979 to November 1980, allowing for a possible 
scatter of + 20?. The calculation is seen to give fairly good results 
throughout the simulated period. 

A calculation was also made using the Brown formula, q " ^3 
(Madsen and Grant, 1976) adapting the bottom shear stress under simulta- 
neous waves and currents. However, the result for the total sand 
deposition rate over the same period as above was about 1/8 of the 
measured value. In an attempt to eliminate the discrepancy by modifying 
the procedure through a coefficient of proportionality, the maximum 
value of the deposition rates calculated for each month in Fig. 13, were 
found to reach about 50 times that of the minimum value, which deviates 
greatly from the actual observed phenomena. 
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Fig. 13 Comparison between estimated and measured 
sand deposition rates. 
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CONCLUSIONS 

Comprehensive field investigations were performed at the harbor of 
a power station, and a model for engineering use was developed to esti- 
mate the sediment transport rate based on the measurements. Calculated 
results of the model were found to give a reasonable estimate of sand 
deposition in the cooling water basin of the harbor. This model could 
be used in planning harbor facilities in order to minimize the dredging 
cost. Modification of the model is expected when the quantitative 
relationship between the transport rate of fine materials and external 
forces becomes known,   on the basis of further investigations. 
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SALINITY INTRUSION INTO MULTI-PORT SEA OUTFALLS 

John A. Charlton, M.Sc, Ph.D., C.Eng., M.I.C.E., M.I.W.E.S., * 

Sea water intrusion into the diffuser system of a long sea 
outfall is likely to reduce the efficiency of the outfall.  Recent 
surveys have revealed outfalls with a significant proportion of their 
diffuser blocked, and others discharging through as few as 50% 
of their diffuser ports.  It is suspected that intrusion is the cause 
of these malfunctionings.   Intrusion may be encouraged by the design 
requirement of low efflux velocities to obtain optimum dilution, or 
by over-design to cater for future increases in discharge.  Although 
intrusion can only commence at low discharge velocities, when a port 
Densiometric Froude number falls below about 1, once it has started 
sea water will continue to enter the diffuser system until a state of 
balance is reached.  Subsequently a considerably greater flow will be 
required to purge the outfall of all sea water.  Intrusion may also 
be prematurely triggered by wave action, currents, or by reduced flow 
through a damaged port. 

Hydraulic model tests at the University of Dundee are leading to 
an understanding of the intrusion mechanism as it affects the various 
diffuser systems in current use. A continuing research and site 
survey programme is aimed at design recommendations to eliminate 
intrusion or reduce its effects. 

A Department of Civil Engineering5and Tay Estuary Research Centre, 
University of Dundee, U.K. 
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1.   INTRODUCTION 

Long sea outfalls are being increasingly used to convey waste 
effluents away from the coastline into areas of the sea where currents 
are able to generate conditions favourable to rapid dilution and 
dispersion. 

Most of these outfalls terminate in some form of multi-port 
diffuser designed to optimise the initial dilution of the effluent. 
The main design criteria for a diffuser system are:- 

a) that the flow through the ports should be as equal as possible 
over the full discharge range of the system, 

b) that head losses should be kept to a minimum, and, 

c) that the initial or rising plume dilution should be as great as 
possible. 

This is generally achieved by designing for low diffuser port 
flow efflux velocities, the limit being that the port Densiometric 
Froude number should remain greater than unity.  (At values less than 
unity saline reverse flow will occur).   (Abraham 1963, Brookes 1970) 

Outfalls are frequently designed to cater for future population 
growth and consequent future increase in discharge.  By their very 
nature, they also have to cope with wide ranges of discharge, 
particularly if they carry storm water.  Thus it is likely, especially 
in the early life of an outfall, that it will occasionally operate 
under low flow conditions which are favourable to sea water intrusion. 

Unfortunately, out of sight, out of mind, has too frequently been 
the dictum of many operators of sea outfalls, and it is therefore not 
too surprising that reduced performance of an outfall is rarely 
reported.  However a number of observations have recently come to hand 
indicating that some outfalls have not been functioning in the manner 
that their designers envisaged. Noticeable failure is apparently rare, 
but reduced performance surprisingly common.  A notable example in the 
UK, recently reported, is that of the Hastings sea outfall (type b, 
fig. 1).  It was discovered that, although the outfall had been 
discharging its full load, a substantial portion of the seaward end of 
the diffuser was blocked by debris and marine growth.  It is now 
accepted that this blockage resulted from continuous sea water 
intrusion due to over conservative design.  (Bennet 1981, 1982) A 
similar case has been reported in 1982.  Another case concerns a large 
UK tunnelled outfall (type c, fig. 1) in which only half of the 
diffuser risers are carrying effluent at the design D.W.F. 

The problem of sea water intrusion is not new, but the 
realisation of the problem is comparatively new.  It was at the ICE 
Conference on Sea Outfalls in London in October 1980 that the problem 
was privately discussed by a number of experts.  One of the main 
difficulties on this occasion was conceptual, in that nobody had 
observed the intrusion problem, and its manifestation was largely 
conjectural, although a number of outfall designers had proposed 
mechanisms for the intrusion process. 
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1.1 Pilot model 

A thorough literature search yielded virtually no references on 
the subject and no record of any relevant outfall model testing. 
Therefore in an attempt to elucidate the problera;a pilot model of a 
tunnelled outfall was constructed in the hydraulics laboratory at the 
University of Dundee.  This model, entirely constructed in perspex, 
had a foreshortened tunnel and only two risers.  For a typical outfall 
its modelling scale would be about 1;20.  Despite difficulties in 
maintaining appropriate salinity levels in its small 'sea tank1, this 
model convincingly demonstrated some of the intrusion mechanisms, and 
that intrusion problems could arise in existing outfalls.  The 
opportunity to observe the intrusion process was extremely valuable 
and necessary before we could attempt to quantify the process by a 
theoretical approach. 

1.2 The Aberdeen outfall model 

We were very soon able to apply the lessons learnt on the pilot 
model when the Grampian Region's Department of Water Services, through 
their consultants D.A.Donald and Wishart of Glasgow^commissioned the 
building and testing of a section of the Aberdeen sea outfall, which 
was then under construction. 

The Aberdeen outfall comprises a landward shaft and a 2.5 km 
tunnel of 2.5 m diameter, the last 270 m of which is a diffuser 
section.  Ten diffuser risers are connected to the tapering tunnel 
invert on alternate sides at 30 m centres.  (type d, fig. 1) 
The shaft, some 40 m of tunnel and the first 100 m of the diffuser 
section including four risers was modelled in perspex, to a scale of 
1:18.9.  The risers discharged into a 6 m 'sea tank' maintained at a 
density of 1025 kg/nr*, and flow behaviour was observed with the aid of 
a comprehensive dye injection system. 

This model has now been superseded at Dundee by a multi-purpose 
outfall test facility built on very similar lines to the Aberdeen 
outfall model.  This facility has been financed by the UK Science and 
Engineering Research Council as part of a 3 years laboratory and site 
investigation into the salinity intrusion problem.  (Charlton 1982). 

1.3 Sea water intrusion as a design parameter 

It has become evident that the traditional approach to sea 
outfall design needs to be modified taking into account an 
appreciation of the intrusion phenomenon.  It will be another 3 years 
before an analysed description of intrusion processes can be 
published from the Dundee research programme,  but in the interim 
period it is considered that a broad description of these processes 
as they have been observed to date would be beneficial to those 
currently engaged in outfall design. 

While not attempting to supply the answers^the following 
sections of this paper describe the intrusion process,and its 
consequences, as a current 'state of the art'' document. 
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2.   OUTFALL DESIGN 

The criteria listed in section 1.2 are generally achieved, after 
appropriate hydrographic and dispersion surveys (Charlton 1980), by 
conveying the effluent seawards through a pipeline or tunnel to a 
diffuser section which is designed to maximise the initial dilution. 
Invariably the diffuser section comprises a number of ports close to 
the sea bed.  The number and spacing of these ports is a function of 
the water depth, total effluent flow and the required surface dilution. 
The use of the Brookes and Abraham rules results in low port efflux 
velocities and consequent low differential pressures between the 
outfall pipe and the sea, particularly at low discharges.  Outfalls 
frequently operate over wide ranges of flow and in trying to obtain 
maximum dilutions over the higher flows, designers sometimes reduce 
port Densiometric Froude numbers very close to unity, when intrusion 
is likely to occur.  It will be shown in later sections that intrusion 
under these conditions can be triggered by other factors at flows 
corresponding to significantly higher Densiometric Froude numbers. 

Clearly, if an outfall is being designed to cater for increased 
loadings in later life,this problem is exacerbated. 

3.   OUTFALL TYPES 

To list the many variations of outfall design would be 
superfluous, but to simplify matters we may divide outfalls with 
diffuser sections into four main types. 

a) Sea bed outfall pipes with the diffuser section being entirely 
above the sea bed.  In this case the diffuser ports are usually in 
the side of the pipe.  Fig. 1 (a). 

b) Shallowly buried outfall pipes, the diffuser section consisting 
of a number of short riser pipes.  Fig. 1 (b). 

c) Tunnelled outfalls where the diffuser section consists of a 
number of shafts connecting the soffit of the tunnel to sea bed 
diffuser heads.  Fig. 1 (c). 

d) Tunnelled outfalls where the diffuser section consists of a 
number of staggered shafts connecting the invert of the tunnel to 
sea bed diffuser heads.  Fig. 1 (d). 

4.   THE INTRUSION CONDITION 

4.1  The intrusion condition in an outfall with a diffuser section 
entirely above the sea bed (Fig. 2). 

This type of outfall tends to be self regulating, the amount of 
sea water remaining in the pipe at any given time depending on the 
gradient of the pipe and the location of the outlet ports. 
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Figure 21 shows how sea water intrudes into an inclined diffuser 
section.  A similar interface configuration will occur whether the 
ports are on the side, top or bottom of the pipe. 

The fresh-saline water interface will move downstream with 
increasing flow and vice-versa until an equilibrium position is 
reached. Mixing at the interface will be replenished by inflow 
through the sea water submerged ports. 

As the diffuser pipe approaches a horizontal configuration there 
is a marked difference in performance between a diffuser with ports 
in the top or base of the pipe.  (Figs. 2n and 2m)  With top opening 
ports the flow patterns will be similar to case 2i, but with bottom 
ports there should be equal flow out of all ports at all times, 
particularly at low flows.  (Any sea water within the pipe will be 
expelled with a horizontal interface inside the pipe until all sea 
water is cleared.) 

4.2 The intrusion condition in a sea bed outfall with short 
vertical risers (type b), or a tunnelled outfall with longer 
risers (type c) both joined to the pipe/tunnel soffit. 

These two cases are geometrically similar, the main difference 
being in the length of the riser pipes.  (Fig. 3) 

Figure 3  Intrusion process in type  c  outfalls 

In this case the intrusive condition is very similar to that 
depicted in Figure 2il. However, the differential head created 
between a long riser full of sea water and another full of fresh 
water (effluent) increases with length and can generate considerable 
downward flow in those risers full of sea water.  For equilibrium, 
mixing must take place at the interface as shown.  Once again the 
interface will move to an equilibrium position. 

4.3 The intrusive condition in a tunnelled outfall with invert 
connected risers. 

This is the configuration that, to date, 
studied (in the Aberdeen sea outfall model). 

has been most closely 
(Fig. 4) 
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In this configuration the interface wedge is not so pronounced. 
The interface tends to form horizontally with a mixture of fresh and 
sea water being fed into the upward discharging risers.  Under 
intrusive conditions some of the risers are full of sea water and flow 
downwards, thus maintaining the sea water layer in the tunnel. 

Figure 4  Intrusion process in type  d outfalls 

5.   THE INTRUSION PROCESS 

The conditions described in section 4 may be regarded as steady 
state conditions for a constant discharge.  To arrive at this 
condition we may consider an outfall system full of sea water.  This 
is a condition that would result from a cessation of effluent flow. 
If now a low flow of effluent commences, this flow will displace sea 
water with a clearly defined interface similar to that depicted in 
Figs. 2, 3 and 4.  This interface will move downstream in types a, b 
and c with increasing effluent flow until the flow, and pressure 
differential, between the pipe and sea, is great enough to expel all 
the sea water.  Once this condition is reached flow may be decreased 
again considerably before intrusion once again occurs.  Intrusion will 
not recommence until the Densiometric Froude number of any orifice 
is reduced below unity.  (See later for modifications to this 
condition.) 

In the case of a type (d) outfall, with increasing flow from a 
fully saline start the horizontal interface in the tunnel is depressed 
until a mixture of sea and fresh water flows up the risers. At this 
stage, imbalances occur between adjacent risers and some actually go 
into reverse flow.  This reverse flow maintains the saline layer in 
the tunnel and the upward flowing risers carry a mixture of fresh 
and saline water.  With increasing effluent flow more risers come 
into the upward discharging state until eventually all are in this 
state and all sea water is expelled from the tunnel.  As in the 
previous case intrusion cannot recommence until the outlet port 
Densiometric Froude Number reduces below unity.  Once intrusion starts, 
it progresses to the full equilibrium condition described in section 
4.3. 
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Flushing, which clears intrusive salt water with increasing 
fresh water flow tends to be a slow process as it depends on sea 
water entrainment by the fresh water, and there may be large volumes 
of sea water within the system. 

Thus in most outfall configurations the intrusion process takes 
the form of a hysteresis loop, with an established intrusive condition 
persisting to fairly high flows, but once cleared, not starting again 
until a very low flow occurs.  This is illustrated in Figure 5 where 
the total head loss through the outfall system is plotted against the 
total discharge.  With intrusion the head required to discharge a 
given flow through a reduced number of ports is greater than it is 
without intrusion and discharge through all the ports. 
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Figure 5 Diagram showing the effect of sea water intrusion on the 
head loss in a complete outfall system. 
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A number of factors may raise the commencement of intrusion above 
the nominal Densiometric Froude number unity condition.  Wave action 
generating attenuated sea bed pressures will trigger this process, and 
varying levels of outlet port (usually due to sea bed slope) will 
generate unequal flows in tunnel diffuser risers at low flows.  This 
latter condition will prematurely lower the flow in some outlets and 
make them vulnerable to intrusion. 

6.   THE SUSCEPTIBILITY OF OUTFALLS TO INTRUSION 

By their very nature all outfalls are susceptible to intrusion 
to some degree at low flows.  However some designs are more resistant 
than others.  For example the configuration in Figure 2m is almost 
proof against intrusion.  Types b and c have proved to be most 
vulnerable as the flow needed to expel all sea water is often very 
close to their maximum discharge. 

Outfalls which operate over a wide range of discharge can be 
designed to function above the intrusive condition, and outfalls 
which operate at high efflux velocities are naturally protected. 

7.   THE CONSEQUENCES OF SEA-WATER INTRUSION 

If intrusion and sea water clearance take place regularly due 
to cyclic flow variations, little harm will come to an outfall system. 
It is expected that a large number of outfalls operate in this 
fashion.  However, if the clearance condition is only occasionally 
reached and intrusion persists for long periods, those areas of an 
outfall which contain sea water may become subject to marine growth 
and debris collection.  This can eventually lead to blockage. 

Often tunnelled outfalls are driven up-hill in a seaward 
direction for ease of construction drainage. When working under 
intrusive conditions stratified sea water will migrate downhill 
towards the landward shaft and obstruct the stratified fresh water 
flow.  Sedimentation will thus be encouraged in the tunnel. 

8.   CONCLUSION 

While saline intrusion may often occur in outfall systems, it 
may not be persistent and by its self regulating nature may go 
unnoticed.  However,there are many outfalls whose performance is 
being restricted by the phenomenon. 

This paper, while not giving the remedies, does aim to describe 
the intrusion process, in the belief that for designers an awareness 
of a problem is nine tenths of the solution. 

When our current research programme is completed we hope to 
present working design criteria and designs that will enable 
designers to avoid, or minimise,problems that might be caused by 
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saline intrusion. 

Most of the observations made in this paper have come from 
hydraulic model investigations.  While intrusion models are a new 
venture the principles on which they are operated are well proven, 
and prototype predictions based on their performance can be taken with 
confidence.  We also have sufficient prototype case histories to back 
this confidence. 
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DRIFT CURRENTS OF CLEAN AND SLICK SEA SURFACES 

Jin Wu 

1 INTRODUCTION 

Drift currents near sea surface govern movement and dispersion of man-made 
discharges near the sea surface, and influence design, deployment, and 
stability of offshore structures.  The wind-induced drift currents and the 
wave-induced mass transports at the sea surface are separately estimated. 
The total surface drift current, the sum of wind- and wave-induced components, 
agree well with oceanic data (Hughes, 1956). 

The mass transport of waves over slick surface is greater than that over 
clean surface due to dynamic interactions between the surface film and 
waves.  On the other hand, the wind-stress coefficient of slick surface is 
smaller than that of clean surface, resulting in a smaller wind-induced 
drift current over the slick surface.  Available laboratory results (Alofs 
and Reisbig, 1972) on slick movements are reanalyzed to provide basis for 
estimating movements of slicks of various sizes over waves of different 
lengths under different wind velocities. 

2 DRIFT CURRENTS OF CLEAN SURFACE 

2.1 Experiments in Laboratories 

A slow forward motion of water particles under surface waves was theoret- 
ically predicted by Stokes (1847). The so-called Stokes transport at the 
water surface, V , can be expressed as 

V = oa2k (1) 

where a, a, and k are the radian frequency, amplitude, and wave number of 
waves, respectively.  Experimental observations of (1) were provided, among 
others, by Lange and Hiihnerfuss (1978). 

Studies on drift currents in a wind-wave tank have been conducted by Wu 
(1975).  The difference between measured total drift current and estimated 
Stokes transport was considered as the wind-induced current.  The wind- 
friction velocity was suggested (Wu, 1975) as the proper parameter for 
correlating this wind-induced component, 

V /u. = 0.53 (2) 
n w 

where V is the wind-Induced surface drift current, and uA is the friction 
velocity of the wind. 

Professor of Civil Engineering and Marine Studies, University of Delaware, 
Newark, Delaware 19711. 
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2.2 Estimations for Field 

The Stokes surface transports at various fetches under different wind 
velocities can be obtained from (1) with wave data reported in Wu (1969), 

V /U = 0.0186 (gL/U 2)0*03 (3) 
V  z z 

where g is the gravitational acceleration, L is the fetch, and U is the 
wind velocity at the elevation z above the mean sea surface. 

In the meantime, the wind-induced shear current can be obtained from (2) 
with empirical wind-stress (Wu, 1980) and wave-drag coefficients.  Combining 
wind- and wave-induced components, the ratio between the total surface- 
drift current and the reference wind velocity (V/U ) decreases with 
increasing fetch at short fetches, and is independent of fetch at long 
fetches.  The total surface drift current is about 3.1% wind velocity at 
very long fetches. 

2.3 Comparison with Other Results 

From the equilibrium wave spectrum (Phillips, 1977), Bye (1967) obtained an 
expression for the Stokes surface transport. Accepting the value of the 
spectral coefficient suggested by Longuet-Higgins (1969) for the open sea, 
we obtained from Bye's expression:  V /U  = 0.0274.  This is in fair 
agreement with the present estimate of the mass transport.  More recently, 
the spectral coefficient was found to vary with both fetch and wind velocity 
(J0NSWAP).  Coupling these results with Bye's expression, the mass transport 
at the sea surface decreases with fetch and increases with wind velocity, 
having the same trend as the present estimate. 

An expression similar to (3) was proposed by Kondo (1976),  The surface 
mass transports calculated from Kondo's and the present expressions for U-. 
= 10 m/s at various fetches are shown in Table 1.  In comparison with the 
present as well as other results, such as those discussed above, Kondo's 
estimate appears to provide rather low values. 

500 1000 5000 
1.75 1.77 1.82 
2.57 2.63 2.95 

Fetch (km) 10 50 LOO 
Kondo (1976) 1, .63 1, .68 1, .70 
Equation (3) 2. .29 2, .40 2, .45 

Table 1. Ratios (%) Between E stiraated Su: 
Veloc ity for U1Q = 10 m/i s. 

The drift currents at the sea surface were measured by Hughes (1956) with 
plastic envelopes floating close to the water surface.  He found that the 
water within 1 cm or so of the surface drifted parallel to the wind. 
The drifting speeds of plastic envelopes were about 3.1% of the wind 
velocity. This value coincides with the present estimate. 

3   DRIFT CURRENTS OF SLICK SURFACE 

3.1 Increase of Surface Mass Transport 

Experiments have been conducted by Alofs and Reisbig (1972) to investigate 
wave-induced drifts of simulated oil slicks in a wave tank.  Floats made of 
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thin, flexible plastic sheets of various sizes were laid on the water 
surface before the experiment, and were found to conform with the wavy 
surface.  The drift of floats due to waves, verified to be very similar to 
that of oil lens, was measured with waves of two different lengths and 
various steepnesses.  For each experimental condition, we obtained an 
equilibrium drift velocity V   , at which the drift current no longer 
increased with the float length, £.  Inasmuch as the mass transport over 
the clean surface in Alofs and Reisbig's experiments was found to be 
greater than V , we determined the additional movement due to the presence 
of float from v  -V , where V is the velocity of the "float of zero 
length" found by extending their results obtained with floats of various 
lengths to I  = o. 

As discussed earlier, the leeway between the transports of slick and clean 
surfaces increases with the film length, and the maximum leeway is produced 
by the film with its length approaching the wavelength.  Consequently, when 
the ratio between the measured and the maximum leeways is plotted versus 
the ratio between the float and the wave lengths, the movements of floats 
over waves of not only various steepnesses but also various lengths can be 
incorporated with a nondimensional relation expressed as 

(V,-V )/(V  -V )=l-(3/4) log U/A)  for l/X  <  1 
r  o   max o 

(X-V )/(V  -V )=1 for J./A < 1 
f  o'  max o 

(4) 

where V„ is the measured float velocity, and A is the wavelength. 

The floats of monolayers were used by Lange and Hiihnerfuss (1978) in their 
experiments.  The length of floats was longer than the length of waves tested 
(20 cm < A < 70 cm).  They found no streaming effects with the drift velocity 
of floats following very closely the Stokes surface transport. 

3.2 Decrease of Wind-Induced Surface Currents 

Effects of the monolayer upon the wind structure have been studied in the 
field by Barger et al. (1970). Vertical wind profiles were measured over 
clean and slick surfaces, and were verified to follow the logarithmic 
distribution, 

Uz/uA = (1/K) Jin (z/zQ) (5) 

where K is the Karman universal constant, and z is the roughness length. 
Values of z and uA for both the clean and slick surfaces were obtained by 
Barger et al.  The presence of monolayer causes damping of small waves; 
consequently, the roughness length was drastically reduced. The transition 
of the wind boundary layer, therefore, occurred at a higher wind velocity, 
approximately 6 m/s.  Below this wind velocity, the roughness length of the 
slick surface is about the same as that of the clean surface.  The similarity 
in roughness lengths for clean and slick surfaces at high wind velocities 
is believed to be due to disruption of the surface film by wind. 

As expected, the variation of the wind-friction velocity has similar 
features; for the same wind velocity the friction velocity for the surface 
covered with monolayers is much greater than that for the surface without. 
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Before the disruption of the monolayer, the wind velocity for the surface 
covered with the monolayer is about twice that for the clean surface having 
the same friction velocity.  Because the wind-induced drift current is 
proportional to the wind-induced surface drift current, the wind velocity 
for the slick surface is, therefore, about one-half that for the clean 
surface. 

No similar study has been reported with wind blowing over water surface 
covered by oil slicks. 

4 ACKNOWLEDGMENT 

I am very grateful to the sponsorship of this work provided by the Mechanics 
Division, Office of Naval Research under Contract NOO014-75-C-0285. 

5 REFERENCES 

Alofs, D. J. and R. L. Reisbig, 1972.  J. Phys. Oceanogr., 2, 439-443. 

Barger, W. R., W. D. Garrett, E. L. Mollo-Christensen, and K. W. Ruggles, 
1970.  J. Appl. Meteor., 9, 396-400. 

Bye, J. A. T., 1967.  J. Geophys. Res., 74, 1515-1536. 

Hughes, P., 1956.  Q. J. Roy. Met. Soc., 82, 494-502. 

Kondo, J., 1976.  J. Phys. Oceanogr., 6, 712-720. 

Lange, P. and H. HUhnerfuss, 1978.  J. Phys. Oceanogr., 8, 142-150. 

Longuet-Higgins, M. S., 1969.  Proc. Roy. Soc, A310, 151-159. 

Phillips, 0. M., 1977.  The dynamics of the upper ocean.  2nd ed., Cambridge 
University Press, Cambridge. 

Stokes, G. G., 1847.  Cambridge Phil. Soc, 8, 441-445. 

Wu, Jin, 1969.  J. Geophys. Res., 74, 444-455. 

Wu, Jin, 1975.  J. Fluid Mech., 68, 49-70. 

Wu, Jin, 1980.  J. Phys. Oceanogr., 10, 727-740. 



LOCAL WIND FORCING AND SMALL SCALE UPWELLING 

Cairns A.R. BAIN* 

ABSTRACT 

This study characterizes some wind stress effects on a coastal site 
which is a focus of small scale upwelling having a scale of the order 
of 10 km. Two time scales are considered. Firstly the seasonal 
character of wind stress with the associated sea temperature fluctua- 
tions is described. Secondly individual wind events of a few days 
duration are characterized by extent and rate of upwelling and offshore 
displacement of the thermocline front.  Data on the thermocline dis- 
placement is fitted to Csanady's model of coastal upwelling, which 
leads to the prediction of upwelling parameters for given wind events. 

INTRODUCTION 

The occurrence of coastal upwelling induced by favourable alongshore 
winds is well known off Oregon, Northwest Africa, Peru and in the 
Southern Benguela region, (Huyer 1974); (Barber 1977); (Walsh 1971); 
(Andrews 1980). These upwellings are on a scale of 100's km alongshore 
and several tens of kilometer offshore.  Less well known are the small 
scale localized upwellings with a length scale of about 10 km. These 
small scale upwellings are the result of orographic effects and 
changes in coastline orientation. Such sites are often embedded in the 
large scale upwelling regions, and have also been studied in the Great 
Lakes, (Csanady 1980) and in Gulf of Lions (Mediterranean), (Millot 1979). 

Airborne radiation thermometry (ART) surveys have revealed several such 
areas of intense upwelling along the Cape Peninsula and adjacent west 
coast of South Africa, (Andrews 1969); (Bain 1976). The study site is 
a strong focus of localized upwelling with a scale of the order of 10 
km2 just north of the Melkboschstrand headland some 30 km north of 
Cape Town. (Fig. 1) Eight km north of Melkbosch is the site of South 
Africas first nuclear power station. A considerable amount of oceano- 
graphic and meteorological data has therefore been collected for this 
site (Loewy 1976) over several years by the Electricity Supply Com- 
mision of South Africa (ESC0M). This data provided an essential 
backup to the work reported here, which forms part of a more 
comprehensive study of wind stress effects on oceanographic parameters 
at the site. 

* Principal Scientist, Nuclear Development Corporation, S.U.N.I. FAURE 
7131, South Africa. 
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In this report we discuss wind stress effects on two time scales. 
Firstly we characterize the seasonal wind pattern and the associated 
sea temperature fluctuations. Secondly we consider wind events of a 
few days duration, characterized by rate of upwelling and offshore 
displacement of the thermocline front. This displacement is compared 
with Csanady's model of coastal upwelling. 

Factors about the site that are relevant to this report include: 
its position in the temperate zone which is subject to seasonal 
variations in the wind field as the semi-permanent south Atlantic 
anticyclone follows the solar incident. During summers, high pressure 
systems pass south of the country resulting in alongshore equatorward 
winds that are greatly influenced by the orography south and south east 
of the site. Strong thermal-diurnal mechanisms also feature at that 
time. In winter, low pressure systems skirt the southern corner of 
Africa and generate north-westerly onshore winds (Jury 1980). The 
temperature salinity properties of these coastal waters are such that 
temperature fluctuations are the main contributor to density changes 
and at a first approximation salinity changes can be ignored (Bang; 1973) 
(Gunn 1977). Temperature variations are therefore a good signature of 
upwelling processes in summer. 

TECHNIQUES AND DATA BASE USED 

For the seasonal analysis use was made of ESCOM data. Their tabula- 
tions of hourly wind speed and direction at Ouskip (Lampbrecht 
anemometer situated on a tower ~ 20 m above sea level a few meters 
from the highwater mark) covering several years were coded for computer 
analysis. An ESCOM maintained sea tower one kilometer offshore in a 
depth of 11 meters was equipped with three temperature probes at 2 m, 
5 m and 8,5 m depths. The temperature data was recorded continuously 
on a multipen chart recorder. A number of years of this raw chart 
data was digitized on an hourly basis and coded for computer analysis. 

The event time scale study made use of the above data as well as bathy- 
thermograph temperature sections taken on a number of lines perpendicu- 
lar to the coast and out to a distance of 6 to 10 km. The lines were 
run with a small ski boat with stations at 0,5 km intervals, on a 
number of consecutive days covering a wind event cycle. 

There is a general lack of current data, particularly on a continuous 
time base. Lagrangian current trajectories and moored buoy current 
readings are available for the overall project but are not reported 
here. 

ANALYSIS 

The wind and temperature time series data were filtered with a twice 
applied 41 hour running mean filter (Chelton 1982) to suppress tidal 
and inertia! oscillations and with a twice applied 23 day runningmean 
filter (half power point of 50 days) to produce a very  low passed time 
series. Simple statistical computations for standard deviations and 
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linear correlations between wind components and the different depth 
temperature records were computed for year long and seasonal sections 
of data. 

The temperature section data was plotted and estimates made of the 
distance offshore that the thermocline intersected the surface to 
compare with (Csanadys 1977) model for full upwelling for a longshore 
wind impulse. 

Assuming a two layer fluid with top layer having a thickness ht and 
density p and the bottom layer having a thickness hb and density p1 the 
distance of the upwelled front from the coast is given by Csanady as: 

Y  -  R      I hb Yo -  R
T  f ht (ht + hb) 

1 ,g e h+ hb%l    , i .,1 

t 
and I the wind impulse = J (x/p)dt. 

RESULTS 

The study shows on a seasonal time scale that there are two major wind 
regimes. The southerly component dominates for on average about eight 
months over the spring/summer period, and the north component with a 
reduced amplitude dominates for about four months during winter. Fig. 2 
for 1976 shows the main trends for very  low passed filtered daily 
record but 1976 had a shorter than average winter regime and an 
anomously long duration northerly event at the end of November. Over 
a number of years the average duration of the transition between the 
summer and winter regime is only about 10 days; the winter to summer 
transition is longer about 30 days in duration. 

The very low pass filtered temperature record shows a higher 
temperature during the winter months and generally lower temperature 
during the summer regime when active upwelling brings cold water to 
the surface. The 1976 data Fig. 3 shows this effect but also 
illustrates the marked rise in temperature during the anomolous onshore 
winds in November. In January 1976 the average monthly temperature 
was 10,7 + 1,2 and 11,6 + 1,3°C for the 8,5 m and 2 m depth probes 
respectively and in July 1976 the averages were 13,9 ± 0,9 and 14,1 
± 0,8°C for 8,6 and 2 m respectively. The mean annual temperatures for 
1976 were 12,5 + 2,0°C and 12,9 + 1,9°C respectively. 

The low pass filtered (41 hour running mean) time series for the wind 
data of 1976 Fig. 4 shows a good number of southerly wind events and 
only a few large northerly events. The associated temperature time 
series Fig. 5 shows a good correlation between temperature decreases 
during southerly (upwelling) events and increases during northerly or 
onshore winds. The temperature variability is most marked during the 
summer regime. A simple linear correlation between the N/S wind 
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component and the 2 m depth temperature low passed time series gave a 
correlation coefficient of 0,61 for January to April 1976 and of 0,11 
for May and August. The significant correlation coefficient at the 
95% confidence level is about 0,13. The explanation for the non 
significant correlation during winter is that the site, embedded in 
the larger scale Benguela upwelling region, has a more homogeneous 
water mass close inshore with the cold waters displaced offshore. In 
contrast during the summer regime, primed by the larger scale effects, 
stratified water comes close inshore and oscillates with the Ekman 
forcing of the wind event cycles. 

The rapid responce of the thermocline to the onset of a wind event is 
shown in the bathythermograph temperature section data for 16 February 
1978, Figs. 6 and 7. For the two days prior to these measurements the 
wind was light westerly veering to northerly causing the thermocline 
to be flattened. By the early hours of the 16th the wind had backed 
to strong SSE and veered to strong SSW at the time of the measurements. 
Within a few hours the 13°C isotherm is seen to be displaced a few 
kilometers offshore. In order to make comparisons with Csanadys model, 
events were chosen that had an initial sea condition approaching the 
ideal two layer system, followed by a wind impulse that lifted the 
thermocline. Table 1 shows reasonable agreement obtained between the 
theory and field observations. 

TABLE 1 

WIND EVENT LAY ER PF ?0PERT IES DISTANC E OF FRONT 01 TSHO 

Pred icted Observed Y0 

h % Tt Tb Vo 120 13° 140 

m m C° C° km km km km 

12h00 77.01.26 till 
lOhOO 77.01.27 15 25 16 12 0,94 1,2 1,8 - 

till lOhOO 77.0128 15 25 16 12 1,98 ~2 2,5 - 

08h30 78.02.16 till 
15h00         * 11 39 12,5 10,8 3,05 - 2,0 3.1 

till 17h00     ** 13 27 12,5 10,8 0,8 0,2 0,2 >5 

*  SECTION 2 

**  SECTION 1 
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CONCLUSIONS 

The study characterizes the wind stress and sea temperature response 
on a seasonal and event basis for a small scale coastal site. The 
displacement of the thermocline front from the coast is predicted for 
some wind conditions by the Csanady model. In the more comprehensive 
project of which this report forms part other aspects of Csanadys model 
including double wind impulses and current response are investigated. 
Initial rotary spectral analysis of the time series data indicate 
further potentially useful information for this small scale site. 
Useful 'edge effect1 information for correlation with the much larger 
scale investigation of other workers of the Benguela upwelling program 
is obtained. Mans impact on the ocean occurs chiefly at the coast. 
The results of the complete study will provide needed background for 
both biological studies in the nearshore environment and dispersion 
studies of ocean outfalls and thermal water releases from power stations. 
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MARINE PIPELINE PROTECTION WITH FLEXIBLE MATTRESS 

Alan D. Crowhurst 

Maccaferri Gabions, Inc. 

Williamsport, Md.  USA 

Abstract 

Development of oil and gas fields offshore presents new problems 
in the design of the civil engineering works since in many cases 
little is known about prevailing conditions on the bed of the sea 
over the considerable lengths involved.  Movement of pipelines 
after construction, is, therefore, not uncommon and may result in 
the failure of the line.  Consequent losses can be considerable. 

Pipelines are also vulnerable to mechanical damage by anchors and 
by fishing activities, the latter giving rise to political problems 
where the pipelines are laid across existing fishing grounds.  To 
give protection to oil and gas pipelines as well as to marine out- 
falls and cables a method of protection has been developed using 
the well known concept of rock filled wire mesh or gabions. 

To adapt this method to use in underwater works another well proven 
material, sand mastic asphalt, has been combined with the gabion 
mattresses to give the required qualities of strength, durability, 
flexibility together with sufficient weight to restrain movement in 
the pipeline. 

2403 
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INTRODUCTION 

Although pipelines have been built in the tidal zone and for short 
distances offshore for many years, earlier work has been largely in 
the sewage disposal and cooling water outfall sectors.  In works of 
these types failures, although serious, are generally capable of 
repair by conventional means. 

Offshore pipelines for oil and gas transmission have now been laid in 
much deeper water and for many miles at considerable depths.  In 
addition, in areas such as the North Sea, work can only be carried out 
for a few months per year and failures therefore become extremely 
serious even before production losses are calculated. 

Sea bed conditions over the lengths of these new pipelines are by no 
means uniform or consistent, nor is survey information as complete as 
the designers would like.  Over undulating terrain pipelines laid on 
the surface may well bridge across many of the valleys. 

Strong currents can lead to major movements of pipelines while in 
service, unless suitably anchored, and can also give rise to vibrations 
which may shorten the life of the pipes.  Similar protection methods 
used to anchor pipelines may also be employed to protect against 
mechanical damage by trawls or by dragging anchors.  Since pipelines 
may cross valuable fishing grounds it is necessary to ensure that these 
protective measures do not cause additional damage to the trawls and 
nets. 

Although more familiar as a river defense system the use of wire- 
enclosed riprap, gabions*has been adapted to marine structures of many 
types.  The main change is the addition of a PVC sleeve to the galvanized 
wire mesh to give resistance to corrosion in salt water.  Gabions have 
been pre-filled and used for outfall protection, jetties in inshore 
waters and various coastal defense projects worldwide. 

A method of protection and anchorage has been developed known as the 
Sarmac mattress which combines this ancient and well proven gabion 
method of construction with sand mastic asphalt grout to give a dense 
yet flexible mattress capable of being placed over a relatively small 
diameter pipe without failure.  The units can be made with sufficient 
length on either side of the pipeline so as to give considerable pro- 
tection against scour since they fold down to accommodate changes in 
bed levels over the service life of the pipeline. 

Considerable care has to be taken in the design of the sand mastic 
asphalt mix since the required flexibility may have to be maintained 
over a large temperature range between that at the assembly yard and 
that at laying depth. 
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Methods of placing are also critical in view of the high cost of 
employing divers.  For a recent project in the Mediterranean special 
lifting frames were developed by the subcontractor, Ing. Sarti 
Giuseppe S p A of Ravenna.  This enabled placing to be carried out in 
deep water by remote control methods using a remote control vessel 
guided by television cameras.  To date Sarmac mattresses have been 
placed satisfactorily at depths of up to 600 metres. 

MATERIALS & METHODS 

With the introduction of the Sarmac mattress into the offshore pipe- 
line protection inventory there has been an interesting combination of 
ancient and very modern methods of construction. 

Gabions are of considerable antiquity having origins in military uses 
several centuries ago and, it is thought, in hydraulic works in China, 
much, much earlier.  Of course these early gabions were not made with 
metal but used wicker work filled with stones, soil and turf.  From 
these origins gabions were developed using steel wire in the form of 
cylinders of mesh, filled with rock, used for emergency river protect- 
ion. Later it was realized that it would be possible to manufacture 
the gabions in rectangular form thus enabling much larger and more 
uniform structures to be built. 

A further development came in the use of woven mesh with a double 
twist for added security.  From these rectangular forms were developed 
mattresses which were simply gabions with thicknesses relatively small 
compared with their length and width.  Galvanized wire may have a 
limited life expectancy in highly corrosive conditions and the addit- 
ion of a PVC sleeve extruded onto galvanized wire enable the mesh to 
be used in coastal and offshore locations. 

For use in the tidal zone investigations have been carried out on the 
use of PVC coated woven wire mesh mattresses used as continuous revet- 
ments by a number of researchers in Canada, Australia and elsewhere, 
(2), with generally favorable results.  In one case design rules have 
been formulated giving equations for eventual failure by downslope 
sliding, buckling and uplift (3). 

For sloping revetments wire enclosed riprap or mattresses are not 
normally laid at inclinations greater than IV to 2H or 26° where down- 
rush waves limit the stone size.  This has been described by Stephenson 
who has listed comparisons with rounded rock, angular rock and also 
concrete units (4). 

Proprietary concrete block systems have been tested in the wave zone 
along with other "low-cost" systems including gabions and mattresses 
in a comprehensive study by the U.S. Army Corps of Engineers (5). 
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At one location, Ninilchik, in Alaska the gabions were filled by means 
of filter cloth bags which were themselves filled with a combination 
of beach gravel, cobbles and concrete rubble.  However both this 
structure and a second at Kotzebue also in Alaska had a rock riprap 
toe protection which was displaced during the test period.  In 
general this is not a good practice since the riprap can be thrown 
against the mesh causing damage.  However the report on these trials 
and a third at Oak Harbor, Washington was very favorable. 

Gabions and mattresses have also been used for many years to form 
groynes as a method of countering beach erosion in the United Kingdom, 
Italy and elsewhere (3).  Sand mastic asphalt grouted riprap groynes 
have also been used with limited success in some locations but giving 
rise to problems when extended beyond the low water mark (6) (7) . 

These materials have been combined in revetments and groynes for 
coastal defenses and have been suggested for a number of related uses 
such as offshore breakwaters or headlands. 

The use of pre-filled gabions for underwater structures had been 
developed over many years from the original use of cylindrical gabions 
to fill breaches in river defenses and scour holes around bridge piers 
and in similar emergency situations. 

It was soon realized that modern rectangular gabions could be used in 
a similar fashion and gabions have subsequently been used pre-filled 

to form many types of structures (Fig.4).  Examples included a large 
landing stage or jetty at Pula Langkawi in Malaysia, sea walls in 
Helsingfors Harbor, in Finland (Fig.5). A structure was built some 
five or six metres high to provide a quay for dhows at Ruweis in 
Qatar, the.gabions having been pre-filled out in the desert and trucked 
to the site. 

These structures employed cranes to place the units either from dry 
land or pontoons or barges but in recent years placing has even been 
carried out using helicopters. 

However for offshore structures of some size other methods were adopted 
with gabions wired together into the form of a raft constructed above 
low water mark and subsequently floated into position using buoyancy 
supports of several types.  Several outfall structures handling cooling 
water from nuclear power stations were so protected. 

While methods of placement for standard gabions were being developed 
similar attention wa,s being paid to enable Reno or Revet Mattresses to 
be pre-filled for placing underwater in river and canal projects. 
Although lifting frames similar to those used for placing filled 
gabions were employed, other methods were also initiated.  These in- 
cluded launching from pontoons which at first were simple fixed decks 
(Fig. 6). 



2408 COASTAL ENGINEERING—1982 

FIGURE 4 

SIMPLE LIFTING METHOD 

FIGURE 5 

PLACING GABIONS BY CRANE 
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FIGURE     6 

PLACING  PREFILLED  MATTRESSES   FROM A  SIMPLE  PONTOON 
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Pontoons were then developed with tilting decks upon which mattresses 
could be built and then launched* the inshore ends being securely 
anchored to the bank. 

This form of bank protection was also used in areas where impermeabil- 
ity was necessary.  For this purpose, of course, gabion mattresses 
were unsuitable if used alone. 

The addition of a sand mastic asphalt grout provided the necessary 
impermeability whilst retaining the essential flexibility of the 
revetments. 

The use of pre-filled and grouted mattresses for underwater applicat- 
ions where construction in the dry was not feasible employed pontoons 
as developed for regular mattresses with the grouting operation 
actually carried out with the mattresses already in position on deck. 
When used with a grout the thickness employed could be reduced for 
some structures. 

Pre-filled mattresses could also be placed by crane when grouted with 
sand mastic asphalt since the stone fill was held in place by the grout 
and not permitted to- fall to the bottom of each cell as would happen 
if an ordinary mattress was so lifted (8) (9) (10).  For offshore works 
gabion and Reno Mattresses had been used frequently since methods of 
placing were relatively expensive requiring the use of divers in many 
cases. 

However protection was given to the cooling water outfall at a nuclear 
power station on the southern coast of England using a raft of 
Maccaferri Gabions floated into position and then lowered around the 
mouth of the outfall which was built in tunnel out from the power stat- 
ion, but this method was not applicable to most types of undwater 
structure. 

Angle of platform 
Inclinaison du plan 
Neigung der Ebene 

FIGURE     6 
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SAND MASTIC ASPHALT 

Sand mastic asphalt has been used increasingly in gabion and mattress 
structures of various types ranging from canal linings, power station 
outfalls, protection of the upstream face of earth dams and for spill- 
ways.  When used for canal linings the combination of the two products, 
gabion and sand mastic asphalt, enabled considerable reductions in 
thickness to be made in some cases.  The design o£ the sand mastic 
asphalt mix varies according to the required design characteristics. 
Information on such applications is well documented (11). 

WEIGHT OF BITUMINOUS MASTIC 

TYPE 
THICKNESS 

INCH 
SURFACE GROUTING     COMPLETE PENETRATION 
LBS/SQ. FT.            LBS./SQ.FT. 

Revet 
Mattress 

0' -4" 14 - 15 22 - 26 

0' - 6" 16 - 18 26 - 28 

0' - 9" 20 - 25 28 - 30 

Gabions 
1' - 0" 27-30 37 - 40 

1' - 6" 30 - 40 50 - 60 

3' - 0" 50 - 70 80 - 120 

TABLE 1 WEIGHTS OF GROUT 

SARMAC MATTRESSES 

From these origins was developed the Sarmac mattress which combined the 
strength and flexibility of the Reno or Revet Mattress form of construc- 
tion with the addition of the weight and impermeability given by the 
addition of the sand mastic asphalt grout and while retaining the 
necessary flexibility of the mattress concept. 

When used for hydraulic structures such as river and coastal defenses, 
dams and canals the design of the mastic asphalt mix was subject to 
rather less vigorous constraints than when applied to the Sarmac tech- 
nique.  It is only necessary that the asphalt can penetrate and flow 
through the gabions or riprap to the design depth and remain in place 
without further movement should ambient temperatures increase from those 
experienced during the construction period.  The range of temperature 
during which such grouting takes place and to which the completed works 
are exposed is usually well documented and the range not too great to 
make additives necessary.  When mastic grouted mattresses are placed 
from pontoons or by crane their thicknesses are relatively small and 
flexibility remains good. 
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With the new possibilities presented by the construction of offshore 
pipelines of considerable length and size, the techniques described 
in the preceding paragraphs were combined to give a material with the 
require characteristics and, as important, the ability to be placed 
economically at considerable depths. 

At the design stage of such pipelines it has often been necessary to 
place reliance on climatic data and tidal information from available 
sources which was not always comprehensive enough for the purpose. 
In particular, although information might well be applicable for sur- 
face conditions, this did not apply to those existing on the sea bed 
where strong currents could be met.  These could result in scouring 
around and under pipelines laid on the surface. 

As a result of such scouring action pipelines may well become entirely 
unsupported and this can even occur where initial construction was as 
buried pipelines.  The resulting effects arising from unsupported 
lengths on fatigue life have been assessed in a number of studies(l). 

Experience gained in the design and construction of pipelines has 
resulted in the development of a method of both anchoring and protect- 
ing such pipelines. The method was also capable of use in the constr- 
uction of supports under the pipes which could thus reduce the length 
of unsupported spans and could reduce vibratory effects. 

Since the sea bed in the vicinity of the pipelines could vary consider- 
ably it was advantageous to develop the mattress used for its protect- 
ion with capability to fold in service to adjust to the changing levels. 
Flexibility was also necessary to take up the curve of the pipe which 
could be as small as 500mm diameter. 

Considerable weight was also called for in order to function as anchors 
and therefore the combination of sand mastic asphalt and gabions or 
mattresses already frequently used in combination in hydraulic struct- 
ures of several types, was a logical development. 

The Sartnac mattress was developed to address several of the problems 
experienced in the rapid construction of the massive net of oil and 
gas pipelines that now cross vast expanses of seas and oceans. 

Reno or Revet Mattresses are used as the basis of a dense, flexible 
unit, using stone fill in the usual way but with stone size selected to 
permit the most suitable penetration by the sand mastic asphalt and to 
give the required finished weight.  Choice of single or double thick- 
nesses is made according to site conditions. 

The sand asphalt mix is designed to give the required flexibility at 
the ambient temperatures in which it is to be placed, but at the same 
time must not be so soft as to deform or even flow during manufacture 
or transport to site.  It is equally important that it should not 
become too hard thus losing flexibility in service and risking failure 
by brittleness.  Since pipelines are currently being placed in condit- 
ions as diverse as the North Sea and the Indian Ocean, mix designs 
must be selected with care for each application. 



2412 COASTAL ENGINEERING—1982 

PENETRATION 
R.& B. 
SOFTENING 
POINT 

DUCTILITY 

i ——~ •—' 

VOLATILITY 
AFTER 5 HOURS 

AT 322° F 

80/100 
Pen 

.314-.344 125 - 140°F 39,37 Inch 0.5% 

60/70 .234-.275 115 - 129°F H 0.2% 

40/50 
Pen .157-.196 124 - 136°F " 0.2% 

BITUMEN SPECIFICATIONS 

Having selected the correct mix design and thickness, overall dimens- 
ions are designed to suit the conditions of use, i.e. for mattresses 
used as protection against scour, as anchors where the pipeline is 
liable to move laterally, as deadweights to constrain the pipeline 
where it is not laid continuously on the ocean bed and as protection 
against mechanical damage. 

For placing underwater in depths of up to 600 metres or more the use 
of divers to locate and place the Sarmac units may be impracticable or 
very expensive and methods have been developed by which the units can 
be located in position and released by remote control vessels whilst 
being monitored on close circuit television. 

For such underwater structures temperature ranges are often even more 
restricted.  Placing generally takes place during the warmer months 
although work was recently carried out on a project in Cumbria in 
North West England during a very cold period from November'81 to Jan- 
uary '82 when the temperatures rarely rose above °Selsius and much of 
the grouting was carried out at much lower temperatures. This required 
that the temperature at the mixer was at or very near the maximum for 
the material in order that reasonable flows could be obtained in the 
very cold mattresses. 

Earlier work had in fact been carried out by the French in Antartica 
many years ago and those experiences have been documented (12). 

However initial studies were incorporated in projects sited in less 
intemperate areas and for the first full scale application this type 
of construction was used at points along the gas pipeline being built 
from Algeria to Italy which has 170 kilometres of its total length of 
2500 kilometres on the bed of the Mediterranean.  This project, which 
was initially proposed in 1971, was authorized in 1977 following 
negotiations between the Algerian authority SONATRACH and the Italian 
ENI company.  Design work was carried out with the cooperation of both 
companies. 
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Across the Sicily Canal underwater construction was carried out by a 
consortium of Italian and Algerian companies under the title TMPC. 
However technical direction was the responsibility of SNAMPROGETTI. 
The depths at which pipes were laid in this sector exceeded 500 metres 
and the pipeline was divided into three separate lines for safety 
reasons. 

The Sarmac units designed for this part of the project had overall 
dimensions of 4 metres by 3 metres.  Each unit comprised two separate 
thicknesses of 200mm each giving an overall thickness of 400mm joined 
together with steel cables.  Double twist mesh mattresses were used to 
give flexibility reinforced with steel wire ropes for lifting purposes. 
The units were wrapped in a non woven polyester filter cloth of weight 
0.55 kilogrammes per square metre.  Polyester was required as other 
fabrics are unable to withstand the temperatures at which, the sand 
mastic asphalt is placed. 

The total weight of the units was 12,000 kgs. or 1,000 kgs. per square 
metre and the specific gravity 2500 kgs. per cubic metre. 

Manufacture took place at the SNAMPROGETTI yard in Trapani, Italy by 
the contractor, Ing. Sarti Guiseppe & Co. and then transported the 
short distance to the docks.  Placing was made from the ship, Saipem 
Ragno 2, for most of the work. 

The application for which the Sarmac units were required In this pro- 
ject was that of anchoring the pipes, by virtue of their weight, to the 
sea bed across areas where the bed was irregular. 

A later use of Sarmac mattresses of similar size and construction but 
with overall thicknesses of 500mm is by Saipem in a British petroleum 
field in the North Sea.  In this case the application is to protect 
one pipeline where it is crossed by new work and the total weight per 
unit and, of course, the specific gravity has been designed to be some- 
what lower. 

When the requirement is for thicker mattresses of the types used for 
Sarmac units, typically 40 or 50 cms thick, the composition of the 
mastic mix is much more difficult to design since the completed 
mattress must have excellent flexibility if it is to flex around small 
diameter pipes in deep water. 

In addition the units may be manufactured in an area of fairly high 
ambient temperatures for placing in cold deep seas.  If the required 
flexibility is not maintained, the unit could become brittle and not 
take up the required curvature in service. 

To establish design criteria early experimental work was carried out in 
the United Kingdom by River and Sea Gabions, Ltd. but at an early stage 
the work was taken over by Officine Maccaferri S p A in Italy where 
there had been extensive work with sand mastic asphalt for a wide 
variety of hydraulic works. 
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This work proceeded jointly with Ing. Sarti Guiseppe with considerable 
assistance from Dr. V. Castagnetti of Industria Italiana Petroli of 
Genova.  Much of this work was carried out simultaneously with the 
development of systems for use in the widening of the Suez Canal (13) 
(14)(15). 

The experimental work not only concentrated on the design of the mix 
to achieve flexibility but also on completed thicknesses, density and 
application rates which were themselves variations on those already 
calculated and used in hydraulic works, see Table 1. 

The Sarmac mattress concept also necessitated the development of 
methods to simplify lifting from the point of manufacture and trans- 
portation inland and by sea to the jobsite. 

These were, of course, relatively minor problems since there was 
already a fund of knowledge based on previous uses of pre-filled and 
grouted mattresses and gabions.  However placing underwater had pre- 
viously involved the use of divers which was not impracticable when 
only a few units were to be placed in shallow seas. 

For gas and oil pipelines the depths at which protection was to be 
carried out were such that effective diving time per shift would be 
very limited and costs accordingly very high.  It was therefore 
necessary to develop underwater placing methods using remote control 
techniques and a lifting frame was devised which could be operated 
from a remote control vessel. 

This has worked satisfactorily and has permitted relatively fast 
placing times although, unfortunately, detailed data remains confid- 
ential to the companies concerned. 

A simplification of the construction technique, omitting both the 
filter cloth envelope and the lifting cables built into the body of 
the Sarmac units, has been employed for small scale pipeline protection 
in estuarial areas in the North Adriatic. These units, resembling 
the standard wire enclosed riprap mattresses used for river defenses, 
were grouted with a mix also being used to grout a riprap revetment 
several years old situated a few miles from the mixing plant.  Since 
the application was close to normal water level, the range of temper- 
atures under which the grouted mattresses were to be employed was very 
limited and the mix design was therefore not formulated specifically 
for that project. 

It should be noted that few filter fabrics are suitable for use as 
envelopes for grouted mattresses since the melting point of most 
membranes is at or below the temperature at which the sand mastic is 
normally poured. 

The final product, as used in offshore pipeline work, is very 
different to early underwater gabion structures such as that for a 
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nuclear power station in the United Kingdom where the gabions 
were assembled as a raft within Folkestone Harbor at a location 
between high and low water marks.  The raft, supported by steel 
drums and fastened together by steel rails, was floated into 
position and sunk on top of the outfall position. 

This type of simple construction has therefore evolved into a 
degree of sophistication not foreseen at that time but still 
offers a considerable scope for further development particularly 
in inshore areas and in the immediate vicinity of platforms 
where complex pipe layouts are to be found. 

CONCLUSIONS 

Use of these methods of construction to protect parts of the gas 
pipeline from Algeria to Italy and also a small application in the 
Magnus Project in the North Sea have shown the effectiveness of 
this method of construction.  The experience gained in earlier 
underwater gabion work and in the design of sand mastic asphalt 
for hydraulic works has enabled challenges posed by the new 
applications to be met thus marrying old and very new techniques 
in the manufacture and use of the Sarmac Mattress. 
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SAN FRANCISCO'S SOUTHWEST OCEAN OUTFALL 

by Y. Eisenberg , M.ASCE 

and D. D. Treadwell2, M.ASCE 

ABSTRACT 

The Southwest Ocean Outfall, with an overall length of 
23,400 feet and a capacity of 450 million gallons per day, 
will be a major element of the Clean Water Program of the 
City and County of San Francisco, California, U.S.A. 
Offshore, the Outfall will cross one of the world's major 
active fault zones, the San Andreas. 

Outfall construction started in 1981 and is scheduled to be 
completed by early 1985. The shoreward 3,000 feet is being 
built from a pile-supported trestle; offshore, the Outfall 
conduit sections will be placed using a barge designed and 
built specifically for the project. Oceanographic, 
coastal, geotechnical, and seismic conditions pertinent to 
design are presented along with discussions of specific 
Outfall design and construction features. 

INTRODUCTION 

The Southwest Ocean Outfall is part of an improved system 
of collection, transportation, treatment, and disposal of 
sanitary and storm wastewater flows for the City and County 
of San Francisco.  After passing through a system of 
transport lines, treatment plants, and tunnels, these flows 
will reach the Outfall, where they will be dispersed at a 
diffuser section located in the Pacific Ocean approximately 
four miles southwest of Lake Merced (Figure 1) .  About 
8,700 feet offshore, the Outfall will cross the San Andreas 
fault zone, one of the world's major active faults. 

Parsons Brinckerhoff, San Francisco, California. 

2 
Woodward-Clyde Consultants, San Francisco, California. 
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The Outfall will be a single conduit composed of reinforced 
concrete pipe sections with an inside diameter of 12 feet 
extending about 23,000 feet offshore.  The water depth at 
the Outfall terminus is about 80 feet.  Throughout its 
length, the Outfall will be embedded in a trench excavated 
as much as 25 feet below the sea-floor.  The design gravity 
flow rate of the Outfall system is 450 million gallons per 
day (about 700 cubic feet per second). 

Starting in 1977, the project design team conducted various 
data acquisition and analysis programs (Belvedere et al, 
1978; Treadwell et al, 1978; Murphy et al, 1979; Treadwell 
et al, 1980; Gilbert et al, 1981).  The results of these 
studies were utilized in the planning, preliminary design, 
and final design efforts completed in late 1980. 

The purpose of this paper is to describe the geotechnical, 
oceanic, coastal, and seismic conditions and their impact 
on the unique design features of this project. The first 
18 months of Outfall construction are also described. 

GEOTECHNICAL CONDITIONS 

Prior to the studies and data acquisition programs asso- 
ciated with the Outfall project, very little information 
existed concerning geotechnical conditions offshore San 
Francisco.   The offshore geotechnical  investigations 
performed for the project included: 

o    surf zone borings using a truck-mounted rotary 
drill rig on a self-propelled shallow-water work 
platform 

PACIFIC  OC&AH 

OCtAN 
OUTFAUU GRAPHIC 4CA.lt- 

Figure 1  OUTFALL VICINITY MAP 
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o   offshore borings, vibratory corings, and cone 
penetrometer tests using a specially-equipped and 
modified drillship 

o   marine geophysical surveys using an ocean survey 
vessel  equipped with precision electronic 
navigation and fathometer systems as well as 
specialized seismic reflection,  sonar,  and 
magnetometer systems 

o test pit construction and monitoring using a 
derrick barge clamshell dredge and an ocean 
survey vessel 

Offshore Soil Conditions 

The offshore soils along the Outfall alignment are pri- 
marily dense to very dense fine sands. Within the surf 
zone, extending to about 4,500 feet offshore, the seafloor 
generally consists of a loosely consolidated layer of sand 
2 to 8 feet thick, underlain by hard clayey silts and silty 
clays. These cohesive soils are underlain by dense to very 
dense sands with occasional lenses of fine gravel. 

A thin veneer of loose surface sands was encountered along 
the entire alignment.  This layer is typically 2 to 4 feet 
thick, but in localized areas is as much as 6 to 8 feet 
thick.  Beneath the surface layer, the sands increase in 
density with depth, from medium dense to very dense. 

From about 11,000 feet offshore and westward, the surface 
sands are underlain by medium stiff to stiff, moderately 
overconsolidated silty clays which grade to clayey and 
sandy silts at greater depths.  The top of the clays 
appears to vary from 15 to 35 feet below the seafloor, 
based on the borings and geophysical data.  The relatively 
level surface of these cohesive soils apparently represents 
an ancient shoreline. 

Offshore Faults 

Offshore fault zones located in the project vicinity are 
the San Andreas, Pilarcitos, and Seal Cove (Figure 2).  The 
latter were found to be westward of the Outfall, thus 
efforts were focused on defining the width and orientation 
of the San Andreas fault zone at the Outfall alignment. 

Between the surf zone and the San Andreas fault zone is a 
series of tightly-folded, thinly-bedded sediments. These 
sediments may be correlative with similar outcrops seen on 
the shore. The limbs of the folds dip approximately 10 to 
20 degrees; the fold axes plunge to the northwest, and the 
width of the geological structures decreases toward the 
fault. 
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Figure 2  OFFSHORE FAULTS IN PROJECT AREA 
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In the vicinity of the Outfall alignment, the trace of the 
San Andreas fault is represented on the geophysical records 
by a blurred zone which does not show internal structure 
across the zone.  This zone marks a transition between 
tightly-folded sediments to the east and relatively 
horizontally-bedded sediments to the west. 

Along the Outfall centerline, the San Andreas fault zone 
was determined to be approximately 400 feet wide.  The 
strike of the fault zone is approximately N39°W, which is 
12 degrees west of perpendicular to the Outfall alignment. 

OCEANOGRAPHIC CONDITIONS 

A major factor in the design of the Outfall was the 
development of an understanding of the oceanographic 
conditions (e.g., wind, wave, current, tide, and water 
quality) likely to be encountered in the Gulf of the 
Farallones.  These data were acquired and criteria deve- 
loped through a variety of offshore sampling and analysis 
programs and reviews and evaluations of wave and storm 
records. 

Monitoring Programs 

A 13-month physical oceanographic monitoring program was 
conducted in 1977-78.  Kndeco current meters were installed 
and retrieved on a monthly basis from four fixed locations 
and two roving locations within the survey area (velocity 
and direction data were internally recorded every half hour 
by the meters).  Density profiles and water quality samples 
were also taken on a monthly basis.  In-situ measurements 
were taken of temperature and conductivity using an 
Inter-Ocean Model 513 CTD at selected depths and locations. 
The results of the measurements were converted to sigma-t 
(density) values. 

Water quality samples were taken at selected locations and 
depths in the offshore project area.  The water quality 
parameters analyzed were temperature, dissolved oxygen, 
conductivity pH, total coliforms, fecal coliforms, total 
suspended solids, settleable solids, turbidity, ammonia, 
nitrate, total phosphorous, chlorophyll, phaeophyton, and 
sulfide.  The density profiling and water quality sampling 
programs were performed in cooperation with CH2M-Hill, 
Inc., the sanitary and hydraulic subconsultant to the 
design team. 

On a less frequent basis, surface drifter and drogue 
studies were also performed.  Surface drifters were plywood 
blocks painted a bright orange on both sides. Several drift 
block batches, from two to four in number (500 to 100 drift 
blocks each) were released in serial order during each 
drifter study.  Ten-foot square windowshade drogues were 
also deployed, with releases during the three distinct 
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oceanic seasons, to measure current speeds and trajectories 
and eddy diffusivity. 

Tides, Currents, and Wind 

In the project area, tides vary over about an 11-foot range 
(about 8.05 feet above to 2.45 feet below MLLW), based on 
over 60 years of records at the Presidio tide gage near the 
Golden Gate Bridge. It is also expected that the sea level 
will rise about 6 inches in the 75-year design life of the 
Outfall. 

Current velocity and direction were determined from the 
results of the oceanographic field data collection program. 
It was found that currents in the project area are 
dominated by the tidal influence and generally move toward 
the Golden Gate during a flood tide and away from the 
Golden Gate on an ebb.  Currents greater than 1.0 knot 
occur less than one percent of the time. 

Analyses of the current meter, drogue and drifter data 
indicated a net long term drift to the northwest (away from 
the shore).  Winds are primarily from the west (toward the 
shore) and average 15 to 25 mph in warmer months and 10 mph 
in cooler months. 

Waves 

Determination of both normal and extreme wave conditions in 
the project area consisted of estimation of wave conditions 
offshore, in deep water, and transfer of these data to the 
nearshore. Extreme storm wave characteristics were 
developed based upon the selected design storm. The 8-hour 
design storm contained 3,141 waves with a significant wave 
period of 12 seconds; wave periods were expected to be 
primarily in the range of 7 to 14 seconds. 

The design significant wave height at the diffuser location 
(80 feet of water) was predicted to be about 38 feet for 
the 100-year storm.   For the 200-year storm,  the 
significant wave height is expected to exceed 47 feet.  The 
wave-induced currents at the seafloor are expected to be 
about 11 to 12 feet per second. 

OUTFALL DESIGN 

The Southwest Ocean Outfall is ultimately to be the 
terminus for all of San Francisco's sanitary and storm 
wastewater.   Until recently,  the existing combined 
wastewater disposal system caused severe pollution in San 
Francisco Bay and the surrounding shores.  Every rainfall 
exceeding 0.02 inches per hour in intensity caused the 
system to overflow and discharge raw sewage into the Bay; 
on average, this used to happen about 80 times a year.  The 
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Clean Water Program, of which the Outfall is an important 
part, is designed to remedy this condition. 

The Outfall consists of a single 12-foot diameter pipe 
weighing about 3 tons per linear foot extending about 4.5 
miles into the Pacific Ocean to a water depth of 80 feet. 
The Outfall's capacity is 450 million gallons per day by 
gravity; this capacity may eventually be increased to 590 
million gallons per day by adding a pumping station.  It is 
scheduled to be completed in the spring of 1985 and for the 
first 5 to 10 years will be utilized to only about 30 
percent of its capacity, while the remainder of the system 
is completed. 

The location of the Outfall was selected so as to carry the 
effluent into deeper water as quickly as possible within 
the otherwise relatively shallow continental-shelf. Also, 
the diffusers had to be placed at a sufficiently remote 
distance from the Golden Gate to avoid the likelihood of 
tidal currents carrying the effluent into San Francisco 
Bay. 

The Outfall has been designed to resist or accommodate all 
environmental forces or displacements anticipated during 
the design life of the system.  Where significant damage 
appears unavoidable, such as across the fault zone during a 
major rupture, provisions have been made to limit the 
extent of damage and to facilitate required repairs. 
Provisions have also been made to permit the operation of 
the Outfall system on an emergency basis during the repair 
period. 

Seismic Design Criteria 

The centerline of the Outfall lies across the San Andreas 
Fault, one of the world's most active and violent 
earthquake fault zones (Figure 2) .  Based on review of 
historical seismicity, a design Richter magnitude of 8+ was 
selected for the project with a peak ground acceleration of 
0.6g, transient displacement of 20 inches, and a peak 
velocity of 30 inches per second. 

Based on review of the famous 1906 event, it was concluded 
that the Outfall could be subjected to a relative 
horizontal displacement of 16 to 20 feet and a relative 
vertical displacement of 3 to 4 feet.  Additionally, a 
relative fault creep movement of about 6 inches can be 
anticipated during the 75-year design life of the project. 

Earthquake Joints 

Conduit sections with special earthquake joints (Figure 3) 
will be placed longitudinally at 20 feet on center across 
the fault zone (400 feet) and the two bands on each side, a 
total length of 1200 feet.  The earthquake joints were 
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designed to absorb the following anticipated transient 
forces and movements: 

o longitudinal pipe tension = 150 tons 

o total joint extension = 12 inches 

o total joint contraction = 5 inches 

o total joint deflection = 2.4 degrees 

o gasket pressure = 300 psi 

o internal water pressure = 10 psi 

A joint consists of two neoprene gaskets sliding on teflon 
surfaces, the outer one being for testing purposes only. 
The locking device is made up of four Dywidag rods, fusion 
epoxy coated and encased in PVC conduit, with crushable 
closed cell urethane foam reinforced with nylon behind the 
rod washers.  When the joint reaches its expansion or 
contraction capacity by crushing the urethane foam, it then 
transfers the force and movement through the pipe to the 
next joint, and then to the following joint(s) until the 
entire motion is absorbed. 

Backfill Configuration 

The backfill configuration (Figure 4) was designed to 
provide protection for the Outfall conduit for the design 
life of 75 years.  The lowest layer of gravel (Type I) was 
selected to furnish proper bedding of highly pervious 
material providing rapid pore pressure redistribution 
during periods of earthquake-induced shaking and potential 
liquefaction.  The second layer of gravel (Type II) is a 
graded filter course to minimize infiltration of the 
natural sands into the Type I backfill.  The armour stone 
layers are for wave defense, with Type IV placed on top of 
Type III in the surf zone and diffuser areas only. 

Diffusers and Manholes 

At its outer extremity, the Outfall contains 85 diffuser 
units (Figure 5) .  Each diffuser consists of structural 
unit with a riser containing an 18-inch diameter conduit 
connecting the pipe invert to the diffuser riser cap which 
protrudes several feet above the seafloor.  Each cap 
contains eight 4-inch diameter ports through which the 
effluent is diffused to the ocean.  The risers are 
connected to the pipe bottom in order to minimize the 
likelihood  of  sediment  accumulation  and  possible 
constriction of the pipe cross section and capacity. 
Surprisingly, the lateral forces caused by fishing nets 
dragged along the seafloor which may snag on the diffuser 
caps proved to be potentially far greater than the seismic 
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Figure 4  BACKFILL CONFIGURATION 



SOUTHWEST OCEAN OUTFALL 2427 

£ PifftW fcl^K 

^g-A FLOOR 

^awrfAuu 

Figure 5  DIFFUSER UNIT 



2428 COASTAL ENGINEERING—1982 

or wave forces and thus became the design load.  Also, 
erosion or accretion of the seafloor in the diffuser area 
is not expected to exceed 3 feet in 75 years, based on 
historical records. 

Access manholes were designed at a maximum center-to-center 
spacing of 500 feet.  This spacing allows for the timely 
rescue of a tethered maintenance/repair diver inside the 
Outfall conduit.  The manholes essentially consist of 
42-inch diameter holes at the top of the Outfall pipe with 
reinforced concrete gasketed covers.  A special marker is 
connected to the manhole cover and protrudes some 5 feet 
above the seafloor.  The manhole cover is backfilled in a 
manner similar to the pipe itself.  No access chimneys were 
designed to ease entry into the pipe, since it was felt 
that they were unlikely to survive the hostile seismic and 
wave environment.  Access to the manholes will therefore 
require excavation and backfilling equipment in order to 
remove and later replace the backfill material above the 
manhole cover. 

Emergency Features 

Two emergency features have been incorporated into the 
Outfall design to respond to the possibilities of flows 
exceeding design capacity or a rupture of the conduit; 
these are the emergency overflow structure and several 
emergency diffuser units. 

The emergency overflow structure consists of a 10-foot 
diameter pipe and spillway structure connecting the onshore 
headworks to Ocean Beach.  It is anticipated that the 
emergency overflow structure would be used during rare 
periods of major flooding or in case the Outfall conduit 
should break near shore for any reason.  The effluent 
discharge on the beach would continue until the flood flows 
abated or until repairs were completed. 

Should a major slip occur along San Andreas fault zone in 
the project area, the Outfall conduit will almost certainly 
break.  To mitigate the impact of this possibility, 
provisions have been made to excavate and expose two or 
more manholes on the shoreward side of the break, remove 
their covers, and then install emergency diffuser units 
(Figure 6).  These units will act to diffuse the effluent 
about 1.5 miles offshore during the conduit repair 
operations. 

OUTFALL CONSTRUCTION 

The contractor has now (December 1982) finished the surf 
zone trestle (Figure 7) which extends about 3,000 feet into 
the ocean to a water depth of about 38 feet.  The 32-foot 
wide deck of the trestle stands about 28 feet above the 
water.  Its main supporting members are 24-inch diameter 
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pipe piles at 30 feet on center for the first 2,000 feet of 
trestle; 30-inch diameter piles were used for the outer 
1,000 feet of trestle.  The trestle carries tracks for 
movement of cranes, material carts, and a pipe laying 
gantry (Figure 8). 

Surf Zone Construction 

The Outfall pipe is presently being installed from the 
gantry in a protected trench  (Figure 9) .  Ordinary 
interlocking sheet piles spaced 24 feet apart were used for 
the first four hundred feet; they were jetted and driven 
with some difficulty due to the hard material encountered 
just below the top loose sands.  The contractor then 
employed three-legged wave barriers 20 feet long by 12 feet 
wide consisting of three pipes connected by steel plates 
with interlocking connections to the abutting wave barriers 
and weighing about 10 tons each (Figure 10).  These are 
placed in position during relatively calm seas and pin 
piles are driven through the wave barrier piles to secure 
them in place.  After the completion of the excavation, 
pipe laying, and backfilling in a given section, the pin 
piles are loosened and pulled and the wave barrier modules 
are transported to new positions (Figure 11).  The present 
pipe laying rate is 2 to 3 units per day. 

The pipe being installed from the gantry was produced in a 
pipe plant near the beach (Figures 12 and 13) and consisted 
of about 120 units weighing about 90 tons each. The other 
900 or so conduit sections, including the special 
earthquake sections and the diffuser units, are being 
manufactured at Rio Vista, about 60 miles up the Sacramento 
River from San Francisco. 

Offshore Construction 

A 13,000 ton capacity barge (Figure 14) was built in 
Portland, Oregon specifically for this project at a cost of 
about U.S.$15 million.  It was launched in mid-September 
1982 and is presently being outfitted and rigged.  It is 
scheduled to arrive at the site in early 1983 and to 
commence offshore operations beyond the end of the trestle 
shortly afterwards.  The barge is 420 feet long, 98 feet 
wide and 25 feet high.  It has a draft of 10 to 12 feet, 
depending on the weight of its cargo, and a 500-ton 
capacity crane with a 200-foot boom.  Excavation, pipe 
laying, and backfilling will be performed off the barge at 
an anticipated rate of two pipe lengths (48 feet) during 
each 24 hour day. 
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Figure 10  WAVE BARRIERS 

Figure 11  TRANSPORT OF WAVE BARRIERS 
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Figure 14  BARGE DURING CONSTRUCTION 
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SEDIMENT TRANSPORT INVESTIGATIONS IN A NEW ZEALAND TIDAL INLET 

K.P. Black & T.R.  Healy 
Department of Earth Sciences 

University of Waikato 
Hamilton, N.Z. 

ABSTRACT 

A study of sand and shell movement under the action of tidal  flow was initiated 
in 1980 to ascertain the suitability of Whangarei Harbour at Marsden Point, 
New Zealand,  for a  proposed timber port.     The aim was  to assess  the effects 
such a development may have on the sediment fluxes and the potential  shoreline 
and channel   instability that might be induced in the sandy inlet system. 

Vertical  water velocity profiles were analysed to determine bed friction 
coefficients which were subsequently broken into two component parts:    one due 
to form drag and the other associated with the skin friction.     It was shown 
that the Vanoni  and Hwang (1967) equation for form drag can be extrapolated 
to include drag under tidal  flow over megaripples.    The skin friction component 
was obtained from the speed at 1m above the bed and the De5 grain size, by 
utilising the Karman-Prandtl  equation.    This was applied to analysis of bedload 
trap yields and bedform advance rates over megaripples and good agreement with 
the Yalin bedload equation for plane beds was obtained. 

Suspended sediment transport was found to vary with U^7-75 and total   load rates 
were in general  agreement with the Engelund Hansen equation but deviations 
occurred due partly to expected form drag components being out of phase with 
the flow because of bedform hysteresis.    Under tidal  flow,  the velocity at 1m 
was found to be a better predictor of sediment transport than the shear stress 
obtained from the velocity profile, thus methods presented in this paper use 
the lm speed for determination of total   load transport. 

1.  WHANGAREI HARBOUR HYDRAULIC CONDITIONS 

Whangarei Harbour (Fig.  1) at high spring tide has a surface area of 98 x 106m2 

(Millar,  1980) and a tidal  prism of 186 x 10em3.    At low tide exposed banks 
cover an area of 46 x 106m2.    Currents in the harbour mouth, in depths which 
exceed 30m attain a maximum vertically-averaged mean speed of approximately 
1.3 ms"1 during Spring tides.    The channel   floors are depleted of sand by these 
erosive flows and a shell   lag lines the bed. 

Two flood tidal deltas, Snake and McDonald Banks, possess a high order of 
stability and the former supports commercial quantities of cockle (Chicme 
stutdhburyi). 

Mair Bank is an ebb tidal  delta with several   shell beds  (Venus and Beazley, 
1982) and much of the surficial  bank sediment is discarded shell. The bank  is 
protected from ocean wave activity by Busby Head to the east, with generally 
only E-SE storm waves reaching it with any significant intensity. 

Wave activity inside the harbour is mostly locally-generated (fetch ^5km near 
the port site) although some ocean swell   refracts  (Black and Healy, 1981) 
and diffracts to reach the port vicinity (Fig.  1). 

Two continuous-recording tide gauges are located in the harbour; one at Marsden 
Point near the mouth and the other at Port Whangarei   in  the  upper reaches. 
Analysis of these records over a seven month period from June to December 1981 
revealed that the ebb at the mouth has a shorter average duration of 6 hrs 9 mins 
compared with  the flood average half cycle of 6 hrs 16 mins.    Mean tidal  range 
was 1.87m and minimum and maximum ranges were 1.17 and 2.80m respectively. 

2436 
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2. COMPLEMENTARY INVESTIGATIONS 

General  stability of the subtidal  deltas and channels was revealed when 
bathymetric surveys along transects in the lower harbour and across the Mair 
Bank ebb-tidal   delta in 1981 were compared with an R.N.Z.N.  survey completed 
20 years earlier (1959-61).    A complete bathymetric survey by the R.N.Z.N. 
in late 1981   revealed the same trends.    The region of most significant change 
was on the western end of Mair Bank where sand was accreting.    The source for 
this is most likely to be Bream Bay which has been subject to erosion  (Tonkin 
and Taylor,  1979). 

As a first stage in the investigation, some 70 sea floor sites were colour 
photographed with a still  camera  (Black et al.,  1981)  and large areas of shell 
lag were revealed.    Much of the shell  was algae-coated signifying bed stability. 
The photography aided the interpretation and analysis of data collected throughout 
the study. 

A side-scan sonar survey of the inner harbour and Mair Bank region was undertaken 
in early 1982 (Black and Healy,  in preparation, b).    The side-scan allowed 
identification of shell-covered areas and "active" bedload transportation zones 
which were evident from the megaripples and/or sandwaves on the side-scan 
traces.    Active regions (Fig. 1) flank the main channel where it discharges 
into Bream Bay.    Others occur at Marsden Point and north of Mair Bank; off 
Pt Sinclair on the south side of the main shipping channel; along the northern 
side of Snake Bank towards Darch Point then to the west of Reotahi Bay; and 
finally from the sub-tidal  extension south-east of Snake Bank across towards 
Marsden Point.    The last "pathway" runs across the proposed port dredge zone 
and has been studied  in some detail.     Other smaller and  some  less active zones 
are present.    Extensive areas of the harbour bed are covered with shelly lag 
including a large expanse at the proposed dredge zone.    A better understanding 
of the inter-relationship between these regions is gained in the light of 
2-dimensional   numerical model  results  (Black, in preparation). 

3. MEASURED CURRENT SPEEDS 

During a four year period full-tidal   cycle velocity measurements were made at 
54 sites.    These were made at several  levels above the sea bed every half hour 
for a 13 hour period.    Sites are shown on Fig.  1  and some were measured twice. 
This very detailed field program provided an unusually comprehensive specification 
of the prototype hydraulic conditions. 

Using a Braystoke BFM 010 Mkll multiparameter meter, the speed, direction, 
salinity and temperature were recorded at each level.    Distance from the sea 
bed was obtained with a built-in sounder and the meter was winched between 
levels.    At some of the earlier sites, mean velocity was found over a 50s time 
interval, but to average out the longer period turbulent fluctuations (Dyer 1973; 
Heathershaw & Simpson 1978) more completely, the recording time was extended 
to 100 seconds after field tests revealed significant differences (10-20%) 
in the speeds for two consecutive 50 second intervals. 

In obtaining the velocity profile, speeds were measured consecutively, e.g.  the 
speed at an upper level was measured perhaps 15 minutes after the first level. 
Under normal  operation the speeds were measured at each level  at half hourly 
intervals.    Parabolae  fitted through three such measurements gave velocity-time 
curves over a 1  hour period at  each level.    Instantaneous velocity profiles were 
determined from these curves. 

Without further measurements, turbulent fluctuations with periods of the same 
order as the measurement time can only be considered as random and as such they 
cannot be corrected for.    Errors introduced by turbulence, which are an integral 
part of measuring speeds consecutively, must remain in the data.    The longer 
measurement time reduces the scatter considerably. 
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4.  VELOCITY PROFILES 

It is well  accepted that the Karman Prandtl   (K-P)  equation describes the 
velocity profile near the sea bed in the majority of cases for fully rough, 
turbulent tidal  flow.    Sternberg  (1968)  found that a logarithmic profile was 
evident 62 to 100% of the time over low topography (ripples, gravel  and shell). 
The profile applied in the inner boundary layer, which in fully developed 
tidal  flow is the region from the bed up to about 15-20% of the total water 
depth.    Komar (1976)  reported that the outer boundary layer can be described 
by a velocity defect law (UVDL)  of the following form. 

-j—-   = -8.6 log10  (§) ....  (1) 

U^ is the free stream speed, u is the velocity at distance z above the bed, 
u* is the friction velocity and d is the boundary layer thickness. 

The Karman Prandtl equation can be represented as 

£ = 5.75 log10 (f ) .... (2) 

where the constant, 5.75, includes the von Karman constant K = 0.4 for conditions 
of low suspended sediment levels  (Soulsby and Dyer 1981)  and z0 is the roughness 
length.    From equations  (1)  and  (2), the friction velocity u*, can be found 
by linear regression.    The measured profile gradient on a semi-log plot is 
8.6 u* for the UVDL, and 5.75 u* for the K-P. 

The question arises as to whether the bed shear stress is represented in the 
body of the flow, under tidal  flow conditions.    Smith and McLean  (1977) state 
that at great distances from the boundary the velocity field is related 
"to the overall  boundary stress, that is to the boundary stress averaged over 
a large region of the bed, form drag on the topographic features thus being 
included".    The Whangarei  data strongly support this, and values of the drag 
coefficient dre shown to be related to the bed configuration over sand boundaries 
with megaripples. 

Many of the measured vertical  profiles spanned the inner and outer boundary 
layers.    It has been shown by Black and Healy (1982b, in prep.) that there is 
a measurable change in gradient from the inner to the outer boundary layer 
under tidal  flow conditions.    At several  sites the velocity gradients in the inner 
layer (taken as 0-20% of the depth)  and in the outer layer (taken as 15-100% 
of the depth) were determined.    Although there was considerable scatter for 
individual profiles, over a tidal  cycle the average gradients in the two layers 
were nearly in the ratio suggested by the UVDL and K-P law of 8.6/5.75. 
Programming was written to fit the K-P law to the inner layer and the UVDL 
to the outer layer, then to average the value of the friction velocity obtained 
from each.    This average value was used to calculate the bed shear stress and 
drag coefficient. 

TO = pu*2 ....   (3) Cj =|—| ....   (4) 

where u1 is the speed measured at 1m above the bed and p is the water density. 
Data were not used if fewer than 3 speeds were recorded in either layer. 

5.  SEDIMENT TRANSPORT EXPERIMENTS 

Six full  tidal  cycle sediment transport experiments were conducted at 3 locations 
of significance to the harbour sediment circulation  (Fig.  1).    Measurements 
were made of water velocities, and both bed and suspended load, while the sea 
floor was observed on an underwater video camera.    A velocity profile (0.5, 1.0, 
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Whangarei 
Harbour 

Fig.  1      Location of Whangarei Harbour, North Island. New Zealand and the field 
 measurement sites. Active sediment transport paths are shaded.  

2.0, 4.0, 6.0m above the bed) was recorded every half hour (e.g.  Fig.  2). 
Speeds at 1m were measured every 15 minutes or more often on request during 
periods of interest on the video. 

Bedload movement was obtained with two sediment traps of the VUV type  (Graf, 
1971   p.  363) and emptied every 1-2 hours.    The trap is designed to be lowered 
by rope from the surface but experimentation revealed that a diver was needed 
to correctly align it on the bed, and to stabilise it in high flow on the way 
to the surface.    Moreover to avoid sand being lost when the trap was raised, 
a door was fitted to the mouth which could be closed by a diver before retrieval. 
The traps have a rectangular mouth of size 260nm by 120mm. 
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During slack water, stakes 
were driven into the crests 
of 6 consecutive megaripples 
on the bed and crest advance 
was measured at the next two 
quiescent periods and during 
the tide. 

Suspended load was sampled 
regularly at O.l, 0.3 and 1.0m 
above the bed by pumping samples 
to the surface from nozzles 
mounted on a steel frame. 

An underwater video camera 
mounted on a steel frame on the 
sea floor, supplied information 
on the sediment threshold, 
ripple advance rate and the 
behaviour of the sediment under 
tidal flow. Of the 6 experiments 
the video was used during the 
first two only. 

6.  SEDIMENT THRESHOLD 

Of fundamental  importance to the 
specification of sediment 
transport rates are the threshold 

Figure 2:  Velocities recorded on 18~Jan-82. 
True North is to the right. 

conditions which initiate the movement of sediment. Many bedload equations use 
excess shear stress (Yalin 1963; Sternberg 1972; Bagnold 1963) and small errors 
brought about by inaccurate threshold conditions are magnified in the transport 
equations because of a high power dependence. For example, Gadd et al. (1978) 
modified the Bagnold equation to express the stream power in terms of the 
velocity at lm. The bedload was assessed to be proportional to the cube of the 
difference between the water speed at lm and the critical velocity. 

A major difficulty associated with the determination of threshold in 
tidal flows is the effect of turbulent fluctuations. Sand moves in gusts, 
with sweeps and ejections (known as "bursting") occurring intermittently 
(Heathershaw 1974). When speeds are measured with an instrument such 
as the Braystoke to produce an average over a period of some 1-2 minutes, 
these high speed bursts are difficult to incorporate into the concept of a 
critical velocity. Grass (1970) defined a threshold by considering the overlap 
of the critical stress distribution associated with the placement of the grain 
on the bed and with the distribution of bed shear stresses due to fluid flow. 
Sternberg (1971) defined the threshold as a state of "general sediment movement" 
In tidal flow even at very low speeds there is still a chance of movement in 
a burst (Paintal 1971). Dyer (1980) interpreted the threshold as coinciding 
with the intercept of the regression line of sediment transport against water 
speed or friction velocity. A statistical approach is adopted in our paper. 

6.1 Video Film Over a Sand Bed 

The video tapes at Whangarei were analysed in a fashion similar to that 
undertaken by Dyer (1980). The film was viewed at 5 second intervals and 
a yes/no decision was made as to whether sandy sediment was moving anywhere 
in the frame of the camera (approximately a bed area of 12cm x 16cm). From 
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Figure 3:      Sandy sediment  threshold showing  the probability  that sand 
will  move  in a  i minute  interval  with the speed at  lm.   for  18-Jan-82 
and  based  on  analysis  of  video tapes. 

12 consecutive answers a probability of movement was calculated for the one 
minute period. 

Fig.  3 shows results for one tide during accelerating flood flow plotted with 
the speeds measured lm above the bed.    Initially below 0.3 ms-1 no movement was 
seen.     Then  firstly,as  reported by Dyer (1980),  shell   fragments move  randomly, 
appearing to "wobble" in the flow.    These shell  fragments were not considered 
for Fig.  3, which corresponds with the motion of sand grains only. 

Grain size of the sediment viewed was found by sieving samples taken from nearby 
sediment traps, and off crests and troughs of the megaripples by divers. 
Median size D50 was coarsest in the troughs  (0.35mm); finer in the trap 
(0.32mm); and finest on the crests (0.31mm).    The sand in the trap was felt 
to best represent the population of sand that was being transported. 

Initial motion - such that sand grains were moving more than 50% of the time 
- occurred when the speed at lm was between 0.3 and 0.35 ms-1.    This was less 
than the corresponding threshold for grains over a plane bed (reported in 
Miller et al.   1977) and calculated to be 0.45 ms"-1. 

The difficulty of assigning a threshold in tidal  flow is highlighted by 
Fiq.  3 where, after periods of activity and even with an increase in mean 
speed, there are still   dormant times.    Also the probability of movement shows 
no increase near time = 70 mins compared with time = 25 mins.    This suggests 
that the threshold is increasing with increased flow velocity  (Dyer 1980). 

6.2    Laboratory Flume 

In view of the effects on the threshold of the spread of the grain size 
distribution and the grain shape, experiments were conducted in a rectangular 
glass walled flume with sand taken from the port site at Marsden Point.    The 
flume was 0.44m wide and 12.9m long, and shear stresses were determined by 
measuring vertical  profiles on the centre line 9m from the top end of the flume 
with a mini  flow meter.    The impellor size was 9mms diameter.    Observations 
of initial motion were made along the centre line and the bed was initially 
flattened before each run. 

Grain size analyses from three sieved samples produced an average mean grain 
size of 0.24mm,   D50 of 0.25mm and standard  deviation of 0.41tj>.     These statistics 
were calculated by the moments method from the weight distribution in phi  units. 
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The threshold obtained by curve fitting the vertical  velocity measurements 
to the K-P equation was u* = 0.0148 ms"1 or shear stress TC = 0.219 N.m"2. 
This is somewhat higher than an expected value of u* = 0.0133 ms"1  (Yalin 
threshold curve modified by Miller et al.  1977) but is within the range of 
scatter on Fig.  3 in Miller et al. for quartz density sand of the same mean 
size, which includes values over the rather wide range of 0.0125 < u* < 0.0161  ms"1. 

6.3    Shell Bed 

A coarse, shelly lag covers large areas of harbour floor and several  experiments 
were conducted on the sea bed watching for the initiation of shell movement. 

The difficulty encountered in these observations was due to the wide variety 
of shape and size of the shells.    In summary, the general   conclusions were that 
on a bed of total  shell cover even in Spring tides the shells rarely move. 
Many of the beds have an aged appearance with the shells being covered by 
algae; a testimony to the stability of the sediment.    Shells which were picked 
up by divers fell  quickly.to the sea bed and found a stable position with 
an orientation that depended on the configuration of their immediate neighbours. 
In contrast, on the sandy harbour floor pelecypod halves prefer to lie convex 
up but are more stable than surrounding sand. 

7.       ESTUARINE BED FRICTION ENERGY LOSSES 

Tidal energy losses over a rough bed are complicated by many factors including 
flow accelerations and the mutual   interaction of the fluid and the bed. 
Bedforms change with the stage of the tide, and moreover,  the time-scale of 
bed inertia differs from that of the fluid (Allen 1973; Allen and Friend 1976; 
Nasner 1978).    To estimate sediment transport rates under these conditions, 
the skin friction and form drag energy loss components must be isolated as 
only the former is effective in transporting sand (Einstein 1950).    Whangarei 
velocity data were fitted by linear regression as described previously to 
determine the friction velocity (and the associated parameters:    bed shear 
stress, drag coefficient and roughness length)  and were then broken into 
component parts for application to sand transport under oscillatory tidal 
flow. 

7.1    Average Bed Resistance 

Fig. 4 shows the drag coefficient distribution for all sites (excepting sites 
discussed individually later) where the speed at lm from the bed was greater 
than 0.3 ms"1. The minimum speed limit ensures that the flow is fully rough 
(flow Reynolds Number greater than approximately 1.5 x 105 (Sternberg 1968)) 
and it is a natural cut-off being approximately the entrainment velocity for 
sandy sediment. 

There is scatter of about 5 orders of magnitude in the flood values and 4 for 
the ebb.    This compares with a similar spread found to occur in Chesapeake 
Bay by Ludwick (1975).    Much of this is accounted for by variations in form 
drag over the wide range of bed types in Whangarei  Harbour including sand 
bedforms, shell, gravel  and marine flora. 

The distribution peak during the flood lies between 1.0 x 10~3 < Cj  (flood) 
< 3.2 x 10"3 with the ebb maximum spanning a higher range 3.2 x 10"3 < Cj 
(ebb)  < 1  x 10"2.    Also the correlation coefficient representing the goodness 
of fit of the measured profiles to the logarithmic shape was larger during the 
ebb than the flood (Table 1). 

Ludwick  (1975) noted a higher drag coefficient on the ebb using the same sort 
of experimental  technique and Knight (1981) found that "in general   the flood 
resistance coefficients were slightly less than the ebb values"  in a tidal 
reach of the Conway estuary.    Longitudinal  density gradients may be partly 
responsible for the variations  (McDowell  and O'Connor, Fig.   1.10 1977). 
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Figure 4: Distributions of ebb (upper) and flood drag 
coefficients for cases where u.i 0.3 m.s . Numbers 
above bars are the numbers of occurrences in each bin. 

The shorter duration of 
the ebb flow and also the 
higher water speeds may be 
an influence. 

Table 1  compiles mean 
statistics for (a)  all  sites, 
(b) sites with known shell 
beds and (c)  sites with sand 
beds for all  cases where the 
velocity at 1m exceeds 0.30 ms"1. 
Mean and median Ci  values are 
supplied.    Arguably, the mean 
is not the best statistic 
to describe a distribution 
which varies over several 
orders of magnitude.    As 
with grain size analysis, the 
percentile sizes often represent 
the distribution and a physical 
process better than the mean; 
similarly median Cj is a 
more stable statistic which 
is less affected by a few 
large Cj values that may 
result from experimental 
error. 

Over sand which is presumably 
bedformed, the increase of 
friction velocity due to 
form drag is reflected in 

io a higher Ci than over the 
shell  sites.    Median drag 
coefficients for cases where 
U; exceeds 0.3 ms"1 at 
Whangarei are then Cj = 3.0 
x 10"3 for all  bed types 

TABLE 1: 

77 7^ n-        Median       z0 u* W K r in2 
(ms-)    (xl03)    (xlO-B)    (x

C|03)    "" 
"l 

(ms-1) 

All  Sites Ebb 0.52 .80 .032 6.0 4.5 3.8 .15 
N = 513 Flood 0.47 .55 .019 5.1 4.2 2.1 .02 

Both 0.49 .66 .025 5.5 4.3 3.0 .07 

Shell  Sites Ebb 0.52 .73 .026 5.4 4.4 2.7 .05 
N = 132 Flood 0.46 .31 .012 5.1 3.8 1.8 .01 

Both 0.49 .52 .019 5.2 4.1 2.3 .02 

Sand Sites Ebb 0.52 .81 .037 6.9 4.7 4.4 .24 
N = 238 Flood 0.48 .50 .020 6.4 4.3 2.6 .04 

Both 0.50 .65 .028 6.7 4.5 3.5 .12 

Mean values of velocity at 1 metre (ujh correlation coefficient_of the 
velocities to_ the logarithmic profile (r12), friction velocity (u*), drag 
coefficient Cj and Reynolds Number 

R = uiz  , v = kinematic viscosity, z = 1m. 
V 

Median Ci  is listed with the roughness length, z„ , calculated from the median Ci 
using the K-P equation.    N is the number of data points averaged. 
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(c.f.  3.1  x 10"3, Sternberg 1972); d = 2.3 x 10"3 for shell  bed; and 
Cj = 3.5 x 1CT3 for non-cohesive sand bed. 

By application of the Student's t test (Freund 1974), for the population 
correlation coefficient to be significantly different from zero, the sample 
correlation coefficient must exceed 0.81  for a typical  case of 5 velocity 
measurements in the profile (0.99 for 3 levels) at the 0.05 level  of 
significance.    Only 57% of the profiles had r12 > 0.8 which is poorer 
correlation than that obtained by Sternberg (1968) and reflects that (i)  the 
outer boundary layer is more subject to inertial  variations than the inner 
layer and (ii)  turbulent fluxes cannot be totally accounted for when speeds 
are measured sequentially. 

7.2 Friction Losses Over Hegaripples 

Figs 5 and 6 show velocity at 1m and friction velocity for 5 of the sediment 
transport sites with megaripple beds.    The friction velocity varies over 
a wider relative range than the speed at lm.    For example the friction 
velocity on the 9th February 1982 is about 5 times the value on the 
20th January 1982.    The explanation for this lies with the changing form drag, 
and sympathetic drag coefficient which is indicative of bed geometry. 
Dyer (1980)  following Lettau (1969) suggests that the areal  concentration 
of features is related to the flow roughness length as, z0 = h.s/2S where 
h    is the effective obstacle height, s is the cross-sectional  area seen by 
the flow per unit horizontal  area S. 

For two dimensional megaripples,  z0 = A2/2A, where A is the bedform height, 
and A is the wavelength. 

Insertion of this into the K-P equation produces, 

d = l/[5.75 log10 f£]2 ....(5) 

Average bedform heights and lengths were obtained from measurements at high 
and low water over 6 consecutive megaripples  (Table 3).    From this, the 
expected value of Cj was calculated with  (5)  above and the median and mean 
values from the velocity profiles compared with it (Table 3).    The agreement 
supports the suggestion of Smith and McLean  (1977) that the profile reflects 
the average shear stress over a large region of the bed. 

There is an overall  correlation of the bedforms measured at slack water to 
the mean drag coefficient but the friction velocity varies widely throughout 
the tidal  cycle.    This compares with similar variations described by Dyer (1970) 
as "anomalously high and low", and assessed to be associated with the position 
relative to the megaripple crest at which the profile was measured.    For 
the case at Whangarei where measurements were made largely in the outer 
boundary layer, the position of the megaripple crest is not as critical and 
the peak uA is possibly related to the time when the megaripples turn around 
and generally occurs when the lm speed is 0.5-0.55 ms"1. 

7.3 Form Drag and Skin Friction 

In laboratory flumes a logarithmic relationship has been shown to exist 
which relates the form drag friction factor, c", to the geometry of the 
bed and flow depth  (Vanoni and Hwang 1967; Pillai  1979). 

The Vanoni and Hwang equation for a 2-dimensional  bed can be written as 

\  -  3.3 log10  [$•]  -2.3 ....   (6) 

andf..    .8u*"2„      8 i-e_ ff ....   (7) 

TT2 c u* 
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u is the mean water speed and ut" is the friction velocity associated with 
the form drag, and d is depth of flow. 

As is usual  the superscript (") will  refer to form drag and the superscript 
(') will  denote association with skin friction.    Furthermore, the skin 
friction factor, c1, may be derived using the K-P equation as 

„i      -ii      c 1C i 0.38d c    = u/u*    = 5.75 log10    (k /30,2) ....   (8) 

where mean speed occurs at 38% of the depth, d, above the bottom and k    is 
the Nikuradse roughness. 

Over a moving bed, the roughness can be represented by k    = 2.0 D65, where 
De5 is the grain size for which 65% is finer by weight.    This assumes that 
the K-P equation is valid all   the way to the surface, which has been shown 
to be strictly incorrect but will suffice for the sake of these calculations, 
(Mehta (1978) suggests that the K-P relationship can be used for determining 
mean speed in estuaries).    If the total  bed shear stress is partitioned in 
a fashion proposed by Einstein and Barbarossa (1952) such that the component 
due to form drag and that due to skin friction can be summed to give the 
total  shear stress then, 

u2 = u„'2 + u*"2 

1/c2 = 1/c'2 + 1/c"2 

f   = f  + f" 

.... 0) 

....(10) 

....(11) 

This does not include a third component associated with energy lost by the 
flow when sediment is suspended (Yalin 1977). 

Calculations to 
determine the 
combined friction 
factor from mega- 
ripple and grain 
sizes with eqns 
(5) and (8) 
respectively 
were compiled 
on Table 4 along 
with measured 
values of c 
(Fig.   7) found 
from the mean 
speed and friction 
velocity.    Table 
4 shows that the 
median measured 
friction factor 
is consistently 
5-10% greater 
than the value 
obtained from the 
bed parameters. 
This consistency 
for average 

conditions is very encouraging even though several  approximations were made including 
that (1)  the bed geometry measured at slack water is representative of the bed during 
the tide;  (2) a mean water depth taken as the depth at mid-tide is sufficient; 
(3) the megaripples are 2-dimensional;  (4)  the D65 grain size represents the bed 
grain roughness adequately; and (5) the K-P equation can be used to ascertain the 
skin friction.    (Annambhotla et al.   (1972)  stated that Missouri  River data were 

TIME  AFTER  HIGH  TIDE    (HRS) 

Figure 7:   Friction  factor   (U/uJ   against time after high tide. 
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TABLE 2: 

Mean 
depth 

(m) 

D35 
(mm) 

D50 
(mm) (mm) 

D90 
(mm) T"C 

.28 .30 .32 .39 21 .042 .0140 .0160 .0213 

.32 .34 .37 .48 20 .040 .0146 .0213 .0258 

.30 .32 .34 .41 20 .041 .0143 .0198 .0244 

.20 .24 .27 .44 19 .048 .0133 .0170 .0216 

18-Jan-82 9.0 
9-Feb-82 8.5 
2-Mar-82 3.5 

29-Mar-82 8.5 

Mean depth, grain sizes, temperature-ancTcritical  values at threshold of the 
Shield entrainment function  (Yalin curve), skin friction velocity (Yalin curve), 
form drag friction velocity (Vanoni and Hwang) and the total  critical  friction 
velocity. 

TABLE 3: 

A(m) A(m) (aJCjxlO3 (bJCjxlO3 (c)ClX103 

18-Jan-82 .17 7.5 4.1 3.3 3.4 
9-Feb-82 .25 3.7 7.0 6.5 6.3 
2-Har-82 .15 4.6 4.4 4.3 4.4 

29-Mar-82 .16 4.2 4.6 4.4 4.1 

Mean megaripple height [J)  and wavelength-^ wi~th  (a) predicted drag coefficient 
(b) measured mean drag coefficient (c) measured median drag coefficient. 
Data for 18-Jan-82 relies on only one measurement of A and A. 

TABLE 4: 

C" calc. 
Median 

C Deviation 

18-Jan-82 25.0 29.9 19.2 21.4 10% 
9-Feb-82 18.7 29.4 15.8 17.5 10% 
2-Mar-82 20.2 27.4 16.3 17.2 5% 

29-Mar-82 23.3 30.2 18.5 19.8 7% 

Form drag friction factor C  ; skin friction factor C;  total   friction factor 
C    .     ,  calculated from C"  and C; measured median friction factor; and 
percentage deviations between calculated and measured C. 

TABLE  5: 

Date Time Z Z m X "* C1.0m "l u 

9-Feb-82 10.35 1.38 .70 1.20 .0610 8.52 .77 .94 
12.06 1.53 .33 1.46 .0554 17.51 .68 .94 
17.20 1.52 .60 1.28 .0557 .91 .57 .80 
18.37 1.71 -.08 - .0497 2.52 .61 .79 

2-Mar-82 9.19 2.00 .94 1.21 .0394 2.63 .65 .73 
11.12 2.28 .68 1.35 .0346 4.62 .60 .61 
15.09 2.42 .84 1.31 .0326 13.81 .78 .72 

29-Mar-82 13.20 1.47 .66 1.20 .0348 6.95 .71 .78 
15.11 1.65 .24 1.50 .0309 3.60 .62 .56 
21.31 1.73 .65 1.25 .0295 4.64 .47 .66 

Suspended < sediment S' La r!: ti c s:    defined as z, cal culated Rouse m jrober (eqn 16); 
Z  ,  regress :ed Rouse ! v.rorr; ; r,  fall   vel( 3city pows •r; u, (ms  x)   fr iction vel 0C1 ty; 

Si-w^s ,nr3x 103) concentration of sediment as mass pe r unit ' volume at lm; 
1 speed at lm; u, (ms-1) mean speed. 
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"reasonably consistent" with the Vanoni  and Hwang equation for a similar range 
of the function A2/(Ad)). 

It appears that the form drag losses can be estimated adequately with the Vanoni 
and Hwang equation under tidal  flow.    Similar calculations made with the 
Engelund and Hansen (1967) development, which employs Carnot's equation for 
sudden flow expansions, produced unrealistically high values of the form 
drag friction factor in depths of 8-10m. 

Furthermore,  the Einstein-Barbarossa  (1952) division of form drag and skin 
friction (Fig. 6.13,  Raudkivi  1976), which relies on an implicit assumption 
that the mean flow and the bedforms are in equilibrium, was found to be 
unworkable for tidal  flow where the bed hysteresis introduced a complicating 
factor,  such that the bed geometry depends on the history of the bed as much 
as on the present conditions.    Fig.  8 presents the Einstein-Barbarossa method 
in a site specific format.    By entering this figure with the mean speed and 
friction velocity,  the intersection of the two curves should supply the 
magnitudes of u*" and u*1.    In many cases with Whangarei data,  it was found 
that the uA and u curves did not intersect and no solution was possible 
especially near the beginning or end of the tide. 

8.     BEDLOAD 
TRANSPORT OVER 
MEGARIPPLES 

The bedload 
transport rates 
indicated by trap 
yields were 
compared with 
empirical equations 
derived from 
unidirectional 
flow data, to 
ascertain their 
applicability to 
the tidal environ- 
ment in a megarippled 
region. 

Of the six sediment 
transport experiments, 
three days were 
rejected (a) for 
wave interference or 
(b) because only 
one bedload trap 
was serviced.    On 
the remaining three 
days,  two traps were 
deployed simultane- 

m/s    (Effective)    x 100 

Figure 8:      Einstein-Barbarossa division  of 
friction  for D35  -0.0002m.    f>, -2650 kg.m"3. 

rDPifi drag  and  ski 
P   =1025 kg.m"3. 

ously and the weights caught were averaged.    This accounts in part for variations 
of transport rate with position on the bedform.    Accepting Graf's  (1970)  assessment 
of work by Novak that VUV traps are about 70% efficient the trapped weights 
were scaled accordingly to compensate for systematic deficiencies. 

In all  cases,  the bedload traps were placed for 1-2 hours and during this time 
both the friction velocity and 1m speed varied so that an "average" value had 
to be found.    To do this,  the area under the curves of velocity versus  time 
was ascertained numerically by finding the area under continuously updated 
parabolae fitted to three values of velocity;  the one nearest the time of interest 
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and the one before and after.    Because bedload equations are non-linear in ut, 
and vary as u*3 according to the Yalin equation, when a representative friction 
velocity was required, the interpolated values were cubed to ascertain the 
area under the cube of the function between the times that the traps were 
submerged.    The resulting friction velocity was the cube root of the area 
divided by the elapsed time.    With the cubed refinement, an improved correlation 
to the Yalin equation was obtained (Black, in preparation).    By a similar method 
the Engelund Hansen predicted transport rate, was found from the area under the 
function Tp.u*3. 

It was necessary to introduce a critical  friction velocity because often the 
traps were placed just after slack water in readiness for the next tide, 
and the total  time that the trap was submerged included periods when the bed 
was dormant.    The transport rates and mean friction velocities are more 
correctly estimated from the time that the bed was in motion.    Critical  skin 
friction velocity was found from the Yalin threshold curve (Miller et al.   1977). 
For cases dealing with total   friction velocity, the threshold was the summation 
according to eqn (9) of the skin friction component from the Yalin curve and 
the form drag component, which in the light of the analysis in this paper, 
was calculated from the bedform geometry measured at slack water with the 
Vanoni  and Hwang equation (6).    The results of these calculations are compiled 
on Table 2.    In all cases the D5o grain size was assumed to represent the bed 
sediment. 

The data were compared with the Engelund Hansen total' load equation for "duned" 
beds  (Engelund and Hansen 1967).     In mass per unit width of bed per unit time, 
q  , this is 

0.05p,. _2 3 

%. =    —; —      •        M—^JJ* ....(12) 

[g(^r-i)]2 
u50f 

where p    is sediment density, and g is the gravitational  acceleration.    After 
sieving sediment samples taken from the bedload traps  (Table 2)  the D50 fall 
velocity was obtained from the median diameter (Engelund and Hansen 1967, Table 
2.2.1). 

Fig.  9 shows the predicted 
rate against the rate 
determined from the bedload 
catches.     In general, the 
Engelund Hansen equation 
overestimates the bedload 
rate.    This would be 
expected for a total   load 
equation especially at 
the fastest site on 
9th February 1982 where 
suspended loads which have 
not been included are likely 
to be significant.    For 
some cases though (2nd March 
1982 especially)  there were 
greater catches in the 
bedload traps alone than 
predicted by the total   load 
equation.    This deviation 
is apparently systematic. 
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Figure   9 :      Transport pate  according  to  the 
Engelund  Hansen   (1367)   total   load  equation 
against the bedload trap measured rate. 
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On Fig.  10, the transport 
rates plotted against u* 
were compared with both the 
Yalin (1963) equation and 
the Sternberg (1972) 
modified Bagnold equation. 
The Yalin equation is for 
a plane bed and as the 
friction velocity includes 
the form drag, which does 
no effective work on the 
sediment, the equation 
overestimates the transport 
rate in all cases.    The 
Sternberg formula which was 
partly derived from field 
data over ripples, approxi- 
mates the Whangarei data 
better, but there is still 
a considerable scatter 
especially for the cases 
of high drag coefficient 
on 9th February 1982. 

Figure 10: Measured bedload transport rate against the 
friction velooity. plotted with the Yalin and Sternberg 
bedload equations  for D=o.0003m and u*'e  «=0.014 m.s""' . 

Because of bedform hysteresis and site dependent form drag components, bedload 
equations which use total bed shear stress are susceptible to inaccuracies 
in tidal flow because there can be no way of guaranteeing that the effective 
shear will be represented in the total  friction velocity which often has an 
over-riding form drag component.    For this reason, it is felt that a better 
approach is to attempt to isolate the skin friction (Vittal et al.  1973) 
and revert to a bedload equation such as the Yalin curve. 

Nasner (1978) states that "for water depth of approximately 10m ...  the dune 
height is governed by the  ...  velocity over the dune crest".    The sediment 
transport rate is similarly motivated, and further analysis revealed that the 
speed at lm showed the best correlation with the bedload catches.    Returning 
to the K-P equation, the skin friction was calculated as 

m/5.75 log10 ( 
30.2, (13) 

with the roughness selected to be k    = 2.0 D65.    On Fig.  11  the bedload 
transport rate is plotted against tfie derived skin friction.    The result is good 
correlation to the Yalin bedload equation with no apparent systematic deviations 
related to ebb or flood, or accelerating or decelerating flow (Gordon 1975). 
The remaining scatter in the data could be due to: 

(i)    Bedload trap deficiencies and too few sampling locations on the megaripples. 

(ii) Turbulence at near bed levels which varies with megaripple geometry and 
is not accounted for by the analysis method.    Turbulence over bedforms can 
affect transport levels especially at the point of flow reattachment (Raudkivi 
1976).    Turbulence can also reduce the critical  friction velocity. 

(iii)  Experimental  errors related to long term turbulence and the position of 
the current meter relative to the bedform crest when speeds were measured. 
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The Yalin bedload equation is: 

qm = 0.635psDu;[T 
1 

*n(l 

2.45/6^: 

(PJ/P)"-" 

*a)] ....(14) 

i *cr 
8cr = T^7F)gD 

t* is the dimensionless excess shear stress; ul      is the threshold friction 
velocity to be ascertained from the Yalin thresnold curve, and e'    is the 
threshold Shields entrainment function, and D is grain size.    The application 
of this equation has advantages in that the rate of transport depends on easily 
measured quantities, reducing fundamentally to a determination of the speed 
at 1m and the D50 and DG5 grain sizes to specify the bedload rate.    This 
compares with the modification of the Bagnold equation by Sternberg  (1972) 
and by Gadd et al.  (1977), for similar reasons.    The correlation to the Yalin 
equation suggests    that in oscillatory tidal  flow over the short term (1-2 hours), 
the bedload transport rates approximate their counterparts under unidirectional 
currents. 

O'l F     I      I      i      i      I      i      i      r~7—\      i    =i 8.1    Megaripple Advance 
Rates 

The experiments with 
staked megaripple crests 
were designed to measure 
nett bedload movement over 
a tidal  cycle.    For this 
reason, the crests were 
staked and generally 
measurements were taken 
at slack water only.    It 
is evident that in 
reversing flow,  it is 
difficult to estimate the 
bedload transport rate over 
a half cycle because when 
the megaripples turn around, 
the  crest movement is often 
far in excess of the move- 
ment of the centre of mass 
of the feature, and the 
latter is required to 
specify the transport rate. 
A complete set of measure- 
ments, over 6 megaripples 
were taken during the 
tide  (i.e.  after the crests 
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Figure 11:      Measured bedload transport  rate against 
the skin  friction,   plotted with the Yalin bedload 
equation  for D-0.0003m and u,'c =0.011 ra.s 

had turned around) c.wi   ,nen again at slack water when the features still  faced 
the same way.    Only this data is discussed here. 

The bedload transport rate was found by application of the method with constants 
proposed by Engel  and Lau (1981), which allows for reverse transport rates in 
the lee of the bedform crest, and under the assumption that the megaripples 
were triangular in form.    The 6 megaripples  (Table 2) moved an average of 0.3m 
in Tj hours when the speed at lm averaged 0.53 ms"1.    When plotted on Fig.   11 
the megaripple advance rate compares favourably with both the Yalin bedload 
equation and the bedload trapping results.    Skin friction was assessed with the 
K-P equation as described for the bedload traps. 

9.       SUSPENDED SEDIMENT LOAD 

Suspended load concentrations have often been described by the Rouse (1937) formula 

f o^¥ (15) 
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where C is the concentration (kg.m-3) at y metres above the sea bed;  C    is 
the reference concentration at a metres; and d is the total water depth1. 
The Rouse number z, is defined as 

where w is the fall  velocity.    Raudkivi   (1976)  suggests that for small  values 
of z the formula gives "surprisingly" good results but for larger Rouse numbers 
there are deviations.    Measured Rouse numbers are mostly less than the value 
calculated by eqn  (16)  (Fukuoka, Fig.  9.1   1978), signifying a more uniform 
sediment distribution than predicted by the Rouse formula.    The formula could 
not be applied at Whangarei without modification to z. 

Suspended sediment load was sampled at 0.1m, 0.3m, and 1.0m above the bed 
from three nozzles mounted on a steel   frame.    In megarippled regions, the 
definition of the zero bed level  becomes important when sampling heights are 
comparable to the megaripple height.    Also at low levels, the suspended load 
varies more markedly with distance from the crest.    Practical   difficulties 
prevented samples being taken along the length of the bedforms.    The stand 
remained in place for the tidal  cycle except to be turned around just after 
slack water to face into the next tide.    For these reasons, the concentration 
at the highest level   i.e.  at 1m above the bed, was chosen as a reference. 

Samples of approximately 2 litres were passed through a 70 micron filter. 
Material  was washed to remove all  fine suspended matter which was not of 
interest to this study.    As no grain size analyses were performed, D35 from 
the samples out of the bedload traps was    selected to represent the material 
in suspension. 

With data from the three levels,  the measured Rouse number, z  , was found by 
linear regression, and in all cases  (Table 5)  it was less than the value from 
eqn  (16), but was generally within the range of scatter in Fukuoka  (1978). 
It was found that the observed concentrations could be predicted with the Rouse 
formula, when the Rouse number was redefined as, 

z = 4 ••••<u> 
where x (Table 5) is any power.    Average values of x were found to be 

1.31 9-Feb-82      N = 3 
x =  1.29 2-Mar-82      N = 3 

1.32 29-Mar-82    N_= 3 
with overall mean of x = 1.31. 

The suspended transport rate as mass per unit width of bed per unit time is 
equal   to the integral  over the depth of the concentration multiplied by the 
water speed.    To evaluate this, the speeds at 0.1  and 0.3m were found from the 
gradient of the velocity profile and actual  concentrations were used.    In 
the upper levels where speeds had been measured, concentrations were derived 
from the Rouse formula with Rouse number defined by eqn  (17)  and x = 1.31   in 
all   cases.    The integral was evaluated from 0.12m above the bed (the height 
of the sediment trap mouth) up to the surface by numerical  integration, 
assuming linear changes between measured levels. 

Whereas suspended load showed scatter against u* and u,  the calculated transport 
rate when plotted against the speed at lm (Fig.  12) exhibited good correlation. 
The best fit equation was 

qss  =  (2.03Ul)
7-75  x 10-3 ....(18) 

where q      has units kg.m-1.s"1and U! has units ms"1. 
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Figure 12:  Suspended sediment mass transport rate 
against the speed at im with best fit cunve. 
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2-MAR-62 

29-MAR-82 

0.001 

MEASURED RATE 

The correlation coefficient 
was 0.94.    This equation 
was obtained with 8 data 
points and did not include 
the two points furthest 
from the curve on Fig.   12. 
The high power dependence 
compares with a suspended 
transport rate proportional 
to the friction velocity 
raised to the seventh 
power found by Dyer (1980). 

Applying error bars  to 
the sample correlation 
of 0.94, with the Fisher 
2 transformation (Freund 
1974, p.  428), the popu- 
lation correlation 
coefficient lies in the 
range 0.70 < R < 0.99, 
at the a = 0.05 level 
of significance.    On the 
strength of this corre- 
lation, which includes 
data from three sites 
with different grain 
sizes, the suspended 
loads for the periods 
when the traps were on 
the bed were found: 
(1) from each measured 
velocity at 1m, the 
suspended sediment trans- 
port rate was determined 
with eqn (18),  (2)  the 
mean rates during the bed- 
load trapping periods were 
found numerically,  (3)  these 
were added to the bedload 
trap rates and the total 
load was compared with 
the prediction of the 
Engelund Hansen equation 
on Fig.   13.    The comparison 
is now adequate with data 
for 9-Feb-82 and 29-Mar-82 
showing good correlation. 

Figure 13:      Predicted  total   load  transport  rate 
according  to  the  Engelund  Hansen  equation  against 
the  measured  total   load  transport rate. 

For the shallow site 
(2-Mar-82),  there is a 

consistent trend for the measured rate to exceed the prediction by a factor of 
about 3.    Raju et al.   (1981) found that the Engelund Hansen equation underestimated 
the total  load by an average factor of about 2 in unidirectional  flow.    At Whangarei 
the deviation is associated with wide variations of friction velocity during the 
tidal  cycle.    The plotted point which deviates the most corresponds with an anoma- 
lously low friction velocity at about 3 hrs after high tide (Fig.  6).    The form 
of Fig.  6 shows  a  strong  resemblance  to flood  case  (a)  of Fig.   6  in  Dyer  (1970), 
which is  typified by a steep peak (u* > 0.06 ms-1)  then a sudden drop to an 
extremely low value of less  than 0.02 ms"1.     Irrespective of whether these 
variations result from position relative to the megaripple crest or are associated 
with megaripple reversal, they make it more difficult to determine sediment 
transport with the bed shear stress obtained from the profile curvature.    The 
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correlation of the lm speed to the transport rates is pleasing because the 
former is an easier parameter to determine than either the bed shear stress 
or the mean velocity. 

In summary, with the speed at lm the suspended load was found from eqn (18), 
and the bedload with the Yalin equation  (14) and skin friction from the K-P 
relationship (13) with k   = 2.0 D65.    The variation in grain size for the three 
sites discussed was 0.24 < D50mm < 0.34 with quartz density of 2650 kg.nT3. 

10. CONCLUSIONS 

(1) Although the drag coefficient varies over several  orders of magnitude, 
it centres on a peak between 0.001 and 0.01 with median value of 0.003 (c.f. 
0.0031, Sternberg,  1972). 

(2) In tidal  estuaries, the form drag over megaripples can be described by 
the Vanoni and Hwang (1967) equation, and the skin friction by application 
of the K-P equation with the lm speed, and the D65 grain size. 

(3) As a result of the conclusions in (2), the bedload transport rate was 
estimated from the effective drag as represented by the skin friction.    Bedload 
trap catches and megaripple advance showed good agreement with the Yalin 
(1963) bedload equation, which suggests a convenient way to ascertain the 
bedload transport rate in reversing flow. 

(4) Suspended sediment transport rate varied with the 7-8th power of the speed 
at lm (correlation of 0.94). 

(5) The Engelund and Hansen total  load equation adequately described the 
sediment transport over megaripples at two deeper locations but showed a 
systematic deviation at a shallower site.    This is most likely due to megaripple 
hysteresis and difficulties associated with determination of effective bed 
shear stress from the friction velocity in tidal  flow.    The lm speed showed 
better    correlation with the transport rates.    Use of the lm speed overcomes 
the problems inherent in the estimation of T0 from the velocity profile. 
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ARTIFICIAL BREACHINGS OF BOT RIVER ESTUARY 

by 

G A W Fromme* 

ABSTRACT 

During the flood year of 1981 the "Bot River Vlei", one of 
the largest lagoons in the south-western Cape of the Good 
Hope was opened to the sea by two artificial breachings of 
the sand bar which were aimed at lowering the excessively 
high water levels in the lagoon, and at the re-establish- 
ment of estuarine conditions. 

The Coastal Engineering and Hydraulics Division of the 
National Research Institute for Oceanology of the CSIR 
surveyed and monitored the hydrological and sedimento- 
logical events in the Bot River lagoon and at the mouth 
channels in an attempt to formulate a future viable manage- 
ment policy, which had to take into account the conflicting 
interests of the defenders of continued artificial breach- 
ings and of those who advocate conditions of a closed 
estuary which will eventually change into a coastal fresh- 
water lake. 

1.   INTRODUCTION 

Most South African tidal inlets are small or are closed for 
the greater part of the year because of relatively low 
run-off in the river catchment and high wave action resul- 
ting in strong sand movement along the coast.  During the 
rainy season this situation may be temporarily reversed, 
when riverine floods lead to natural breaching of the sand 
bar at the mouth and to the scouring of an estuary inlet to 
many times its normal size. 

The study area is the Bot River Vlei, a large shallow 
triangular lagoon, 7 by 2 km in extent, situated in a wide 
valley between the coastal townships of Kleinmond and 
Hermanus, about 100 km SE of Cape Town (Figure 1). 
Historical reports from the 19th century (Koop, 1982) 
indicate that the Bot River Vlei once was an open estuary 
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which was used as a harbour for small vessels shipping 
grain from the fertile district of Caledon to Simonstown. 
At present the lagoon is separated from the sea by a 
massive dune belt which, because of a combination of 
artificial influences in the catchment as well as at the 
sea front, and a natural overflow system to an adjacent 
estuary, cannot be breached by natural forces. 

At times, mainly during the rainy winter season, riverine 
run-off causes flooding of the Bot River Vlei which, 
although considered by scientists to be natural in the 
hydrology and ecology of such an estuary, causes concern to 
the users of the lagoon (property owners, yacht and fisher- 
men and numerous visitors attracted by the recreational 
value of the lagoon).  Reasons for this are: 

(a) flooding of low-lying premises and bank erosion; 

(b) desalination resulting in mass mortalities of marine 
and estuarine fish; and 

(c) silt pollution rendering the waters and shore of the 
lagoon unsuitable for recreation. 

To maintain its estuarine character and to augment the few 
natural breachings that occurred from time to time, the 
Bot River Vlei has been opened to the sea in the past 50 
years by artificial breachings about every three years at a 
sufficiently deep section of the lagoon, namely, west of 
"Sonesta" (Figure 1).  This caused the lagoon to be flushed 
and permitted seawater and fish to enter it, the salt water 
contributing at the same time to the flocculation and 
settling of the remaining mudload in the vlei so that 
clear-water conditions were re-established. 

During the periods of two artificial breachings of the Bot 
River lagoon in 1981 the Coastal Engineering and Hydraulics 
Division of the National Research Institute for Oceanology 
of the CSIR monitored the cross-sectional variation of each 
of the two artificial mouths after breaching, as well as 
water levels, discharge and hydrological consequences of 
the openings on the Bot River system.  The aim of this 
investigation was to provide hydraulic data on the 
behaviour of the system to be used in conjunction with 
biological studies, and to collect data on the post- 
breaching situation for application in mathematical models 
of estuary mouth dynamics presently being developed within 
the division. 
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FIGURE I:    BOT RIVER  LAGOON  SYSTEM  (Bathymetry after J. WiRts, 1981) 
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2.   PHYSICAL CHARACTERISTICS 

2.1 General Setting, Geomorphology, Geology 

Although the Bot River drains only a small catchment of 
about 900 km , which is situated in the winter rainfall 
area of the Cape, and has a mean annual rainfall of only 
500 to 600 mm, it forms one of the largest lagoons in the 
south-western Cape.  This is mainly due to the effective 
damming up of the lagoon waters by a large coastal dune 
belt along the sea front, 3 to 6 m high and partially 
vegetated, which is backed by a 100 to 200 m wide vegetated 
hummock dune hinterland (Figure 1). 

The lagoon itself, 7 km long and 2 km wide at the seaward 
end, lies in a broad valley flanked by the mountains of 
Kleinmond to the north-west, and Hermanus in the south- 
west, both 450 m high on the average, and consisting of 
Table Mountain Sandstone (Ordovician).  At the banks of the 
upper lagoon Bokkeveld shales (lower Carboniferous) out- 
crop, while the lower sections are surrounded by flats of 
drift sand and the above-mentioned dune belt on which 
shrubs grow (Koop, 1982). 

2.2 Coastal Hydraulics and Sandbar characteristics 

Because it is exposed to the severe swells and storm waves 
of the open South Atlantic Ocean the coast at the Bot River 
mouth can be regarded as a high-energy coastline.  Maximum 
wave heights of 8,7 m are recorded (Swart et a_l. , 1982), 
while the average significant wave height Ts 3,5 m (Rossouw 
et al. , 1982).  As can be seen from the wave rose in 
Figure 1 the percentage occurrence of deep sea waves is the 
highest from the south-westerly sector, with a maximum of 
15,4 per cent from SSW. 

The wave rose in Figure 1 shows that 52,8 per cent of the 
incident waves arrive at the coast from the south-east. 
This, together with a number of visual observations such as 
the movement of turbid water masses flushed out of the 
lagoon during the artificial openings of mouth channels in 
1981, indicates a predominantly north-westerly longshore 
drift. 

The strong sand movement along this coastline causes 
relatively fast closure of any inlet openings by sand bars 
as soon as the fresh water flow from within the lagoon 
decreases, usually during the dry summer season. 

In the coastal dune barrier there are two potential 
breaching sites which, according to cartographic evidence 
and local information, are opened by natural means only 
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FIGURE 2:  BOT  RIVER  LAGOON, Cross sections 
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FIGURE 3:   WATER LEVELS AND WETTED AREAS, 
Bot River main lagoon and Rooisand 
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every ten to twenty years, apparently under a combination 
of extreme conditions such as river floods and high spring 
tides. 

The one site, at Sonesta, is indicated by a large syncline 
in the dune ridge, 250 to 300 m wide, and by a deep water 
channel leading from the shallow lagoon to the gap in the 
dunes (Figures 1 and 2).  This has been formed by conti- 
nuous, mostly artificial breachings every two to three 
years, but the mouth itself is usually closed a couple of 
months after a breaching.  Conspicuous 8 to 10 m high bare 
transverse sand dunes are formed at the north-west bank of 
the breaching gaps by the strong south-easterly summer 
winds blowing across the large zone of unconsolidated sand 
produced by these breachings.  From these dunes sand is 
also driven by wind action to an ever growing shoal at the 
north-westerly inner (lagoon) side of the mouth area. 

In August 1981 another artificial opening was created in 
the Bot dune barrier at the westerly end of the shallow 
"Rooisand" lagoon, a westerly shallow side arm of the Bot 
River system (Figure 1).  This mouth, which was about 50 m 
wide, was also closed by a sand bar only three months after 
the breaching. 

There are also a number of natural, smaller transverse gaps 
in the dune barrier through which sea water washes occa- 
sionally.  This happens only when equinox spring high tides 
coincide with high waves, onshore wind and a high water 
level in the lagoon. 

2.3  Bathymetry and Hydraulics of the Lagoon 

The isobaths in Figure 1 and two cross-sectional profiles 
in Figure 2 show that the lagoon is generally deeper along 
the easterly banks and that the deep-water areas are con- 
gruent with the thalweg of the ancient Bot River which 
existed when the valley was not yet flooded by the marine 
transgression to form the present lagoon ("Flandrian Trans- 
gression", about 18 000 years ago; Theron, Du Plessis and 
Rogers, 1981).  The deepest parts of the main lagoon are at 
about MSL -2,5 m, but on average the lagoon bed is approxi- 
mately only at MSL -1 m.  The high elevation of the sandbar 
at Sonesta (nearly MSL +3 m) is also shown in Figure 2, 
cross-section BB .  Some marginal low-lying areas of the 
lagoon are flooded only when the water level is high. 
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TABLE:  RELATION WATER LEVELS AND WATER SURFACE AREAS 
(see Figure 3) 

Water 
level 

MSL + (m) 

Water surface area 

Conditions Main lagoon Rooisand 

Km2 % 2 
Km % 

113 2,7 20,0 147 1 ,44 Extreme high water level, 
July/August 1981 

2,0 13,6 100 1 ,28 100 Average high water level 

1 ,7 - - 1 ,09 85 Elevation of Rooisand 
watershed 

1,6 10,9 80 - - Water level Sep/Oct 1982 

1,3 9,6 71 9 e Water level December 1982 

0,7 8,2 60 e 9 WL when lagoon is tidal 
(October/November 1981) 

The relationship between water levels and submerged areas 
in the Bot River lagoon system is shown in the table above 
and in Figure 3.  This demonstrates that a moderate 
decrease in water level in the range above MSL + 2 m will 
rapidly reduce the water surface area of the main lagoon, 
and vice versa; while decreases in water level below MSL + 
2 m have a less radical effect on the water surface.  This 
is due to the extensive shallow bank areas. 

Because of the pan-like character of the adjacent Rooisand 
lagoon and a watershed elevated 1,7 m above MSL in the 
middle of the lagoon, the response to variations in water 
level is different, namely, that a slight drop in water 
level below MSL + 2 m will rapidly decrease the water area 
and cause complete depletion of the lagoon. 

The above-mentioned Rooisand lagoon is of high hydraulic 
significance to the entire Bot system.  This is because it 
forms an overflow from the main lagoon through a bottle- 
neck ("Keel") into the very shallow Rooisand lagoon (bottom 
elevation MSL + 1,7 m), and further westward through the 
"Lamloch swamps" into the Kleinmond estuary and, if this 
estuary is open, out to the sea.  Comparison of cross- 
sections BB' with RR1 (Figure 2) shows that a very high 
water level in the Bot River lagoon is required to overflow 
and breach the sand bar at Sonesta (approximately MSL + 
3 m).  Before this happens the flood water in the lagoon 
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will escape through the Rooisand-Lamloch overflow system 
(cross-section RR').  When the levels were very high in 
1981 such excess water was even drained from the Rooisand 
lagoon to the Kleinmond estuary via an open channel through 
the slack behind the main dune ridge and the Lamloch swamps 
(Figure 1). 

Although the Rooisand-Lamloch overflow represents a 
hydraulic link between the Bot River lagoon and the 
Kleinmond estuary it allows only a slow release of flood 
waters from the Bot system, while the influx of seawater 
from the Kleinmond estuary into the Bot lagoon is insig- 
nificant.  The Rooisand-Lamloch overflow can, thus, never 
fulfil the role of a fully functional tidal inlet for the 
Bot River lagoon. 

2.4  The Problem of Restricted Contact with the Sea 

The hydraulics of the Bot River lagoon is governed by the 
seasonal character of the influent rivers (floods in 
winter, droughts in summer) and by the above-described 
overflow system from the main lagoon to the Kleinmond 
estuary (see pp 7, 8) which prevents the lagoon from 
breaking open naturally.  This situation is aggravated by 
the extraction of water from the catchment for agriculture 
and forestry and by dune stabilization close to the 
potential breaching area at Sonesta. 

Winter floods cause the water to rise to a very high level 
of about MSL + 2,7 m which is associated with a freshening 
out of the lagoon water, mud pollution, exclusion of the 
flocculation effect of saline water on mud-laden fresh 
water, and a change from an estuarine to a fresh water 
lake-type of ecology including mass mortalities of 
estuarine fish and increasing growth of limnetic weeds 
which, in turn, enhances deposition of sediment in the 
already shallow water body.  Flooding of low-lying 
properties and undesirable bank erosion are other side- 
effects of high water levels in the lagoon. 

The restricted "one-way" overflow system through the 
Rooisand lagoon and the Lamloch swamps to the Kleinmond 
estuary prevents discharge of mud-laden water from the main 
lagoon and the entry of seawater by tidal exchange, as well 
as the recruitment of fish from the sea. 

3.   FLOODING AND ARTIFICIAL BREACHINGS IN 1981 

3.1  First Breaching at Rooisand in August 1981 

After exceptionally high rainfalls in 1980 and 1981 the 
conditions in the Bot River Vlei became critical with 
regard to high water levels, mud pollution and desalina- 
tion.  By the end of July 1981 the water level in the Bot 
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River lagoon was very high at MSL + 2,69 m and the salinity 
was very low at 5 to 7 ppt at the beginning of August 1981 
(Figure 6), while a large amount of mud was suspended in 
the water.  In order to save low-lying properties from 
inundation, but also to minimize damage to the ecology of 
the lagoon, which apparently had already begun to adapt 
itself to near-freshwater conditions, the Department of 
Nature Conservation of the Province of the Cape of Good 
Hope decided on an opening at the western end of the very 
shallow Rooisand lagoon; this was done on 11 August 1981. 

The most significant features of the breaching were: 

(a) A spectacular increase of all dimensions of the 
initial channel cut by caterpillar within 24 hours 
from 11 to 12 August and the shaping of a wide flat 
erosion funnel into the lagoon bed by back-cutting 
erosion.  The width of the channel increased from 5 to 
about 50 m, the length of the channel doubled from 
about 150 to 300 m, and the depth increased from 0,5 
to 2,5 m.  The erosion funnel was 165 m wide and 85 m 
long.  By the end of August 1981 the scouring of the 
mouth appeared to have stabilized after the water 
level in the lagoon and the discharge through the 
mouth had subsided.  The flow over the edge of the 
erosion funnel and over the steep "chute" down into 
the channel ceased between 8 and 9 October, the 
Rooisand mouth was found to have been closed on 
4 November 19 81 by a sandbar. 

(b) A rapid increase in flow through the channel from 
about 1 to 40 m /s within the first two days after the 
opening and a decrease to 7,5 m3/s on 25 August 1981. 
After a brief increase after heavy rainfalls to 
26 m /s on 1 September the flow decreased steadily 
towards the beginning of October and ended on 
9 October 1981, after which the mouth sanded up 
quickly from the sea side.  Some typical cross- 
sections of the mouth channel during the breaching and 
a flow diagram of the Rooisand opening are shown in 
Figures 4 and 5. 

(c) A lowering of the water level in the Bot River lagoon 
system as illustrated by the hydrograph in Figure 6. 
The maximum lowering was from MSL + 2,69 m before the 
opening (11 August) to MSL + 1,96 m (25 August), that 
is, 0,73 m.  After the heavy rainfalls from the end of 
August to September the water level rose again to MSL 
+ 2,15 m but fell slowly to below MSL + 2 m at the 
beginning of October 1981. 

In contrast with the variations of water level in the main 
lagoon the drop in the water level at the Rooisand mouth 
(scour-edge) was more marked but the water level did not 
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FIGURE 4 :  Breaching at "Rooisand",  II August 1981 

301  I 5 f* 
AUGUST      I     SEPTEMBER 1981 

FIGURE 5= ROOISAND BREACHING, hydrograph and channel 
cross sections (inset) 
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rise after the heavy rainfalls at the same rate as it did 
in the main lagoon.  This meant that any excess in flow 
into the Bot River Vlei reached the outlet at Rooisand only 
after being retarded considerably. 

3.2  Second Breaching at Sonesta in October 1981 

Although the opening at Rooisand on 11 August caused the 
desired lowering of the water level, no seawater could 
enter the main lagoon, because of the elevation of the 
bottom of Rooisand (MSL + 1,7 m).  Subsequent to the 
above-mentioned rainfalls more flood water and mud entered 
the lagoon reducing the salinity to a mere 2 ppt and 
causing deterioration of the water quality.  This resulted 
in a sudden mass mortality of adult estuarine fish at the 
beginning of October which necessitated a further breaching 
of the Bot on 10 October 1981 , this time at the usual site 
west of Sonesta where a deep channel in the lagoon lends 
itself to effective breaching. 

The conditions at the opening at Sonesta were different 
from those at Rooisand insofar as the water level had 
already been lowered by the Rooisand breaching.  The deep 
water channel upstream of the Sonesta cutting, however, 
caused a similar behaviour of the cross-section of the 
mouth.  The main difference was that, because of the deep 
water channel behind the cutting, this opening caused 
depletion of the lagoon from MSL + 1,88 m down to MSL + 
0,7 m within one day of the breaching, that is, by 1,18 m. 
The lagoon became tidal immediately after the opening of 
the mouth, with a tidal range of about 0,15 m (see 
Figure 6).  A side-effect of the lowering of the water 
level was the complete drying out of the shallow margins of 
the lagoon including Rooisand. 

Although the mouth remained open only until 2 December 1981 
this breaching can be considered as having been successful 
in terms of ridding the lagoon of decaying fish cadavers 
and of suspended mud which was flushed out to sea with 
every ebb tide.  Also, the salinity increased to about 
30 ppt, and the lagoon waters became clearer after one 
week.  The disadvantage of the breaching was a substantial 
loss in water volume and water surface, the latter being 
reduced to about 60 per cent of the water surface prior to 
the Rooisand breaching; which had a severe impact on the 
ecology of the system, mainly because of the exposure of 
the shallow water habitats around the lagoon. 
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4.   POST-BREACHING CONDITIONS IN 1982 

4.1 Conditions in the Main Lagoon 

The hydrograph in Figure 6 shows that the dry, hot summer 
season 1981-82 (December 1981 to April 1982) was marked by 
decreasing water levels and increasing salinities, which 
are typical for the summer conditions in the south-western 
Cape region.  The lowering of the water level from the 
period when the lagoon had an open inlet and was tidal 
(October and November 1981 ) to the extreme low-water level 
in April 1982 was from MSL + 0,7 to MSL + 0,2 m, that is, 
0,5 m; while the salinity increased from about 30 ppt 
(October/November 1981) to 36 ppt in March 1982, or even to 
41 ppt at the inflow arm of Bot River Vlei at "Laughing 
Waters".  This was caused by high evaporation rates and no 
inflow from the river. 

The onset of the rainy winter season in April 1982 reversed 
this condition with the river flow increasing and the water 
level rising steadily in the main lagoon to a maximum of 
MSL + 162 cm, and an inverse proportional decrease in 
salinity to about 20 ppt in September 1982.  With the 
increasing water levels most of the shallow marginal areas 
of the lagoon were submerged again (see table on page 7 and 
Figure 3). 

Rainfall and run-off in 1982 were rather moderate, with low 
rains equally spread from April to December.  Figure 6 
shows that the hydrological reaction of the lagoon at the 
beginning of the dry summer season 1982/83 with regard to 
decreasing water levels and increasing salinities was 
mild.  By the end of 1982 the water level was at MSL + 
128 cm and the salinity 23 ppt (see table on page 7 and 
Figure 3). 

4.2 Conditions at the Rooisand-Lamloch system 

During the post-breaching period after October 1981 
significant hydrological developments took place in the 
Rooisand-Lamloch-Kleinmond overflow area. 

When that half of the Rooisand lagoon east of the low 
watershed in the centre of Rooisand (elevation MSL + 1,7 m; 
see Figure 1) became dry because of the Sonesta breaching, 
a confined little lagoon, 0,5 km long and 0,3 km wide, had 
formed in the westerly half of Rooisand by damming up 
behind the ever growing sandbar plugging the previous 
Rooisand inlet. 

Being closed off from the saline waters of the Bot River 
lagoon by this watershed (which remains effective as long 
as the water level in the Bot River lagoon does not exceed 
MSL + 1,7 m), and receiving fresh water from the Lamloch 
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River during the winter season (2,9 m /s on 13 July 1982) 
the newly formed Rooisand-West lagoon changed into a small 
fresh-water lake, which showed all the attributes of a 
coastal fresh-water ecosystem, with regard to bird life, 
fish population and aquatic vegetation.  The decrease in 
salinity in this lake was from 32 ppt in February 1982 to 
18 ppt in April, 2 ppt in July and finally to zero salinity 
in September 1982. 

Subsequently the water level in the Rooisand-West lake rose 
substantially so that the water started to leak over from 
west to east over the shallow watershed in the middle of 
Rooisand.  Because the water level in the main lagoon was 
not able to keep pace with that in the Rooisand-West lagoon 
the unique situation arose in mid-winter 1982 that water 
from the Lamloch River freshened the water of the main 
lagoon (8 to 6 ppt salinity at the "Keel" in 
September 1982), and the usually east-west orientated 
overflow from the main lagoon into the Lamloch-Kleinmond 
system was reversed into an overflow from west to east.  At 
this stage the entire Rooisand lagoon, including the 
extensive hummock dune area between the high sand dunes 
west of the previous Sonesta opening and Rooisand 
(Figure 1), was flooded with fresh water. 

Only at the end of September and in October 1982, when the 
flow from the small Lamloch catchment subsided did this 
west-east overflow cease, while at the same time the level 
in the Bot River main lagoon rose to a maximum of MSL + 
1,62 m, so that the "Keel" was filled rapidly with saline 
water (22 ppt on 28 October 1982). 

Towards the end of the year, when the water level in the 
main lagoon decreased to about MSL + 1,3 m the water 
retreated from the area of the "Keel" leaving the entire 
Rooisand-East lagoon dry once again.  At the same time, the 
fresh-water body at Rooisand-West had also decreased in 
extent and depth forming again a pool confined between the 
Rooisand watershed, the high sand bar at the previous 
Rooisand opening and the Lamloch swamp area, as happened 
shortly after the breaching at Sonesta during the summer of 
1981/82. 

5.   SUMMARY AND DISCUSSION 

During the present century the Bot River Vlel, having once 
been an open estuary (Koop, 1982), has changed character 
and has tended to become a coastal lake without an open 
connection to the sea.  In such a stagnant water body 
increasing accretion of fluvial-terrestrial sediments will 
cause conversion into a marshland, similar to some marginal 
sections of the Bot River lagoon. 
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This is caused by extraction of water and soil erosion in 
the catchment by agriculture and forestry, and the stabili- 
zation of the barrier dune at possible sea inlet sites.  A 
natural long-term trend of terrestrial sedimentation of 
low-lying coastal wetlands, together with the strong long- 
shore sediment movement which closes inlets effectively, 
also contributes a great deal towards the closure of lagoon 
mouths and the formation of swampy fresh water lakes in 
estuaries. 

In the case of the Bot River Vlei the local population have 
succeeded in counter-acting this trend by artificial 
breachings of the lagoon at Sonesta during winter flood 
conditions.  Although such breachings remained open for 
only limited periods (up to half a year) they caused a 
re-establishment of estuarine conditions which lasted for 
periods of two to three years. 

Recent (still incomplete) ecological studies have indicated 
that the ecosystem of the shallow water margins of the 
lagoon can be damaged by the abrupt drainage resulting from 
breachings.  The argument which had arisen subsequently 
between ecologists and the defenders of regular artificial 
breachings shows the urgency of the establishment of a 
scientifically supported management policy to control the 
conditions in the Bot system. 

The conditions in this respect were particularly critical 
during the flood year of 1981 because of the large extent 
of inundated shallow water areas during the relatively long 
period of more than half a year, which, after the 
artificial breachings in August and October 1981 were 
drained within hours. 

It appears that the key to future decisions can be found in 
the bathymetry and the associated hydraulics of the lagoon 
(see Section 2.3).  The Bot River lagoon consists of a 
deep-water zone in its central parts, and of marginal 
shallow water areas above a bottom level of approximately 
MLS + 1 m.  These shallow water areas increase rapidly when 
the water rises to levels of higher than MSL + 1,6m. 
Flooding with water levels of 2,7 m as recorded in 1981 
will, therefore, abnormally increase the flat areas under 
water (see Figures 1 and 3).  On the other hand, any 
lowering of such a high flood level must cause radical 
drainage of these flat areas, with an unavoidable impact on 
the ecology. 

This suggests that from the point of view of hydraulics 
considerations, a viable proposal for the future management 
of Bot River Vlei would be not to allow the water to flood 
the shallow margins of the lagoon, that is, not to rise to 
more than MSL + 2 m, and to breach the sand bar artifi- 
cially before this happens.  In this way the establishment 
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of a shallow water ecology which will be destroyed by any 
slight or radical lowering of the water level, by artifi- 
cial or natural breachings (the latter may still possibly 
occur!)/ or, by evaporation during the dry summer months, 
could be avoided. At the same time all the disadvantageous 
effects of flooding while the lagoon mouth is closed, such 
as mud-pollution, desalination, extermination of valuable 
marine/estuarine fish species and the damage to low-lying 
properties and bank erosion could be prevented. 

The investigations on the Bot River Vlei are being 
continued with the aim of defining an optimum management 
policy based on all available information from hydraulic, 
hydrological, sedimentological and ecological research. 
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INTERFACIAL AND BED SHEAR STRESSES IN SALINE WEDGES 
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ABSTRACT 

The shear stresses and the associated friction coefficients at 
the interface and at the bed of an arrested saline wedge have been 
studied experimentally together with the detailed flow structure. 
Interfacial stresses, evaluated from hot film anemometer measurements 
and actual velocity profiles, agree well with those based on the 
integration of the equations of motion while the simplified one- 
dimensional analysis gave considerably higher values, It_was found 
that both the average interfacial friction coefficient, f and the 
average bed friction factor, f are best correlated with the 
dimensionless number, ReFr2, where Re and Fr are the Reynolds number 
and the non-densimetric Froude number of the flow respectively, and 
with the relative density difference, Ap/p, The results are presented 
in two families of curves with Ap/p as a parameter. The scattering of 
data points is minimal and the agreement with the results of some 
previous laboratory investigations and field data is good. 

1.  INTRODUCTION 

Shear stresses at the interface and at the bed of arrested or 
quasi-stationary saline wedges develop as a result of the flow pattern 
which is generated by the dynamic interaction of fresh and salt 
water. These stresses, noted by T. and T respectively, as well as 
the associated coefficients, f* and r , have been extensively studied 
in the past not only for saline wedges but also for other types of 
two-layered stratified flows (3). In particular, the frictional 
resistance at the interface and the related flow dynamics constitute 
two of the most intricate and most important aspects of stratified 
flows.  A reasonable evaluation of the interfacial friction may lead 
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to a quantitative model, since stratified flow systems are controlled 
by gravity, friction, and inertia forces; they can, therefore, be 
readily analyzed to various degrees of approximation provided that 
suitable expressions for the friction forces at the interface and at 
the solid boundary are introduced. Two typical examples of such 
models are the one-dimensional analyses for uniform density underflows 
(6) and for arrested saline wedges (13). 

In an earlier paper the authors reviewed studies on stratified 
flows prior to 1978 (4, 10) • It was found that results obtained 
through various theories and equations differed enormously, and that 
the scattering of experimental data points in certain studies was too 
wide for the formulation of any reliable universal law (7, 8). The 
discrepencies were attributed to the restricting assumptions and 
conditions of each study and to the limited range of variation of the 
governing parameters while the scattering of data points suggested 
either that an inadequate number of independent variables was taken 
Into consideration or that these variables were not properly separated 
in the dimensionless correlation parameters for their effect on the 
friction coefficients to be sufficiently displayed. It, moreover, 
appears that turbulent exchange through the interface may take place 
to a degree sufficient for the generation of Reynolds stresses while 
the flow maintains its stratified appearance (11). 

The authors, in their first attempt to derive a univeral 
functional relationship for the interfacial friction coefficient, 
conducted extensive experimental investigations in a closed 
rectangular duct where fresh water was flowing over a quasi-stagnant 
salt water layer at various salinities (4, 10). The analysis of the 
test data was based on a one-dimensional steady uniform flow model 
similar to that developed by Schijf and Schoenfeld for open channels 
(13). Attempts to correlate fj with the Reynolds number, the 
densimetric Froude number, and the Keulegan number resulted, like in 
several earlier studies, in wide scattering with no consistent trend 
of variation.  The Keulegan number is defined by the Eq.: 

where V is the local average velocity in the moving layer, p is the 
density of the fresh water, Ap is the density difference between fresh 
and salt water, g is the acceleration of gravity and v is the 
kinematic viscosity assumed to be the same for both fluids. 

The scattering was minimized and a consistent trend of variation 
was achieved when f^ was plotted against the parameter ReFr2, where Re 
and Fr are the Reynolds number and the non-densimetric Froude number, 
with Ap/p as an independent parameter. The family of curves, thus 
obtained, agrees reasonably well with reanalyzed data obtained by 
other Investigators and with one data point from the Mississippi 
river^ In the present study, a similar correlation was achieved for 
both f. and f for saline wedges. The interfacial shear stresses were 
evaluated both directly from hot film anemometer measurements and from 
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an integration of the equation of motion over each layer along the 
same line used by Keulegan (7, 8). 

2.  THEORETICAL BACKGROUND 

The interfacial friction coefficients, f^, have been evaluated by 
the following four different approaches: 

2.1 Direct Measurement Approach 

This approach was based on directly measured velocity profiles 
and Reynolds stresses from which the interfacial shear stress was 
computed by the equation: 

Ti = U dy " pu'v' ^ 

In this equation, u is the local temporal mean velocity, y is the 
direction normal to the flow direction, x, uf and v' are the 
instantaneous turbulent velocity components in the x and y directions 
respectively, and u is the dynamic viscosity. From Eq. 2 the local 
interfacial friction factor, fj, is defined as: 

8T 

f, - (3) 1     2 
pVi 

where Vj Is the average fresh water velocity (Fig. 1). 

2.2 Integration of the Equations of Motion 

In this approach the equations of motion were integrated for each 
layer in the vertical and in the horizontal directions over the 
salinity intrusion length. 

The general two-dimensional equations of motion and continuity 
for steady flow have the forms: 

*     -v      dz   , A   , /3T    3T \ 

3x    3y   g dx   p 3x  p ^3z    3y  ' K  ' 

and 

3x ' 3y 4*+£-0 (5) 

where, refering to Fig. 1, u and v are the local temporal mean 
velocities in the x and y direction respectively, z is the horizontal 
direction normal to x-y plane, zQ is the bed elevation 
and T and T are the shear stresses in the direction x, acting on 
planes normal to z and y directions repectively. 
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Salt Water Tank Salt Water Tank 
Partial Intrusion Complete Intrusion 

Fig, 1.  Definition sketch of an arrested saline wedge. 

A corabinaton of Eq;>. 4 and 5 leads to: 

3u , a(uv) 
3x     i)y 

dz /3T    3T , 
 o _ J_ _9p  1/  zx    yx1 

dx   p 3x  pi dz dy (6) 

The last equation is first integrated over the cross sectional area of 
each layer separately and subsequently over the length of intrusion. 
In the second integration two cases had to be considered: 1) the case 
where the depth near the salt water basin is critical and the salinity 
intrusion length attains its maximum value, L. and 2) the case where 
the fresh water depth near the basin is larger than critical, whereas 
the intrusion length, L0, is less than L^. In all experiments a layer 
of fresh water was formed over the salt water basin. As long as the 
depth of that layer was smaller than the critical depth of fresh water 
at the channel entrance, it had no effect on the salinity intrusion 
which attained its maximum length, L*; otherwise, the actual intrusion 
length was equal to the distance from the toe of the wedge to the 
point where the fresh water depth is equal to that over the basin. 

2.2.1.  Complete Intrusion. 

2.2.1.1  Fresh water layer 

The pressure distribution in that layer is given by 

P = PQ + Pg(h " y) for y > hg (7) 

where h = hj + h (Fig. 1) and where the vertical direction y is 
measured from the bottom. Eq. 6 is next integrated over the cross 
sectional area bhj  Setting: 
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oVi A! =  ||u2dA (8) 

where a is the momentum flux correction coefficient, neglecting the 
velocity variation in the z direction and taking into consideration 
the Leibnitz rule, integration of the first term of the left hand 
member yields: 

b    h 

f 2J /  , 2 dvl      JU    2 dh /  dz /  3u  ,   a ,,    1  ,Ir? dh , ,„   s ,,.* 

)-± J h9rdy = 2bhl^"bu <&   bvisr (9) 

2     s 

interface, respectively. Likewise: 

b    h 
(2       f dh 

dz   l(uv)_ w
2 dh _  2  s _ ( 

/ , J 3y dx    l dx     is 

2     s 

where v  is the net rate of salt water entrainment.  The vertical 
velocity at the free surface is: 

vh = «H <"> 

and the same velocity at the interface was taken as: 

The integrated terms of the right hand member of Eq. 6 are: 

C  2  f       dz dz 
 o 

" J    h ^ 
2    hs 

(12) 

(13) 

b h 

2 s 

h b 
, f f2 3T        2h,T 

s 2 
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dz 
9T 

•ibT. 
P  i 

(16) 

where T is the shear stress at the sidewalls.  Eq. 6 obtains thus the 
form: 

2 

i£ + _« ^ + _JL , T + 
dx  2g dx  pgh! VTi 

2T h, 

ghi 
(17) 

where H is the piezometric head, zn  + h. and -r—  is, therefore, the 
o    7     dx 

slope of the piezometric line.  The entrainment velocity is equal to: 

J^s 
bL, 

(18) 

where q is the rate of salt water entrainment over the saline 

wedge. The latter has been given by Keulegan (8). In the analysis 
of data, the term V.vg/gh, was found to be of minor importance with a 

maximum effect of 54, Because of this reason and of the fact that 
entrainment takes place not continuously over the interface, but at 
isolated spots in the form of breaking of interfacial waves, it was 
neglected in the subsequent analyses. Expressing, next, T by: 

2 
pVi 

(19) 

the following equation for T, is obtained 

"7 = "g(h h)iS 
s  dx 

(h - h ) 

2 
dV! f ,(h h )Vi 

4b 
(20) 

which, integrated for -L. to 0, gives: 

pVz 
o dH 

V^ 

ah 
o 

2L, 
12 

f h 
wo o 
4b 13 (21) 

where TJ and dH/dx are the average values of x. and of dH/dx over the 
wedge and where Ij, 12 and 13 are the following dimensionless 
functions: 
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o o i 
(22) 

dVi 
I2 = 

V^    d 
TfHli; (23) 

i        vl   2    u        h 
(24) 

For the evaluation of these integrals, the following dimensionless 

equations for the interface, developed by the authors and Mehta and 
based on Schijf and Schoenfeld's model (11, 13), was used: 

,h<! ^ IT     h<s  /      2/3\"l2  r   hs  /      2/3vl I 
x _  sc  (I scj '1 L sc ' 'S) 

10 

"t/3 2/3 
6(F ') ' + 3(F ') ' +1 

o o 

•»/3        2/3 
(F ')    + (F ') '  +1 

+ 1 
"t/3 2/3 

6(F ') '  + 3(F ') '  +1 

)h is the densimetric F 
The three integrals obt 

r     2       V3      2/3   1 
2 5(F ') + 6(F ') ' + (F ') ' +1 L   o        o o        J 

(25) 

where F ' = V /g(Ap/p)h is the densimetric Froude number with V and 
h defined in Fig, 1.  The three integrals obtain thus the form: 

r V3 2/3        1 
3    6(F   ')        + 3(F   ')        +1 

I       o o J 

-2/3 
(F   ')     '     -   1 

(26) 

(27) 

0.29 
13 

13/6 2 17/6 
5 + 255(F   ')     '     - 221(F   ')    - 39(F   ')     ' 

2/3' 
1   -   (F   ')   ' 

it/ 3 2/3 
(F   ') +  3(F   ') +  1 

(28) 
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2.2.1.2 Salt water layer 

A similar integration of Eq. 6 over the cross sectional area 
of the wedge, A = b*1 > with the pressure this time described by the 
equation: 

p - p + (h - h )pg + g(p + Ap)(ho - y) (29) 

gives: 

Ap 
d(h + z ) 

g(p + Ap)h   p + Ap  dx  p + Ap      dx 

d(VlV  Vs 1 s •+ •—• = 0 (30) 
ghs   dx    ghg 

where $ is the momentum flux correction coefficient for the lower 
layer given in terms of V^ by: 

SV^A - Mu2dA (31) 

and where the sidewall friction has been neglected since, due to the 
reversal of flow direction, its overall effect is expected to be 
negligible • Integration of Eq. 30 from -L* to 0 gives: 

T«  T  gh -nj    g^§ .  P^h  dZ 

•* 2    sc       2 
pV    pV   V 2V L V 

2     22  ax        2SC       2     dx 

o i 

Vlc 
V 

(32) 

where TQ is the average bed shear stress over the length of intrusion, 
dz /dx = -S is the average bottom slope, h,  - h - h   is the 
critical  depth  of  the  fresh water  layer,  and e = V./V .   The 
term V.v /gh has again been neglected for the aforementioned reasons 
while the integral Ii, is: 

IT d^7] (33) 

-i °      1 

which, on the basis of Eq. 25, becomes: 
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2/3 
1 - (F ') ' 10( 

"»/3 2/3 
F ') ' + 4(F ') ' + 1 

V 6(F •) ' + 3(F ') 
2/3 

') '  + 1 

(34) 

The analysis presented so far is similar to the one used by 
Keulegan (7, 8) with the following differences: 1) A more detailed 
analytical equation for the wedge profile has been used instead of one 
single experimental curve and, 2) the actual measured values 
of a and g for each experiment were used, instead of the constant 
values of a  = 1.028 and 6 = 0.146 used by Keulegan. 

2.2.2 Partial intrusion 

In several experiments, the fresh water layer at the downstream 
basin was larger than h. - in which case the salt water depth at the 
downstream end of the cnannel, h , was smaller than h (Fig. 1). In 
these cases the following simplified form of Eqs. 21 and 32 was 
derived and used:  First, Eqs. 20 and 30 are written in the form: 

(35) -li. 
2 

- 
ghl dH   oho dVl   fwhlVl 

2  dx  V   dx        2 
V        °        4bV 
o                 o pVo 

2 

T 
0 

2 2  dx 
+ 

(^)ghs   dhs | B(i^£)y 

2      dx        2 

2 
dfv. h ) 

dx 
pv pv„ V V V 

(36) 

where dz /dx in Eq. 32 has been neglected as much smaller in 
comparison to dh /dx and where the wall friction coefficient f„ has 
been introduced by the Blasius equation: 

f = 0.316 
»  Re0.25 

where the Reynolds number, Re is: 

4V,R, 
Re 

'l1 hi 

(37) 

(38) 

and 
bhj 

(b + 2hj) 
(39) 

q. 35 obtains thus the form: 

pv 
2 dx 

ah dVi  o  l 

V dx 
0.0559. •h2 

i ?c o\V h 1-"  \ o o 

(b + 2hj) 

hi 
(40) 
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Averaging of Eqs. 36 and 40 over the actual length of salinity 
intrusion, L , as in the case of full intrusion^ but considering h.and 
h constant and equal to their average values h, and h , leads to the 
following equations: 

1 

Pv„ 

dH 
dx 

ah 
so  0.0559, 

1.25 oW h 

(b + 2hi) 
(41) 

and 

2 
pv PV- 

^s 

2 

dH 
dx ' 

(AP) 
v P^ 

2 
2V 

h2 
SO (1+A^ (42) 

where bars indicate average values over the length L . For a direct 
evaluation of the average stresses T^ and T , given either by Eqs, 21 
and 32 or by 41 and 42, a reliable measurement of the average slope of 
the plezometric line, dH/dx, is required - as was done earlier by 
Keulegan (7, 8), This has been found to be very difficult, since the 
head loss over the effective length of the flume is of the order of a 
few tenths of a millimeter. Attempts to measure that head loss 
optically through a laser beam required an excessively long time of 
measurement, due primarily to the slowness of achieving equilibrium in 
the two static tanks, and to the very long period of oscillation of 
the water level in these tanks• Moreover, the above equations are 
quite sensitive to dH/dx so that a measurement error of the order of 
10% may cause an error in T^ of the order of 50% (5). This difficulty 
was bypassed by introducing a linear relationship between T. and T • 
Indeed, the shear stress distribution within the wedge is given by the 
equation. 

_9T 

3y 9x p + g(p + Ap)z + (p + Ap>= (43) 

The velocity head is very small and can be neglected,  Eq. 29 then, 
for p gives: 

9y 
dH -L.   ( K   ^ 

3(h + z ) 
s o_ 
3x 

(44) 

The free surface slope, dH/dx, is very small, as discussed, and can be 
considered as constant. Also, apart from two relatively short 
segments around the wedge toe and the critical section, the interface 
is very nearly a plane surface, and d(h + z )/dx is also very nearly 
constant. Therefore, it is reasonable to assume linear variation 
of T with y within the wedge.  It follows thus from Fig. 1 that: 
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(45) 
si 

where h , is the distance from the interface to the point of maximum 
velocity in the wedge. It was assumed next that X is constant over the 
wedge - in which case Eq. 45 holds also for the average stresses T^ 
and T„, that is: 

TJ + T = XT, 
i   o    i 

(46) 

Eliminating dH/dx from Eqs. 41 and 42 and using the last relationship, 
the following equation is obtained: 

T,  (lY^gh   + 20 (l +-^)e2Vi lh. hi - 2<xhh V2 
i _ IV p/ a so *_\. p/   1oJ lo 1 o s o 

Pv„ 

0.0559 

2 
V  h, „ 
o lo 

(b + 2hj) 

n (Xhi + h ) 
(47) 

All the terms of the right hand member of Eq. 47 are either known or 
can be directly measured. The maximum measurement error of X was 
estimated to be about 15% (5). With Tj computed from Eq. 47, TQ is 
readily evaluated from Eq. 46. dH/dx could be eliminated in the same 
way from Eqs. 21 and 32, valid for complete intrusion. However, after 
a few trials for the latter case, it was found that Eqs. 41 and 42 
could be used for both partial and complete intrusion. These 
equations have been used for the analysis of all data. 

2.3 One-dimensional Energy Equation 

This equation, developed by Schijf and Schoenfeld (13), is based 
on the energy conservation principle applied separately to each layer 
and on the assumptions of one-dimensional flow, infinite width, and 
negligible entrainment through the interface. For zero net flow within 
the wedge, the average velocity is also zero and, therefore, for the 
one dimensional approach, T has to be taken also as zero. The final 
form of the equation is: 

2h 
 o 

5(F ')2 
2 + 3(F ') 

2/3 
•y <F.') 

V3 
(48) 

which gives the average interfacial friction factor if the total 
intrusion length is measured. If the actual intrusion length, L , is 
less than L*, the latter can be computed graphically from Eq. 25, 
where hsc is known and equal to h u   _ (F 1)2/3] (n). 
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2.4 Simplified Equations of Motion 

This Is a combination of the last two approaches and its main 
objective was to investigate the effect of the assumption of zero bed 
shear stress and zero wall stress, used in the one-dimensional model, 
on the interfacial shear. For T =0,X=l,f =0 and 
B = 0, Eq. 47 reduces to the approximate form: w 

Pv„ 

(i£)ghlh v p;  1 so 

2 
2V h 

ah 
(49) 

3.  BASIC RESEARCH EQUIPMENT 

The experiments were conducted in a variable slope plexiglass 
flume 20 m long, 46 cm wide, and 46 cm deep, constructed at the 
Coastal Engineering Laboratory of the University of Florida. This 
flume, outlined in Fig. 2, discharges into a 3 m by 1.53 m tank 
supported on another 3 x 3 x 0.75 m3 tank. 

P = Pump F = Flume 
J = Jock R = Return Pipes 
T = Tank 0 = Orifice 
Hs Honeycombed V = Valves 
G= Gate 

Fig. 2.  Outline of basic experimental apparatus. 

The channel is connected at its upstream end to a 2.31 m by 0.45 m 
head tank where the fresh water is pumped into from the fresh water 
tank and where turbulence dampens out through a honeycombed section. 
The water circulation system consists of an axial flow pump, of two 
pipes with either one or both in operation, depending on the required 
discharge, and of all the necessary orifice meters, valves, gates, 
pressure taps and manometers. The maximum discharge is about 115 
1/sec. 

The channel and head tank are supported on a steel frame 1.2 m 
high, which rests on two hydraulic jacks - one at the center and the 
other at the upstream end of the flume. Through a gear-chain system, 
the central jack could be moved up and down at a distance equal 
to -j- that of the upstream jack. The •=• -inch thich plexiglass wall of 
the flume forms a channel with its flanges, fortified with stiffeners, 
directed outwards.  To this steel frame, rails have been placed on 
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each of the upper two flanges for the support and smooth movement of 
the instrument carriage. The downstream end of the channel is 
connected to the salt water tank through a five centimeter long thick 
rubber forming a flexible and waterproof hinge. A water-tight 
vertical plexiglass gate separates the flume from the salt water 
tank. That gate can be raised and lowered mechanically by a vertical 
threaded shaft and a circular threaded disc supported on an 
independently fixed frame. A second gate at the downstream end of the 
salt water tank regulates the water level in the latter. The outlined 
system of flume and tanks is supplemented with the necessary pipes and 
valves for proper operation and control. 

The measuring instruments - that is, the hot film anemometers, a 
specially designed salinity probe, and the point gages - are supported 
on the aforementioned carriage, which is collapsable sidewise to 
permit its movement over the cross bars of the flume without removing 
the instruments. 

4.  EXPERIMENTAL RESULTS 

After the necessary preparations and instrument calibration, each 
experiment was started and continued to a point where reasonable 
steady state conditions were established. Entrainment caused a 
gradual erosion of the salt water layer as a result of which salt 
water had to be periodically supplied from the preparation tank to the 
salt water basin. Space limitations do not permit a description of 
the detailed procedures of experimentation and calibration, which can 
be found in ref. (5) and in a forthcoming report. The measurements 
took place immediately after the steady state was achieved and lasted 
for about one-half hour, during which no measurable change in the flow 
conditions occurred. The primary measurements consisted of velocity 
and density profiles - with points more densely located around the 
interface. The instantaneous velocities were recorded on tapes from 
which the Reynolds stresses were subsequently computed. A total of 74 
experiments were conducted with fully developed turbulent flows. The 
relative density difference, Ap/(p+ Ap), in these experiments ranged 
from 0.008 to 0.093. In such flows the velocity distribution in the 
neighborhood of the interface was found to be logarithmic and quite 
similar to that near solid boundaries. This is in general agreement 
with results from earlier studies (2, 9) but with major differences in 
certain important aspects. The velocity distribution laws and the 
flow structure around the interface is the subject of another 
forthcoming paper. It was found that the salinity distribution around 
the interface follows closely the law: 

% 1 _ 1 
Ap    2 

(y- h tan\-wr (50) 

where p. is the local density, y is the distance from the bed, h is 
the depth of the density interface, and <5 is the thickness of the 
interfacial zone, as defined in Fig. 3. 
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Fig. 3 Definition sketch for the Interfacial zone. 

As determined in an earlier study by the authors (4, 10), it was 

again found that the best correlation is obtained if f^ 
any one of  the outlined four methods,  is plotted 

dimensionless  number 

parameter, where: 

ReFr2 with  Ap/(p + Ap) as  an 

4V 
Re = • 

l«h 

2 

— 

determined by 
against  the 
independent 

(51) 

and where R, is the hydraulic radius of the fresh water layer, 
parameter ReFr2 can be written in the form: 

The 

where: 

4V 
(52) 

IR = - 
10 

"t/3 2/3 
6(F ') ' + 3(F ') ' + 1 

(53) 

In Fig. 4 the results for four of the eight ranges of Ap/(p + Ap) 
computed by all four approaches are shown with the average value of 
Ap/(p + Ap)  for each range indicated at the insert.  The results from 
all four approaches can thus be compared.   Here the interfacial 
friction coefficient is defined either as: 

_2 
pVi 

(54) 
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8T 
f, =-J- (55) 1    -2 

pVi 

with T, computed from Eq. 47 for the second approach and from Eq. 49 
for the fourth approach. In the third approach IL was evaluated from 
Eq. 48.   The comparison of these four sets of data leads to the 
following conclusions: 

First, as in the earlier study by the authors (4, 10), the 
scattering of data points around each curve is minimal for a flow of 
this type. Secondly, there is a very good agreement between the data 
obtained from the first two approaches - that is, between the data 
based on direct shear stress measurements and those based on the 
integration of the equations of motion. These data constitute the 
lower family of curves. Thirdly, there is an equally good agreement 
between the results based on the two approximate approaches and which 
constitute the upper family of curves (dotted lines). Finally, a 
comparison of the two families of curves indicates that both 
approximate approaches give values of f, considerably higher than the 
corresponding values obtained either by direct measurments or through 
the equations of motion. This difference is indicative of the effect 
of neglecting the bed shear stresses. It follows that f"i, as 
determined from Eq. 48 through calibration, that is, by measuring L^ 
either in the laboratory or in the field (11), can be used as a 
convenient virtual friction coefficient for modeling purposes; it is 
not representative of the true shear stress at the interface, however. 

The above conclusions hold also for the case of Ap/(p + Ap) equal 
to 0.0225, 0.0355, 0.0485 and 0.082. For this reason the data for 
these cases are not reproduced in detail; instead, the summary of all 
eight curves based on the first and second approach is given in Fig. 
5. 

In Fig. 6 the curve corresponding to Ap/(p + Ap) = 0.0225 has 
been reploted together with reanalyzed laboratory data by Abraham and 
Eysink (1) and with one field data point from the Mississippi estuary 
(11). The agreement is quite good. This sugges t that until the 
curves of Fig. 5 are implemented with field data, they can be 
tentatively extrapolated following the extrapolation of the 0.0225 
curve of Fig. 6. 

In Fig. 7, the results for Ap/(p + Ap) = 0.0225 are compared with 
resent results obtained by Powell for flow of fresh water over a 
semistagnant deep water layer in an open conduit and for a relative 
density difference close to Q.024 (12). When plotted against the 
Reynolds number only, these two sets of data deviate strongly (Fig. 
7a); however, they appear to closely agree when they are plotted 
against ReFr2. In fact, the drop of the curve for low values 
of ReFr2 agrees with the trend observed in the authors' experiments. 
Thus, Powell's point for Re*22000, which in his original diagram (Fig. 
7a) seems to be in error, is in fact in agreement with the general law 
derived from this study. 
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Fig. 5.  Summary of interfaclal friction coefficient curves based 
on approaches (1) and (2). 
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Fig. 7 Comparison of results of present study with Powell's data (12). 

The bed friction coefficient, fQ, defined as: 

8T 

0 ~ _2 
pV! 

(56) 

has been determined from Eq. 46 where T\ = x. was computed from Eq. 54 
for values of f^ taken from Fig. 5. The value of X was determined for 
each experiment and the results are shown in Fig. 8. X appears to be 
a function of the number ReFr2 only while for values of the latter 
smaller than 100, it is essentially constant and equal to about 1.4. 
The results are plotted in Fig. 9 as a family of curves similar to the 
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one of Fig. 6.   It is observed that, contrary to conclusions of 
earlier studies (7, 8), f  is clearly smaller than the corresponding 
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Fig.   8    Variation of  X =  T./T    with ReFr 
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Fig. 9.  Bed friction coefficients, fQ. 

5.  SUMMARY AND CONCLUSIONS 

Laboratory experiments and theoretical analyses led to a new 
relationship linking the friction coefficients at the interface and at 
the bed of arrested saline wedges to the pertinent flow parameters and 
fluid properties. The relationships are presented graphically as a 
family of curves with ReFr2 as an abscissa and the relative density 
difference, Ap/(p + Ap), as an independent parameter. The scattering 
of data points was minimal and much lower than in earlier studies on 
the subject. In the present correlations the number ReFr2 

incorporates the friction, gravity, and inertia forces, which control 
the main flow, while the buoyant forces, which are responsible for the 
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density stratification and the asociated flow pattern have been 
separated and introduced through the parameter Ap/(p + Ap) • 

This study indicated that values of f^ evaluated through an 
integration of the equations of motion closely agree with values based 
on measured velocity profiles and Reynolds stresses. Values of f* 
obtained from the simplified and frequently used Schijf-Schoenfeld's 
one-dimensional analysis were shown to be higher than corresponding 
values based on the previous two methods, 
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MORPHOLOGICAL REACTIONS OF TIDAL SYSTEMS 

DUE TO NEARSHORE CONSTRUCTION WORKS 

by 

1) 2) 3) 
R. DIECKMANN,  H.W. PARTENSCKY,  H. SCHWARZE 

1. INTRODUCTION 
The nearshore region of the North German North Sea coast is 
characterised by a large area of tidal flats with a width 
of 10 to 30 km (Fig. 1) . 

The development of the structure of this coastal area in the 
past centuries was mainly determined by several severe storm 
surges, which have destroyed the formerly existing coastline. 
In its present state the coastal area is subdived into 
numerous tidal flats, islands and peninsulas of different 
size and more or less deep channels and small gullies. 

Due to its historical development, this area cannot be ex- 
pected to be morphologically stable. Once people learnt to 
build safe dikes, the coastline existing at the time was 
fixed whilst the islands in the shore belt were protected 
against flooding during storm surges. 

However, the shore belt is furthermore exposed to waves and 
tidal currents which cause - apart from certain shlftings 
of gullies - extensive permanent erosion and sedimentation 
in parts of the shore belt with an increasing tendency in 
the last decades. The nearshore region at some places on the 
coast is extremely endangered in its function as part of the 
coastal protection system, consisting of the dike, the fore- 
shore above MHW and the tidal flat area. 

First attempts to achieve morphological stabilisation of the 
nearshore region consisted in the construction of dams nor- 
mal to the coastline. However, the shore belt still remained 
morphologically unstable and could not yet be transformed 
into a stable system. 

i) Senior Research  Engineer, Dipl.-Ing. 
2) Director, Professor Dr.-Ing. Dr.phys. 
3) Chief Engineer, Dr.-Ing. 

FRANZIUS-INSTITUT, University of Hannover, 
Federal Republic of Germany 
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Fig. 1:  Map of the North Sea with the German Bight 

It was the aim of intensive investigations at the FRANZIUS- 
INSTITUT, together with the local authorities involved in 
these problems, to demonstrate the influence of artificial 
structures on the morphological reactions of well defined 
drainage areas, consisting of tidal flats and gullies, to a 
morphological stabilisation of the shore belt. 

2. CONCEPT OF INVESTIGATIONS 
On the basis of former investigations showing qualitative 
relationships between geometrical and hydrological para- 
meters, investigations were performed in order to quantify 
morphological changes to be expected as a result of a varia- 
tion of a drainage area due to dikes or reclamation works, 
or in other words, the artificial structures necessary to 
stabilise a morphologically unstable drainage area. 

For instance,a stability criterion was determined for tidal 
systems, in which the ratio of the tidal prism upstream of 
a certain cross-section to the area of that cross-section at 
mean water level is a constant value. According to this 
criterion, if the tidal prism decreases, the cross-section 
will decrease proportionally. 
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In a more detailed investigation (RENGER and PARTENSCKY,1974), 
the evaluation of some 25 tidal systems, in which artificial 
constructions had not yet been carried out, showed a clear 
relationship between the tidal prism (water volume between 
Mean Low Water and Mean High Water Level) VTP (in 106 m3) 
and the corresponding drainage area E (in km2), as follows 
(Fig. 2) 

VTP = 1 .65 • E1 •°36 (1 ) 

as well as between the volume of the tidal basin below Mean 
Low Water VMLW (in 1°6 m3) and tne drainage area E (in km2) 
(Fig. 3) 

VMLW = 4-39 -10"2 -E1-643 (2) 

Certain scatter in the data may be explained by the fact that 
not all selected areas are in a true stable state. 

The results of these investigations represent an important 
step towards solving the problem, since the possibility of 
generalising the results for all drainage systems has been 
demonstrated. However, deviations of calculated mean values 
from actual values for a certain drainage area using the 
above-mentioned equations provides only an approximate in- 
dication of the instability of the overall area. The distri- 
bution of erosion and sedimentation to be expected in dif- 
ferent parts of the drainage area could not, however, be 
determined. 

3.   SUMMARY OF RECENT RESULTS 

Recent investigations, carried out on approximately 50 tidal 
flat systems with different subsystems and subsubsystems 
along the Dutch, German and Danish coasts, have shown that 
the above criteria are also generally valid for parts of 
these basins. 

Equations (1) and (2) can therefore be used in a stepwise 
determination of the increasing volume of the tidal basin 
from the origin of the main gully towards the sea. 

For these evaluations, drainage areas are subdivided into 
portions as given by the distribution of gullies, branching 
more and more towards the coast line. Watersheds are deter- 
mined on both sides of the gullies as boundaries of the 
drainage area belonging to the gullies (Fig. 4). 

For each of these drainage areas, water volumes below MLW, 
as well as volumes of the tidal prism, are calculated and 
summarised for the whole drainage area. 

The latter calculation results in a summation curve for the 
tidal volume relating to the surface area of the tidal basin. 
This curve describes the stable morphological and hydrologi- 
cal state of a drainage system. 

This represents an important result of the investigations 
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with respect to the description of the inner structure of a 
drainage area. 

On the basis of the stability criteria for tidal systems, 
the stability of a certain area can be evaluated by comparing 
the measured tidal volume to that determined analytically 
from the volumetric summation curve based on equations (1) 
and (2). The deviation from the theoretical curve, which re- 
presents the equilibrium state, indicates the degree of in- 
stability of the tidal system and subsystems concerned. 

In the case of a volumetric deficit, in which the calculated 
curve lies above the measured curve, erosion may be expected 
in the tidal basin. In the case of a surplus in tidal volume, 
a shrinkage of the tidal basin due to sedimentation will 
occur. 

Fig. 5 illustrates a well-balanced tidal basin (Rummelloch- 
West). In Fig. 6, a tidal basin is presented in which sedi- 
mentation is present (Siiderau) . 

The stability criteria show that a given drainage area is 
associated with a well-defined volume. This equilibrium can 
be disturbed by artificial measures such as nearshore con- 
structions. The morphological reactions of the tidal system 
can be determined quantitatively from a comparison of the 
volumetric summation curves. 

In addition, sedimentation in a nearshore region can be 
caused by the construction of offshore dikes and artificial 
dams. 

Comparisons of water volumes, evaluated on the basis of hy- 
drographic charts and soundings, with calculated volumes, 
have shown that some of the tidal basins on the northern 
coast of the Federal Republic of Germany are not in a state 
of equilibrium, but are rather subject to temporary erosion 
and sedimentation phases. The erosion of these areas sig- 
nificantly endangers the structural stability of the sea- 
dikes as well as of the islands in the vicinity of the coast. 

For instance, in the last 50 years, increasing erosion has 
occurred in a gully between an island situated approximately 
10 km from the coast and the shore line. In 1930 the water 
depth of this gully was only 0.5 m. Up to now the gully has 
deepened to nearly 12 m. The adjacent subdrainage areas are 
also in a state of erosion. 

This problem can be overcome by constructing offshore dikes 
and control-dams between the mainland and the island con- 
cerned, thereby reducing the drainage area of the tidal ba- 
sins. By this means, areas of erosion in a tidal basin may 
be influenced in such a way as to convert the deficit of 
volume into a surplus. Plans have been made to stabilise a 
coastal region of about 450 km2 in this manner. 

As an example, results of evaluations for a subsystem of the 
tidal system HEVER in the North Frisian shore belt are given 
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in Fig. 7. In this case, the summation curve for the water 
volume below MHW is plotted in relation to the length of the 
main gully of the subsystem HEVER. Calculations for the de- 
termination of the stability criterion were carried out using 
equations (1) and (2) . The measured volume of water is deter- 
mined on the basis of bathymetric plans. 

Existing st ate: 

1 
UJ 

a /'' 
•—•measured volume 
•—• theoretical volume 

After offshore diking: 

v—v measured volume 
»—v theoretical volume 

^•""*" *•*" ^ 
--.—* 

<^~~ 
—••**• 

 .•- 

?= 

-**** 

z^- 4 
SjO 

.50 
Volume surplus 

Equilibrium      0 

Volume deficit 

7.0 • 
I 
I 

13,0 15.0      16.0 
Gully length (km) 

Volumetric comparison -After the offshore diking 

••"*•—• —• — •-...,.«_ 

^•Existing state 

Fig. 7: Volumetric Summation Curves for Tidal Basin HOLMER 
FAHRE at MHW before and after the Planned Offshore 
Diking Project 

The comparison of both curves shows erosion throughout the 
entire system. The system is unstable and erosion must be 
prevented by an artificial construction, such as a dike, 
which reduces the drainage area. 

By considering a certain dike, volumetric summation curves 
calculated both theoretically from equations (1) and (2), and 
evaluated on the basis of bathymetric plans for the reduced 
drainage area, are also plotted in Fig. 7. A comparison of 
the volumetric summation curves shows a change in the mor- 
phological behaviour of the system. The former volume deficit 
could be converted into a volume surplus, which means that 
sedimentation can be expected to stabilise the nearshore 
region in all cases. 

4.  APPLICATION OF THE RESULTS 

Such investigations were carried out for all main drainage 
areas in the latter region of the German shore belt. An 
example of the results for one of the subareas is illustrated 
in Fig. 7. 
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On this basis of these results, a system of dams and dikes 
were planned in order to avoid further dangerous erosion of 
the nearshore flats (Fig. 8). 

The conservation of the belt of foreshore and flats is 
vitally necessary to ensure stability of the islands dis- 
tributed in the shore belt as well as the coastline. Near- 
shore reclamation works involving artificial groynes and 
trenches will be introduced in order to support and acceler- 
ate the natural morphological changes induced artificially. 

The results of the investigations indicate the magnitude of 
volumetric changes to be expected in a tidal system until a 
morphologically stable state is achieved. The time dependent 
development of erosion or sedimentation, as well as the 
time necessary to establish a new final state following the 
construction cannot be predicted on the basis of the applied 
method at the present time. 

NORDFRIESLAND 

Pig. Of f shore Diking Project in the North Frisian Shore Belt 
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During the period of construction, and particularly after 
completing the system of dams and dikes, detailed measure- 
ments will be carried out in order to monitor morphological 
development. A minimum necessity is to provide confirmation 
of the empirically determined basis for estimating such a 
large impact on a tidal system. 
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A SURVEY OF MAN-MADE TIDAL SWIMMING POOLS ALONG THE SOUTH 
AFRICAN COAST 

by 

D E BOSMAN* D J P SCHOLTZ** 

1. INTRODUCTION 

A large number of man-made tidal swimming pools (two examples are shown 
in Figure 1) exist along the South African coast.  They are usually 
situated on rocky outcrops in the close vicinity of popular sandy bath- 
ing beaches to provide protected bathing conditions in these areas main- 
ly for children and elderly people.  Some tidal pools, especially along 
rocky coast, provide the only safe bathing facilities.  Besides afford- 
ing protection against waves and surfzone currents the pools provide 
protection from sharks. A large number of tidal pools were built during 
the early 1950s along the Natal South Coast after the occurrence of a 
relatively large number of shark attacks on bathers on that coast. 

The semi-diurnal tide with a range of about 1,5 m along the South Afri- 
can coast makes it possible for pools to be built such that water reple- 
nishment can occur during every high-water (approximately every 12 
hours) during both neap and spring tide periods. 

Presently, there exists a great need for more tidal pools as part of the 
demand for more recreational facilities along the South African coast. 
However, no information on design criteria could be found in the lite- 
rature. 

2. OBJECTIVES 

Because of the existing lack of design guidelines for tidal pools it 
was decided to make a detailed survey of the existing pools. Data ob- 
tained from such a survey could then contribute to the first step in 
identifying factors which should be considered to ensure safe swimming 
conditions, effective operation of pools, minimum maintenance and mini- 
mum impact on the environment. 

* D E BOSMAN: Geusteyn, Forsyth &.Joubert, Inc., Republic of South 
Africa. 

ftft D J P SCHOLTZ: National Research Institute for Oceanology, Republic 
of South Africa. 
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SUNSET BEACH TIDAL POOL 

STRANDFONTEIN TIDAL POOL 

FIGURE 1.  EXAMPLES OF TIDAL POOLS 
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3. METHODS USED 

Information on types, physical characteristics, maintenance, operation 
and usage was obtained from questionnaires sent to local authorities, 
followed up by discussions with the authorities and by making site vi- 
sits to the pools. 

Detailed observations such as of rate of overtopping versus tidal level 
were made at 13 of these pools. 

Available aerial photographs of pools were also used as a source of in- 
formation on the location and environment of the pools. 

4. RESULTS 

4.1 General 

Data for 80 tidal pools (about 90 per cent of the existing pools along 
the 3 000 km coast) were obtained. Most of these pools are situated in 
the more highly developed coastal areas i.e. the Cape Peninsula, Natal 
South coast, Port Elizabeth and East London areas.  The distribution of 
tidal pools along the South African coast is shown in Figure 2.  It was 
found that tidal pools play an important role in providing safe bathing 
conditions.  On rocky coasts and dangerous sandy beaches tidal pools 
provide, in many cases, the only safe bathing conditions, and where a 
safe bathing beach for adults exists, a tidal pool close to it can pro- 
vide in the important need of safe bathing conditions for small children. 

4.2 Types 

Two basic types of pools could be distinguished: 

(i)  Pools which are partly enclosed by walls.  The landward sides of 
these pools consist of sandy beaches. 

(ii) Pools which are fully enclosed by walls.  These are either 
attached to the shore or can become detached from the shore during the 
high water. 

Figure 3 illustrates schematically the different types.  The pools 
which are partly enclosed by walls are usually situated on beaches with 
relatively flat slopes.  (See a, Figure 3). Their walls enclave part 
of the beach so that the depth in the pool varies from zero at the 
beach to the maximum depth of the pool at the seaward side. Wall crest 
levels of these pools are relatively low so that they usually do not 
significantly interrupt the longshore sediment movement in the beach 
zone.  The pools which are fully enclosed by walls are usually situa- 
ted on beaches with relatively steeper slopes. Pool b in Figure 3 
illustrates the detached type and pool d the type attached to the beach 
with relatively high walls which exclude the beach from the pool and 
reach up to the primary dune.  The semi-detached type (c, Figure 3) 
tends to intercept the longshore sediment transport on the beach with 
a consequent sand build-up next to the pool.  The sand build-up can be 
of such an extent that large quantities of sand can eventually enter the 
pool. 
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FIGURE  2:     DISTRIBUTION OF TIDAL FOOLS ALONG THE  SOUTH AFRICAN COAST. 
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FIGIIRK   3: SCHEMATIZATION   OF   TYPES   OF   POOLS 
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4.3  Physical Characteristics 

The walls of all pools (mostly of mass concrete) are founded on rock ex- 
cept in one case where the walls are partly founded on steel sheet piles 
driven 6 m into sand.  (Besides serving as a foundation support to the 
wall the sheet piles also limit seepage of water from the pool).  The 
foundation level of the walls are in most cases above the mean low spring 
tidal level. 

Distributions of pool water area, wall crest level and maximum pool 
depth for the majority of the pools in Natal and Cape Province are shown 
in Figures 4, 5 and 6 respectively and the dominant ranges of these are 
summarized in the table below: 

Parameter Natal Cape Province 

Water area (m2) 500 - 1 000 500 - 1 500 

Wall crest level 
(m above mean sea 
level) 1,0 - 2,0 0,5 - 1,5 

Maximum pool depth 
(m) 1,25 - 2,0 1,25 - 2,25 

The wall crest levels of most of the pools are above the mean high water 
spring tidal level with the predominance of crest levels about 0,1 m 
to 0,5 m above mean high water spring level. 

The majority of the pool walls facing the approaching waves have sea- 
ward slopes between 2:1 and vertical and crest widths between 0,4 m 
and 1,0m. 

Pool floors consist usually of either sand or rock or 
the two.  Some pools have concrete floors. 

combination of 

All pools are provided with drain pipes at the lowest position in the 
pool to allow drainage during low water spring tides. 

4.4 Operation 

Detailed observations made of 13 pools showed that the rate of water in- 
flow due to wave overtopping as well as the tidal level at which inflow 
commences is largely influenced by the location of the pool (namely, 
whether protected from wave attack by shallow rocky outcrops or whether 
exposed to large waves). 

Other important factors influencing inflow are tidal level, wall crest 
level, offshore wave conditions and local wind conditions. 
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Because of the above many factors, a large range in the water inflows 
during high water spring tide of between 20 and 650 m3 per m length of 
wall was recorded. 

4.5 Maintenance 

A large number of pools are drained fortnightly to clean the pools, 
remove accumulated sand and to enable the rock and concrete surfaces to 
be washed with lime to control the growth of slippery algae.  Other 
chemicals used to control algal growth are carbide and copper sulphate. 

Several well-sited pools with low crest levels are self maintaining 
since inflow is frequent and sufficient to minimize the growth of algae 
and sand accumulation.  These pools are usually submerged during high 
water spring tides. 

4.6 Problems 

A few pools are frequently sanded up due mainly to incorrect siting. 
Two of these are sanded up to such an extent that they are out of use. 

Water replenishment at about eight of the pools is considered to be in- 
sufficient.  This leads to stagnant water conditions and excessive al- 
gal growth. 

Some of the pools are dangerous since bathers can be washed from side 
or back walls out to sea. 

Parts of walls of three of the pools have been destroyed by waves. 
This was probably due to weak walls and improper bonding between wall 
and rock foundation. 

5.   DESIGN FACTORS TO BE CONSIDERED 

The study indicated a number of factors which should be considered in 
the design of a recreational tidal swimming pool. 

(a) The needs of the bathers:  It should be established whether provi- 
sion should be made for small children as well as adults and the type 
of bathing (e.g. swimming, diving, playing etc.) required by the 
bathers. 

(b) The siting of the pool:  The pool should preferably be situated so 
that the walls can be founded on rock where possible.  Where no rock 
foundation is present sheet piling could be considered as a foundation 
for the walls.  Seasonal variation of the beach profile as well as long- 
shore sediment transport in the beach zone should be considered in the 
siting to prevent the pool from being sanded up. 

Sufficient consideration should also be given to the aesthetic and eco- 
logical considerations to minimize the impact of the structure on the 
environment. 

(c) Water replenishment by wave action:  Sufficient quantities of 
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fresh sea water should enter the pool frequently enough and overflows 
should be situated so that adequate renewal of water throughout the 
pool is ensured.  A general criterion for inflow would be to stipulate 
that inflow should occur at least during high water neap tides with do- 
minant wave conditions.  The walls should be built rather too low than 
too high since it will be easier to raise the walls if this is after- 
wards found to be necessary.  The seaward slope of the wave-facing wall 
should be about 2 horizontally on I vertically or flatter since flatter 
slopes increase overtopping and stability. 

(d) Safety:  The pool floor should be even and if the pool is not of 
uniform depth the slopes should be gentle.  Situations where overwash 
from walls to sea can occur which could be a danger to bathers should 
be prevented.  Intakes of drain pipes should be covered with grids. 
Notice boards indicating water depths should be provided. 

(e) Maintenance:  The floor level of the pool should be above low 
water springs to allow drainage.  It appears to be good practice to 
whitewash the walls with lime when the pool is cleaned as this appa- 
rently retards the growth of algae and shells and also gives the pool 
an attractive and tidy appearance. 



DESIGN OF COASTAL STRUCTURES FOR RECREATIONAL PURPOSES 
by G H O'CONNELL Pr Eng B.Sc C.E. 

1.  INTRODUCTION 

1 1 Although the major aspect of this paper deals with a 
specific part of the South African coast line it is 
believed that certain fundamental parameters which 
emerge are applicable to the greater part of the South- 
ern African coast line of 2954 km. 

Typical of the African continent the nature of the 
Southern African coast line is regular and even with 
few bays or inlets and has long unprotected beaches 
subject to long- and off-shore current patterns. 

The absence of barrier islands as well as the few in 
number of protected lagoons and inlets, requires the 
creation of artificial tidal enclaves or the protection 
of selected sections of beach to ensure safe bathing 
conditions where further extensions of existing areas 
is indicated both by an increase in the population as 
well as changing socio-economic conditions which place 
access to the coastal recreation areas, as an increas- 
ing facility, to a steadily growing number of people. 

This need has been intensified in South Africa by the 
rapid urbanisation and socio-economic development of 
the rural population as well as the geographic disper- 
sion of the population of which a high percentage lives 
at or near the coast. 

It is unfortunately so that the need to provide addi- 
tional access to the beach areas exists in such areas 
where maximum exploitation of the beach frontage has 
already taken place and where new development must take 
place accordingly in less favourable conditions and 
subject to various constraints imposed by existing 
development in these areas. 

These constraints are inter alia the development of 
industrial areas right onto the beach front, urban area 
development on the beach front and sewage outfall works 
discharging raw sewage into the surf zone. 

The absence of an adequate inland area contiguous to 
the beach, forces planners to absorb an increasing part 
of the primary dune area to accommodate parking areas 
and other facilities required for the accommodation of 
the mass migration to the beaches. 

2514 
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These very constraints imposed upon the planner as well 
as the capital limits to development, in itself creates 
a further concentration of people in the most vulne- 
rable part of the beach environment. 

1.2 The paper now laid before this congress seeks to evalu- 
ate various considerations and factors which lead to 
the adoption of certain design parameters which may 
satisfy the criteria of safety, user preference, health 
standards, beach stability and sympathetic environmen- 
tal treatment. 

The creation of a pleasing and sensible development of 
beach recreation areas may in turn be seen to create a 
need for a service infrastructure including access 
under peak conditions not dissimilar to those associa- 
ted with a new and popular sports stadium. 

The submissions made provide certain suggested stand- 
ards for the service infrastructure for the accommo- 
dation of peak conditions. Notwithstanding that the 
objective of the submissions is to achieve a common 
philosophy in planning which may be applied generally, 
the analyses undertaken are relevant to particular 
sections of the coast line and are user orientated to 
that section of the population most likely to make use 
of the facilities thus created. 

However, the successes attained as well as the errors 
incurred may hopefully stimulate sensible and respon- 
sible planning for the future. 

1.3 Whereas the design of extensive coastal structures 
involves the complete spectrum of environmental, socio- 
logical, transport, future urbanisation and economic 
research, it is patently not within the terms of 
reference of this paper to deal with these other than 
in general terms when such have a direct bearing on the 
structure design and general arrangement being promo- 
ted. 

The author expresses the opinion however that 
controlled and planned exploitation of selected 
portions of the coast to accommodate the needs of a 
growing and economically developing population is of 
greater overall environmental benefit than is a lack 
of planned development and a consequent concentration 
of human activity in the ecologically sensitive areas 
as an unlimited dispersion of temporary sojourners 
without a sense of permanent involvement. 

2.  USER CONSIDERATIONS AND PREFERENCES 

2.1 Other than in the case of natural parkland areas where 
the emphasis is in the maintenance of the environment 
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and ecological system, the creation of artificial bath- 
ing areas is both to accommodate man and also to con- 
trol his further exploitation of the coastal areas for 
recreation purposes. 

In this regard no sensible planning can be undertaken 
without an indepth study of the user characteristics 
and preferences. User preferences vary from the east 
coast to the west coast over the length of the coast 
line of 2954 km. where the warm Mozambique-Agulhas 
current, which skirts the east and south coasts as far 
as Cape Point, is replaced by the Cold Benguela System 
flowing north along the west coast, with climatic 
conditions which vary from dominantly subtropical 
conditions on the North and East coast to generally 
cool temperate conditions of the South coast with the 
uninvitingly cold waters of the West. 

These climatic as well as water temperature conditions 
determine the relative degree of emphasis on bathing or 
dry beach activity. 

2.2 User preferences are also related to the heterogeneous 
character of the South African population and demograp- 
hic considerations pertinent to the community involved. 
These in turn are affected by the degree of cultural 
and social heterogeniety prevalent as well as economic 
standards of different sections of the community. 

Notwithstanding this complexity of influencing factors, 
man tends to adjust himself in his recreation to the 
circumstances and environment existing, provided such 
satisfies certain norms and in this regard the follow- 
ing is quoted from the report titled "Coastal Develop- 
ment Project - False Bay Coast - Cape Town". (Reference 
No 1) . 

"The relevant quality of bathing and beach enjoyment 
conditions, whether natural or man created, is of con- 
siderable but not sole importance, and are evaluated by 
the individual in terms of a number of other facets of 
his recreational pursuits and his decision to utilize a 
particular recreation area is the result of his assess- 
ment of all relevant factors in their inter-related 
importance, of which the accessibility of the beach 
area, provided that all other aspects are reasonably 
satisfied, may be of highest priority to the indivi- 
dual. 

Under accessibility we consider that the actual point 
at which the motorcar is parked or where the bus 
delivers passengers, relative to the point where the 
individual may start 'doing his thing' is, in relative 
importance of equal value to the route and quality of 
access road from home to recreation destination. 
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It has been established that particularly in the case 
of the more affluent section of the total society, 
people will travel considerably further to reach a 
beach where they may step out of the vehicle onto the 
sand or where they may park their vehicle in the 
immediate vicinity of the beach and bathing area with 
good sight of beach activity and a continuous sense of 
involvement in the beach environment. 

Throughout South Africa the significance of this aspect 
is revealed by the degree of preference given to those 
areas where parking is immediately adjacent to the 
beach, lagoon or bathing pool." 

This inter-relationship between accessibility and 
quality of recreation, places an additional constraint 
on the selection of sites for development and requires 
the coastal engineer to be pleasingly creative under 
the most adverse physical conditions in order to create 
safe bathing conditions as near as practical to imme- 
diate access from motor vehicle parking areas which are 
served by arterial road systems. 

The capital cost of the transport infrastructure syno- 
nomous with beach development schemes encourages the 
urban planner to create out of the area a grand 
terminus for all conceivable recreation as representing 
the optimum utilisation of capital resources. 

The presence however in the vicinity of the beach area 
of other forms of entertainment such as park and play- 
ground development does not of necessity increase the 
popularity of the beach area but attracts generally a 
differently motivated recreation seeker whose presence 
in the area places a fresh complexity on the service 
infrastructure required and due to various factors 
adversely affects the comfort, safety and security of 
parents with young children. 

The population age structure in respect of communities 
in the vicinity of which new beach recreation areas are 
being planned and which communities accordingly will be 
the dominant users of the facilities provided is 
particularly significant as will appear from the fol- 
lowing figures applicable to the False Bay area. 

Population Age Structure 
0-4 years 16,3 percent 
0 -  9 years 32,1 percent 
0-14 years 45,0 percent 
0-19 years 55,5 percent 
0-24 years 65,2 percent 

For planning purposes, while giving the family factor 
due weight, the visitor population age structure is 
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likely to be : 

3 -  9 years 45 percent 
10 - 15 years 16 percent 
16 - 24 years 14 percent 
25 years and over 25 percent 
Total : 100 percent 

This reveals an important emphasis on the lower age 
group. 

3.  DEVELOPMENT OF DESIGN CRITERIA 

3.1 All design, irrespective as to its nature, requires an 
evaluation of system loading and in the case of a tidal 
pool or bathing enclave with its related supporting 
infrastructure this is equally true, in as much as it 
is necessary to make a prediction of the visitor normal 
peak and the manner in which this may be accommodated 
in its occurence within the bathing area, on the beach, 
within the change rooms and ablution blocks and in 
terms of the transportation system. 

There is no universal formula which can be applied and 
each particular set of circumstances requires its own 
evaluation based on, among others, the following fac- 
tors and considerations : 

1) The overall completeness and attractiveness of the 
beach recreation scheme and its immediate environs. 

2) The relationship of parking areas and other trans- 
portation termini to the point where the individual may 
commence 'doing his thing'. 

3) The capacity and quality of arterial road systems, 
their congestion factors and the distance to be travel- 
led. 

4) The socio-economic standards of the respective popu- 
lation. 

5) The demographic structure of the relevant popula- 
tion. 

6) The spatial relationship of urban residential areas 
and population densities. 

3.2 In the studies and planning undertaken in the False Bay 
area of Cape Town the careful weighting and evaluation 
of the factors referred to, led to the preparation of a 
visitor projection graph for normal peak days of the 
form p = k1 - k2 Si 
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where p - resultant percentage of resident population 
who would visit the beach on a warm, sunny, 
low wind, vacation day. 

ki - maximum effective percentage for people resi- 
dent within walking distance of beach. 

k2 - spatial relationship - population dispersion 
factor. 

S      - best route travelling distance in kilometres. 

The importance of the formula lies not solely in an 
assessment of visitor peak influx but also  in the 
rational assignment of traffic flows to various routes 
and transportation modes. 

The values adopted for the False Bay report are : 

Ki = 40 ;   K2 = 5 

3.3 Notwithstanding the peak tendency, the facilities 
provided will have their own optimum capacity beyond 
which the user congestion factor acts to limit the ab- 
normal peak and deflect the balance of visitors to 
other or adjoining areas. 

For the planner however it is important that capacities 
throughout the system be consistent and compatible one 
with the other. In other words the overloading of the 
bathing enclave would be accompanied by an overload on 
the dry beach area, parking areas, toilet and ablution 
blocks, etc. 

This requires the determination of a comfort level 
optimum capacity bearing in mind that man is gregarious 
in nature and beach crowding is part of the scene he 
loves. 

Up to a water depth of 800 mm a loading of 20 people 
per square metres is acceptable; from 800 mm to 1500 mm 
the loading should not exceed 12 people per 100 square 
metres and over 1500 mm in depth the loading should be 
less than 8 persons per 100 square metres. 

This would place the optimum capacity of the Strandfon- 
tein tidal pool at 5000 people whereas a peak of over 
15000 has been experienced. 

The probable ratio at peak hour of people in the water 
to people on the dry beach is 1 to 2. 

3.4 A structural and geometric design philosophy for the 
attainment of favourable bathing conditions is func- 
tionally related to the measure of assurance of the 
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ordinary bather, when committing himself to the rela- 
tively strange environment, in his ability to predict 
changes in underwater topography as well as the dynamic 
forces to which he may be subjected. 

In practical terms this design philosophy can be stated 
as ensuring that : 

1) No localised changes of any serious consequence 
occur in the beach or tidal enclave topography in the 
design area. 

2) The occurence of irregular and/or strong currents be 
eliminated. 

3) That a beach gradient of good regularity and not 
exceeding 1 in 50 in the surf bathing zone between High 
Water Mark and Mean Sea Level - 3,0 metres should be 
aimed at. 

4) That in the case of a tidal pool the floor gradient 
should not exceed 1 in 30. 

5) That a sand area is to be preferred to a rock and 
sand area in the bathing zone. 

3.5 Service To be Provided 

The minimum number of plumbing fittings required for 
male and female changerooms should be in accordance 
with the applicable Building Regulations for places of 
public entertainment based on sixty percent of the 
assessed recreation area optimum capacity divided 
evenly between both sexes. 

Changerooms should provide accommodation for peak usage 
at three percent of the optimum capacity at 2,5 square 
metres per person. 

External showers should be provided on the ratio of ten 
percent of changeroom capita accommodation. An equal 
number of faucets is required within each changeroom 
block. 

4.  THE FALSE BAY RESEARCH AND CONSTRUCTION PROGRAMME 

4.1 A report evaluating the need for development in the 
False Bay area and recommending further research was 
presented in 1979 and resulted in the construction of a 
tidal pool at Strandfontein Point as well as an 
extended research progamme in respect of protective 
works at Middlebank and Kapteinsklip. 

4.2 The Strandfontein Tidal Pool Model Tests were carried 
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out at an early stage of the False Bay Model Studies 
and were directed at : 

1) an examination of wave action under various wave 
conditions with a view to predicting the inflow of 
freshwater to the pool area for the geometric config- 
ration and full supply levels recommended by the Con- 
sultants 

2) the determination of the stability of the toe ar- 
mouring proposed 

3) the determination of the overturning forces on the 
seawall due to wave action 

4) a correlation between inflow and sediment transport 
into the pool. 

Various tests for different wave conditions and tidal 
levels were undertaken by the C.S.I.R. the results of 
which in practice after completion of construction were 
found to be 6f a high order of accuracy of prediction. 

The following limiting conditions of inflow from the 
model studies were ascertained for proto type crest 
level of seawall of R.L. 1,50 m M.S.L. 

1) That inflow took place only during high tide condi- 
tions and when sea levels rose above R.L. 0,30 m M.S.L. 

2) That no inflow under any conditions took place for 
wave heights (Hs) 0,40 m and less - which condition 
pertains for 16 percent of the time. 

3) That during 50 percent of the high tides an inflow 
of more than 40 000 cubic metres could be expected. 

Spring Tide Spring Tide 

MHWS + 0,9 m 

HWD + 0,44m 

These results together with the structural stability 
results for armouring size and overturning moments were 
employed in the final design. 

A good indication of sediment inflow probability was 
available from the correlation calculations and in all 
the use of the model was  found  to be completely 
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successful and fully justified and served to confirm 
the consultants recommendations. It is not possible in 
this paper to deal with the C.S.l.R. report in depth 
but to provide the following salient features. 

Scales applicable to the model testing in accordance 
with the Froude laws were : 

Geometrical 1 : 15 
Velocity 1 : 15* (1 in 3,87) 
Time 1 : 15* (1 in 3,87) 
Force 1 : 153 (1 in 3375) 

In view at that time of the early stage of the False 
Bay project research as well as the urgency of the 
tidal pool aspect of the research being undertaken, 
model calibration was based on wave directions 
determined from aerial photographs then available and 
field observations from survey rods located in accor- 
dance with the prototype geometrical configuration at 
20 metre intervals. 

.3 The objective of the experimental measurements of 
inflow due to wave action was to optimize the height of 
the seawall so as to achieve a satisfactory fresh water 
replenishment rate without the occurrence of unduly 
rough conditions within the pool. 

A full supply level of M.S.L, 1,50m based upon previous 
experience was adopted for experimental purposes and 
found to be the optimum level for geometric design. 

The lowering of the crest level by 200 mm revealed in 
the experimental analysis virtually no change to the 
conditions of no-inflow but did affect quite apprecia- 
bly the total inflow and bathing conditions. 

A final crest level for construction purposes of 1,40 m 
M.S.L. was adopted. 

The experimental mean inflow per tide was found to be 
40 000 cubic metres with a maximum at sea level 0,90 m 
(M.S.L) at M.H.W.S.T. of 160 000 cubic metres. 

In general it was established that the best sustained 
inflow conditions occur during the summer months and in 
particular December and January when incidentally the 
most severe visitor loading of the tidal pool takes 
place. 

During December 1978 the sustained period of S.W.L. 
below M.H.W. was two days; for the same month in 1979 
on no occasion; one day in January 1978 and two days in 
January 1979 as acertained from the S.A. Tide Tables 
for 1978 and 1979. 
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The occurrence during the remainder of the summer 
season of suitable water levels for wave actuated in- 
flow needs however to be equated within the limiting 
parameter of minimum significant wave height of 0,40 
metres in respect of which value waves lower in height 
occur for 16 percent of the time. The median inflow per 
tide for the adopted crest level of 1,40 m M.S.L. has 
been assessed as being 50 000 cubic metres. 

Monitoring of water quality by examination of the 
faecal coli count under peak conditions has been under- 
taken by the City Engineer and found under all condi- 
tions to comply with acceptable standards for public 
swimming baths thus justifying the crest level adopted 
and the model analyses of wave inflow. 

BACTERIOLOGICAL ANALYSIS 
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4.4 Siting of the pool was subject to geographic, environ- 
mental and foundation constraints. The extension of the 
residential suburbs in an easterly direction placed 
emphasis on coastal recreation development within easy 
reach of these areas while at the same time creating a 
new problem of environmental control consequent to the 
selective exploitation for recreation purposes for 
several hundreds of thousand of people of a part of the 
coast line as yet untouched in the False Bay area. 
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Foundation problems as well as the type of structure 
limited the choice of site in as much as the least 
exposure of the structure to the open sea was sought in 
view of the economic inaccessibility of bedrock which 
lies upto ten metres beneath the unconsolidated sedi- 
ments. 

From a regional planning point of view the City Engi- 
neer of Cape Town favoured the development of three 
nodal points in the study area and accordingly studies 
were directed at the establishment of a tidal pool 
complex at Strandfontein Point and groyne systems at 
Middle Bank and Kapteinsklip to cater for larger beach 
crowds. This planning concept was found to be compati- 
ble with the hinterland development, forming a sensible 
whole. 

The location as primary objective of a large tidal pool 
at Strandfontein Point involving the daily movement in 
season of scores of thousands of visitors into the area 
made the removal of primary dune and fynbos environment 
and the provision of landscaped grassed areas and park- 
ing allotments an inescapable feature of the project 
development. 

4.5 Pursuant to the preliminary report more extensive 
investigations of foundation conditions were under- 
taken. Although general uniformity of geological condi- 
tions pertain in the study area the occurrence of an 
extensive, albeit soft, calcarenite shelf at Strand- 
fontein Point offered the most protected section of the 
coast for a minor structure. 

In this respect the author suggests that the geometric 
limitations of the structure and the need to create a 
light and pleasing arrangement required a greater need 
for design sensitivity than might otherwise be the case. 

Geological investigations of offshore conditions both 
in the field as well as from aerial photographs reveal- 
ed discontinuous platforms of calcarenite in the surf 
zone. The calcarenite rock took the form of a surface 
layer overlying an extensive depth of unconsolidated 
sands. 

Sites were selected for exploratory drilling and bore- 
holes were advanced through unconsolidated sands by 
washboring methods using bentonite to support the sides 
of the holes. 

Representative samples of the unconsolidated materials 
being penetrated were taken at intervals of 1,5 metres. 

The calcarenite beach rock was penetrated using a 
diamond bit and NX size cores were recovered in this 
consolidated material. 
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Standard Penetration Tests were carried out in the un- 
consolidated materials at intervals of 500 ram i.e. with 
gaps of 200 mm followed by 300 mm of penetration over 
which the Terzaghy N-value was recorded. 

The following is an abstract from the report prepared 
by Dr T Partridge on the geological investigation : 

"The properties of the various materials, deduced from 
the four exploratory boreholes, augumented by Standard 
Penetration Tests in one case, are as follows : 

a) Surface littoral sand : ranges in thickness from 1,3 
to 6,0 meres. Usually a coarse, medium and fine shelly 
sand of loose consistency (N-value 4-8), which would 
correspond with an in situ dry density of 1450-1600 
kg/m3. Maximum allowable foundation pressure 50-100 
kPa (Reference 1). 

b) Calcarenite : ranges in thickness from 0,35 m to 
about 1,0 m. Usually a moderately weathered, medium 
textured soft rock material which becomes slightly 
softer towards the base. Joints are generally infre- 
quent. This material is lenticular in its occurrence 
and may thicken and lens out sporadically under the 
surface. 

c) Clayey sand : ranges in thickness from about 0,9 m 
to 3,0 m. Usually a clayey medium and fine sand of firm 
to stiff consistency (N-value 11-27). Maximum allowable 
foundation pressure 100 - 200 kPa. (Reference 1) May 
contain channels, as reflected by water losses during 
drilling of up to 35 litres per minute in this material 
and in underlying littoral sands. The material becomes 
progressively less clayey with depth and grades into 
underlying littoral sands; precise position of lower 
contact therefore uncertain. 

d) Littoral sand : ranges in thickness from about 2,15 
m to 4,55 m, but may be thicker in places. In the 
uppermost two metres it is usually a coarse, medium and 
fine shelly sand of very loose to loose consistency (N- 
value 1-70, which would correspond with an in situ dry 
density of about 1300-1500 kg/m-*. Maximum allowable 
foundation pressure about 50 kPa (Reference 1). The 
lower levels of this material are of similar texture, 
but have a medium dense to dense consistency (N-value 
21-48), which would correspond with an in situ dry 
density of about 1600-1900 kg/m^. Maximum allowable 
foundation pressure 200-400 kPa (Reference 1). 

Horizons e, f and g are, in general, repetitions of 
horizons b, c and d respectively. 

It should be noted that, in the tidal channels, horizon 
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(c) and the upper part of horizon (d) may be absent 
beneath the collapsed calcarenite slabs, depending on 
the depth to which scour has occurred locally." 

Four principal factors emerge : 

1) The relatively extensive depths of the unconsoli- 
dated littoral deposits.(In certain boreholes over ten 
metres) 

2) The occurrence of two horizons of low N-values and 
related high porewater pressures. 

3) The identification of a zone of firm to dense and 
stiff consistency of clayey medium and fine sand with 
N-values of 11 to 27. (Generally referred to in the 
report as the marl layer) 

4) Marked lack of uniformity of foundation conditions 
over the length of the proposed wall. 

4.6 From a structural point of view it was patent at the 
outset that in view of the previously referred to loca- 
lised variations in foundation conditions a monolithic 
structure was desirable. 

A semi-circular structure presented the following 
advantages : 

1) A good natural geometric relationship between shal- 
low and deep water relative to bather preference. 

2) The most economical wall length per unit of surface 
area. 

3) Certain dynamic load advantages in as much as that 
although a particular wave train could theoretically 
impose a simultaneous force system over the length of 
the wall, the maximum force acts over a limited length 
of the wall. In the structure under consideration the 
maximum force may be considered to act over a length of 
60 metres i.e. over a 14 percent section of the wall. 

It is a corollary that most of the wave inflow takes 
place over this section. 

Beyond this section of wave frontal attack there is an 
appreciable progressive reduction in dynamic forces due 
to the effect of a changing angle of wave approach 
which decreases from a theoretical 90° for that portion 
of the structure at right angles to the wave direction 
to 0° at the diametral point. 

From the model study photographs it may be observed 
that progessively away from the frontal attack section 
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the angle of wave approach tends to increase due to 
wave refraction over the shallow calcarenite reef. This 
is however accompanied by an appreciable refractive 
energy loss. 

Disregarding wave refraction along the length of the 
wall the incident angle various linearly to length of 
wall and by applying the equation R* = RSin^ °c the 
reduction factor for dynamic force calculation along 
the length of the wall becomes : 

1) At   frontal   attack   section 1,00 
2) At   three-quarter   point 0,85 
3) At   half   point 0,50 
4) At quarter point 0,15 
5) At diametral point 0,00 

To satisfy the condition of simultaneous dynamic 
forces, the forces in their adjusted value for incident 
angle act radially resulting in an axial ring stress 
with secondary moments and shear forces due to load 
change along the length. 

From the structural analysis it became apparent that 
the critical design condition is represented by an 
internal loading system comprising a pool filled with 
sand and water at L.W.S.T. tide state. 

From the geological investigation it became apparent 
that in order to secure reasonable waterholding proper- 
ties it was essential that the sheetpiling as curtain 
membrane be taken well into the dense clay sand layer. 
This depth as well as the minimum section required for 
driving the sheetpiling resulted in a fairly rigid sim- 
ple cantilever and the effect of a ring beam apportion- 
ment of load was disregarded in the factor of safety 
analysis. This is illustrated by the low stress 
analysed in the ring beam when maximum stress is 
developed in the sheetpile in bending. 

.7 In order to determine the axial load resistance of the 
proposed sheetpiling a series of sheetpile driving and 
load tests were carried out employing six metre piles 
driven 4,40 metres into the substrata. Loading using 
1,08 KN units took place five days after completion of 
driving and the following worst deflections recorded : 

1) At working load 28,5 KN per metre,settlement 0,3 mm. 

2) At test load 57,1 KN per metre,total settlement from 
unloaded level 0,6 mm. 

3) At time zero plus 24h00 pile rose 1,0 mm. 

4) At time zero plus 40h00 pile settled 1,0 mm. 
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5) At time zero plus 66h00 pile was unloaded. 

6) At time zero plus 92h00 pile level was 0,4 mm above 
original unloaded position. 

Spring tide conditions prevailed during the test 
period. 

The geological section on the line of the sheet pile 
curtain membrane dictated the use of five metre and six 
metre piles driven to form an interlocking diaphragm to 
predetermined depths in accordance with the geological 
findings. 

The pile section adopted was a BZ12 Arbed imported from 
Luxemborg. 

Overturning moments transferred to the sheetpile are 
absorbed in passive resistance by the substrata in 
accordance with the deformation condition imposed by 
the sheetpile in bending deflection. 

In the analyses the pile section adopted allows for 
loss of 50 % of steel section due to corrosion over a 
40 year period. At the point where maximum bending 
moment occurs it is likely that anaerobic conditions 
prevail and that the assumption for reduced section 
modulus appicable at this point are conservative. 

4.8 The following design considerations apply : 

1) Worst possible internal load condition is pool full 
of sand submerged, at tide state L.W.S.T. 

2) Worst possible external load condition occurs at 
maximum wave forces with pool empty. 

3) The submerged sand and substrata mean angle of 
shearing resistance 0, employed in the calculations, is 
20°. 

4) The solid weight of sand comprising quartzitic and 
shell particles is 20 KN/nP. 

5) The well compacted sand percentage voids is 30 %. 

6) From the aforegoing the active pressure development 
factor Kp is 16,2 KN/m2 per metre of depth. 

7) The passive pressure development factor is 36,6 
KN/m2 per metre of depth. 

8) Horizontal deflection of the superstructure results 
in a peripheral strain in the concrete section of 
where delta is the deflection and r the radius of the 
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pool. 

4.9 Calculations   are   based  on  Terzaghi   Theory   for   a   Canti- 
lever  Sheetpile   : 
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The following values of 'D' have been calculated compa- 
tible with the probable values of Kp and Ka. 

Sand Level in Pool Required 'D' 

RL 01,40 
RL 01,05 
RL 00,70 
RL 00,40 
RL 00,00 

4,86 m 
4,41 m 
3,92 m 
3,48 m 
3,13 m 

'Z' for the extreme condition of 'D' = 4,86 m has been 
calculated to be 1,01 m, while developing a passive 
resistance of 55,9 KPa at a depth of 3,85 m equal to a 
linear rate of development of passive pressure = 14,5 
KN/m^ per metre of depth. 

The 'D', value for the sheet piles installed is 5,40 m. 
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4.10 Seepage Losses 

The substrata formation is as may be seen from the 
geological section complex and this together with a 
bedrock horizon of between four metres and eight 
metres below the lower limit of the sheet pile 
diaphragm places a low confidence level on the 
projection of seepage losses. Nevertheless actual 
observations of water loss conform well to the 
calculated values. 

For the pool full at 01,40 m M.S.L. and tide state - 
0,90 the maximum seepage hydraulic gradient is : 

2,3 
(4,5 + 5,4) 0,23 

and the critical gradient at which boiling displace- 
ment of the sand at L.W.S.T.  on seaside can take 
place : icr =  *-&» 

20 - 9,8    6VA> 
9,8     : 1,04 

1 ,04 
Factor of Safety :   0,23  :  4,52 

Assuming the maintenance of a high pore pressure con- 
dition on the landward side of the pool which tends to 
stabilise water movement inland and secondly that the 
marl layer acts as a serai-pervious homogeneous blanket 
of effective thickness 1,80 metres as deduced from the 
geological reports, with permeability K = 1 x 10-^ 
cm/sec then the mean seepage gradient through the marl 
layer would be 1_L£= 0,78 and seepage rate 67 mm/day. 

1 ,8 
For a period of three days of no inflow the waterlevel 
would drop by a total of 200 mm. 

This has been largely confirmed in the field. 

4.11 Concrete Design 

The reinforced concrete pile cap was designed to be 
sufficiently rigid for the structure to act monolithi- 
cally so as to transfer localised foundation failure 
conditions to the remainder of the structure while at 
the same time providing a minimum cover on all steel 
of 100 mm. 

A 30 MPa concrete was employed with 0,30 percent steel 
reinforcement. 

A 0,25 to 1 seaface batter was adopted for wave 
induced inflow, reduction in dynamic forces and for 
aesthetic considerations. 
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4.12 Armouring Design 

It is essential to provide adequate toe armouring to 
prevent progressive scour in the seaface foundation 
area, while at the same time limiting the top reduced 
level of the armouring to the extent necessary to 
ensure retention of sufficient wave energy for wave 
induced inflow. 

Reasonable assessments of the controlling levels based 
on experience were made but it is indubitably the case 
that the model experiments were essential to establish 
the adequacy of inflow. 

Armouring size was determined by the Hudson Formula : 
Wj^ H 

W =  Kd(Sr - 1)3 cot 9 
W   =   unit weight in lbs/ft3 
r   =   156 lbs/ft3 (25 KN/m3) 

H   =   Design wave height in feet 
6,5 ft (2,0 m) 

S    =   Specific gravity of armour unit 
2,5 

Unit weight seawater 
64,0 lbs/ft3 (10 KN/m3 ) 

Structure slope angle in degrees 
14° 

r 

D 
Kn   =   Stability co-efficient 

2,5 

1270 lbs (577 kg) 

Say 600 kg. 

4.13 Construction 

The construction method adopted by the contractor 
involved the provision of a rubble mound as a sea 
cofferdam with a sand access road on the inside of the 
berm. The rubble mound was constructed to a height of 
4,00 m M.S.L. 

Sheet piles five to six metres in length were driven 
using a compressed air pile driver suspended from a 30 
ton crawler crane off the access road. 

The contractor successfully designed a system of 
driving to geometric configuration by use of steel 
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channel walers anchored to the previous piles and for- 
ward anchored to a transportable concrete block of 
some two tons mass. 

A moveable shutter arrangement capable of being trim- 
med to the radius of curvature and hung from a gantry 
system on rails was a further successful innovation by 
the contractor. 

The concrete was cast in alternate section of 7,5 
metre length with continuity reinforcement but with- 
out waterstops. 

On completion of construction the major portion of the 
rubble mound was employed to form the toe armouring. 

The unavoidable inclusion in the armouring of under- 
size material resulted in an inflow of sharp rock 
fragments into the pool and future designs should 
provide particular attention to the temporary coffer- 
dam in order to employ material which later may be 
utilized in the armouring zone. 
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Multipurpose Gate Operation 

by 

Kazumasa Mizumura 

Abstract 

Predictions of time-varying salinity under arbitrary gate operations 
are presented of a tidal lake and its inlet. Particular regard is given 
to the modeling of salinity and gate operations and the applying the 
Markov process with Kalman filtering. In contrast to previous papers 
that predict only water levels the present paper also estimates salin- 
ity downstream the gate and of the tidal lake, simultaneously. It is 
postulated that present water level and salinity are expressed by the 
explicit linear functions of water levels, salinity, and gate opera- 
tions at the other and the same positions in the past step. Using 
physically plausible estimate for these parameters in the functions 
the results of the predictions are in good agreement with observation. 

Introduction 

Gate operations at the inlet of tidal lakes have usually two pur- 
poses. First is to control the water surface level of the lake and 
second is to prevent from the intrusion of saline wedges. Considering 
the aspect of water quality and quantity, the existence of rice 
fields near the tidal lake requires precise gate operations. In this 
work, a method for estimating water level and salinity due to gate 
operations based on a combined estimation model including the Markov 
process and Kalman filtering theory is applied to control the gate 
at the inlet of Lake Kahokugata. Several applications of the Kalman 
filtering theory to water quality are found in (1, 2). 

General 

Lake Kahokugata (Fig.l) is located north of Kanazawa city and its 
length and width are almost 2.0 km and 1.0 km, respectively. The Ohno 
river connects the lake with the sea of Japan through the port of 
Kanazawa. A saline wedge intruded into the lake along the river 
before the construction of this gate. Therefore, this gate was con- 
structed to prevent the lake from the intrusion of saline wedges and 
to control the water level of the lake. The simple illustration of 

Professor of Civil Engineering, Kanazawa Inst. of Tech., 7-1, 
Ogigaoka, Nonoichimachi, Kanazawa, Ishikawa, Japan 
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the gate is given in Fig.2. Fig.3 represents the observed water levels 
at the sea, at the gate, and of the lake and the state of the gate op- 
eration every hour in May of 1980. There is another inlet and gate in 
this lake connecting to the sea. This gate is not considered in pres- 
ent study since this gate is not operated except during the typhoon 
season when the water level of the lake becomes remarkably high. 

Prediction Techniques 

For multipurpose gate operations we seek to predict the water levels 
and salinity at the position located downstream of the gate as a 
function of time. They are also considered to be the explicit functions 
of the sea level, the water level of the lake, and the state of the 
gate operation. If the sea level, the water level of the lake, and the 
salinity of the lake are not known, they are also predicted. Fig.4 and 
5 show the effect of the gate operation on salinity at the gate and 
the relationship between the water level and the salinity of the lake. 
We consider that they may be expressed by the combination of the deter- 
ministic and the fluctuated part. That is, 

(1) 

(2) 

(3) 

(4) 

(5) 

in which k = time step, yk = the water level at the gate, T^ = the sea 
level, d = the water level of the lake, c. = the salinity of the lake, 
s, = the salinity downstream the gate, and "-" and "," mean the deter- 
ministic and the fluctuated part, respectively. By the physical con- 
sideration, the fluctuated parts are represented by the following 
forms. 

^ = Vk-1 + Vfc-2 +-'+ ajyk-j + SlTi-l + g2Tk-2 +"-+ ejTk-J 
+ ^A-i+ ^\-2+ • • -+ YA-J 

+ 6A-i+ *#*-*+'' -+ 5
A-J 

Tk=alTk-l+a2Tk-2+-+ajTi-J 
dk = bldk-l + b2dk-2+'•+bjdk-j 

°k = Pl°k-1 + P2Ck-2 +' •   + Pj°k-J + "l^-l 

4 = Vk-1 + A2Sk-2 +' ' '+ XfLj + ^lTk-l 

+vA-i+ ^-2+-"+ VA-j + "A-i+ ^-2 

yk 
= = y + yk 

Tk = = f + Ti 

V = a + di 

\- = 5 + ci 
sk = = s + si 

(6) 

(7) 

(8) 

+ °A-2+- • + °A-J 
(9) 

+ 
^2Tk-2 +-• 

• + v X   • MJ k-J 

+• ••+Yk-d (10) 
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Fig. 2 (a)— Lift Gate 
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Fig. 2 (b)— Lift Gate 
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in which a.,   g., y.,   &.,  a., b., p., a.,   X.,  u., v., and TT. = the 
constant parameters for' i = l,12,-"':-)j)Jv . = tfte water1depth to 
determine the discharge through the gate (Fig.2(a)), and 

d, . , if the gate is opened (Fig.2(b)), 

K-i  0, otherwise. 

Kalman Filtering Theory 

Ihe detailed discussion of the Kalman filtering theory is given in 
Gelb(3) or Sage and Melsa(6). By applying an appropriate transformation 
to the original formula (4, 5), the state equation for parameter iden- 
tifications becomes 

h (k+1) = h (k) + v (k) (11) 

in which h 

V "l 

h x2, 

( ar aj,--- Y-,, Y. 2' ••vy si>  V 

aj> bl> b2>" '' bj' pl' p2> -. Pj. ov  c2,. 

Xy vr y2 Uj. v1( v2,- •, ir. ) and 

v = a noise vector (white Gaussian). The observation equation is 
represented by (Fig.6) 

z (k+1) = M (k) h (k) + w (k) (12) 

in which z (k+1) = (y'k+1> T^+1, d£+1, s£+1, c£+1), w (k) = a white 

Gaussian, 

0 'nj(k) 

M (k) 

n£(k) 

m£(k) 

2^(k) 

0 
2L<IO - < yk_i> yk_2- 

m?(k) 

yk-j' Tk-1' Tk-2' k-j: 
D, 

Vj' ^-1' ^-2-' " 

d^.), and n£(k) - ( s^, s'_2,- . , s^, T'^, T^, 

\-2'---'\-y\-i'\-2>--->\-i>- 

'k-1' "^-2' 

T'), ngOO 

U< dk-2'--'> 

Illustrative Examples 

By using the Kalman filtering algorithm, the water level and the 
salinity downstream the gate, the sea level, the water surface level 



2542 COASTAL ENGINEERING—1982 

Start 

P(1|0)=P(0|0)- 

h(0)- 

Compute gain 

K(k) = P(k|k-1) MT(k)   [M(k) P(k[k-1) MT(k) + R]-1 

Update estimate 

h(k|k) = h(k-l) + K(k)   [z(k) - M(k) h(k-l)] 

= h(k|k-l) + K(k) [z(k) - M(k) h(k k-1)] 

k = k + 1 

Compute (a posteriori) covariance matrix 

P(k|k) = [I - K(k) M(k)] P(k|k-1) 

Compute (a priori) covariance matrix 

P(k+l|k) = P(k|k) + Q 

Update stage 

Fig. 6.— Algorithm of Kalman Filtering 
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and the salinity of the lake may be predicted step by step. Since we 
published the results on the prediction of water levels (5), we herein 
do not refer to them. The initial values of h and P are assumed as 
follows. 

h = 0 (13) 

P = 0.1 (14) 

The initial values of each variable are used to represent the determi- 
nistic parts which are illustrated by "-". The predicted salinity down- 
stream the gate an hour and three hours ahead of time is given in Fig.7 
in the case of j=l. After 35 hours from the start the prediction an 
hour ahead of time almost coincides with the observation, but the 
prediction three hours ahead of time is not still in good agreement 
with the observation. Fig.8 shows the prediction of the salinity of 
the lake in the case of j=l. After 40 hours from the start the pre- 
dicted salinity an hour ahead of time coincides with the observed data, 
but the prediction three hours ahead of time is not enough. The identi- 
fied parameters by the Kalman filtering algorithm are illustrated in 
Fig.9. The severe fluctuations of the parameters are not found after 
40 hours from the start. The time of 40 hours corresponds to the time 
when the reasonable prediction an hour ahead of time occurs. Fig.10 and 
11 represent the predictions of the salinity downstream and of the lake 
during another time period which iirmediately follows to the period used 
in the previous analyses, respectively. These predictions are gradually 
improves as time passes. Fig.12 shows the erroes of the predicted 
salinity of the lake in the case of j=l and j=2. In the early stage the 
prediction for j=2 is better than that for j=l. But after 40 hours the 
superiority decreases. That is, an appropriate prediction may be made 
by using the first order Markov process. 

Summary and Conclusions 

1. The prediction of the salinity and the water level is made by the 
Markov model with the Kalman filtering theory. The prediction an 
hour ahead of time is in good agreement with the observation. 

2. To describe the phenomena in this paper the first order Markov 
process may be adequate, since the length of the river is short and 
the dimension of the lake is small. The modeling does not need to 
memorize much past information. 

3. The prediction of future sea levels is usually calculated by the 
other method, but the prediction of the water level of the lake is 
not predictable. The limitation of the prediction model for the water 
level of the lake is made by using the simple Markov process ( auto- 
regressive process ). 
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Appendix 11.- Notation 

The following symbols are used in this paper: 
a and b = constant parameters; 
c, = salinity of lake (= c + cJ); 
D, = water depth, if gate is opened; 
J - water surface level of lake (= d + dV); 

vertical water depth between water surface level of lake and the 
upper part of gate (Fig.2(a)); 

h = parameter vector; 
K = Kalman gain matrix; 
j = order of Markov process; 
k = time step; 
M = observation transition matrix; 
P = covariance matrix of estimation error; 
Q = covariance matrix of w; 
R = covariance matrix of v; 
s, = salinity of gate; 
IT = sea level; 
vfk) = noise vector (white Gaussian); 
w(k) = noise vector (white Gaussian); 
z. = observation state vector; and 
a, 6, y,  S,  A, u, v, it,  p, and cr = constant parameters. 



THE COASTAL WIND FIELD OF THE SOUTHERN CAPE 

by 

Ian Tyrrell HUNTER 

ABSTRACT 

The coastal region of the South Cape is presented as a typical semi- 
developed coastal zone with a limited environmental dataset.  The 
author places himself in the position of a coastal engineer requiring 
wind data for design purposes.  The various sources of wind measure- 
ment are discussed.  Time series are presented depicting responses at 
different sites to the same large-scale synoptic situation.  Spatial 
variations, both across the coastal boundary and in the offshore region 
are emphasized.  These variations are brought to the attention of those 
engineers who may have to extrapolate wind conditions to their site of 
interest. 

1 INTRODUCTION 

The Cape south coast extends from Cape Agulhas to Cape Padrone at the 
eastern extremity of Algoa Bay (Figure 1).  The continental shelf wi- 
dens considerably in this region to form the Agulhas Bank which has 
been chosen as the site of a multidisciplinary oceanographic research 
project. As part of the meteorological program for the project, 
existing sources of wind data were fully explored.  They include: 

(i) Long-term wind data from weather offices. 
(ii) Synoptic reports from ships of opportunity, 

(iii) Wind from offshore drilling platforms. 
(iv) Estimated wind data from lighthouses. 

An additional source was created in February 1982, when three automa- 
tic weather stations were erected at suitable coastal sites.  A fourth 
station was periodically mounted on the R V Mei-ving Naude  and this 
provided invaluable offshore data.  Figure 1 shows the distribution 
of the various sources of wind data along the coast. 

The various types of wind observations are discussed in terms of their 
accuracy, representativeness and distribution.  Justification for such 
a study, from a coastal engineering point of view, comes from the fact 
that a significant proportion of the wave energy on this coast is 
generated by the high-frequency, locally generated component. 

2 WIND OBSERVATIONS AT FULLY FLEDGED WEATHER OFFICES 

There are two weather offices in the study area, one at H F Verwoerd 
Airport, Port Elizabeth, and the other at George.  Both have been 

National Research Institute for Oceanology, Council for Scientific and 
Industrial Research, Stellenbosch, Republic of South Africa. 
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recording hourly wind speed since 1951, using Dines pressure tube 
anemometers. 

H F Verwoerd Airport (see inset Figure 2), is located 3 km from the 
coast with the anemometer at a height of 60 m a.s.l.  The general 
terrain surrounding the airport is flat with no marked topographical 
features.  Yet it can be shown that data collected here are not re- 
presentative of coastal conditions. 

During the period 1 to 3 September 1978, a series of intense low pres- 
sure systems resulted in high seas on the Agulhas Bank.  In Figure 2 
hourly wind data from H F Verwoerd Airport are compared with those 
from the oil rig Sedco-K, roughly 40 km to the south (See Section 5 
for details of wind reduction to standard height). 

It is evident that there was initially no coupling between air movement 
at the airport and that offshore.  However, this situation improved 
as the boundary layer became more mixed, especially overnight.  Never- 
theless, if one compares the maximum values measured on the Sedco-K, 
with the 50-year return value of hourly wind speed for the airport 
(22,3 m/s), (South African Weather Bureau,1974), it is obvious that 
the airport is underestimating offshore conditions.  This particular 
series of storms resulted in a significant wave height of 8,6 m 
(Shillington and Britten, 1979), at the Sedco-K site while an esti- 
mate of up to 15m was received from a tanker within the Agulhas 
current further up the coast.  The only other source of long-term, 
accurate wind data is the weather office at George.  However, since 
this station is 221 m a.s.l. and more than 10 km from the coast it 
was considered to be unsuitable as a source of information on wind 
conditions. 

Hsu (1980) has related mean monthly offshore wind conditions to those 
at a suitable coastal site.  Unfortunately, insufficient data were 
available for such a study of conditions here.  However, it is 
obvious from Figure 2 that the airport is not suitable for measuring 
coastal wind conditions. 

3    WIND FROM OFFSHORE DRILLING PLATFORMS 

The search for oil on the Agulhas Bank and the associated demand for 
environmental data, have provided researchers with invaluable offshore 
wind measurements. However, even this dataset presents problems: 

(i) Although measurements began in 1978, the record is by no means 
continuous, 

(ii)  Measurements represent several well sites on the Agulhas Bank, 
(iii)  The anemometer is 73 m a.s.l. which poses a height reduction 

problem. 

With regard to (ii), another drilling rig, the Sedco-708, was tempo- 
rarily on the Agulhas Bank, drilling to the south of Sedco-K. While 
it was in a position roughly 78 km southwest of Sedco-K, wind speeds 
registered at Sedco-708 were significantly higher for much of the 
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time (Figure 3).  However, the latter rig was later moved to a position 
roughly 74 km WSW of the Sedco-K and the comparison was greatly improved 
(Figure 4).  It was significant that Sedco-708 was closer to the warm 
Agulhas Current when it was in the first position. 

The reduction of wind speed from 73 m to the standard 10 m a.s.l. is a 
function of boundary layer stability, which may vary considerably in 
time and space.  Whereas the wind power law has previously been applied 
with the exponent for a neutrally stable atmosphere, i.e. 

10 'U3 

U.0 = U73 • # 

subsequent wind measurements showed that this reduction may be too 
severe, especially under unstable, high-wind conditions.  The hourly 
wind values plotted in Figure 2 were obtained using an exponent of 0,1 
which effectively reduced the 73 m wind by 18%.  It is felt that this 
reduction will, if anything, underestimate the 10 m wind, under extreme 
conditions. 

In order to obtain a 50-year return period hourly wind for the Agulhas 
Bank, the method outlined by Katsiambirtas (South African Weather Bureau 
1975), was followed.  It should be noted that the chosen dataset of 
twelve months did not include the September 1978 storm (Figure 2).  A 
value of 25,8 m/s was obtained.  This value was exceeded on several oc- 
casions prior to the used dataset.  This illustrates the folly of ap- 
plying statistical methods to a relatively short wind record. 

4   SHIPS OF OPPORTUNITY 

Prior to the advent of offshore drilling operations, synoptic reports 
from merchant ships ('SHIP' reports) represented the only significant 
source of offshore wind data on the Agulhas Bank.  The coastal engineer 
planning to utilise these data would have to bear in mind that : 

1 Most vessels are 30 km or more from the coast in the region be- 
tween Cape St Francis and Cape Agulhas (see Figure 5). 

2 Reports are usually sent only on the main synoptic hour, 
i.e. every 6 hours. 

3 Vessels will be trying to avoid extreme conditions if possible. 
4 Observations are often neglected when the ship is within 

sight of land. 
5 The majority of SHIP reports contain estimated wind speeds. 

With regard to this last point, it must be borne in mind that most deck 
officers use state of sea to estimate wind speed.  However, sea state 
is not purely a function of wind.  Boundary layer stability and surface 
currents play an important role.  Also it must be expected that wind 
estimates will decrease in accuracy as wind speeds increase.  There is 
no simple solution to this problem, since an anemometer would measure 
relative wind speed and further errors may be introduced in the calcu- 
lation of true wind speed. A height reduction problem also arises since 
anemometer height is not provided in the standard message and this will 
vary greatly from vessel to vessel. 
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5   ESTIMATES OF HOURLY WIND FROM LIGHTHOUSES 

This represents the only source of long-term, truly coastal observations. 
There are now only three fully manned lighthouses on the Cape south 
coast (Figure 3).  Of these three - 

1 Cape St Francis is fitted with a pressure plate which is of no use 
under extreme conditions as it is almost horizontal at 15 m/s. 

2 Cape St Blaize is badly positioned for wind observations, being 
sheltered from wind from certain directions. 

Bearing in mind the limited accuracy of observations from these light- 
houses, it has not been possible to determine their relationship to 
offshore conditions. 

6 AUTOMATIC WEATHER STATIONS 

Three permanent automatic weather stations were set up on the Cape south 
coast in February 1982.  At all three sites, the prevailing winds have 
very limited stretches of coast to cross before reaching the anemometers. 
The surrounding terrain is also reasonably flat.  The anemometers are 
all placed well above the internal boundary layer (IBL). 

A fourth automatic weather station is mounted on the NRIO's research 
ship, R V Meiring Naude,   for those periods which she spends off the 
south coast.  These wind data are invaluable in the study of offshore 
variation. 

Figure 6 illustrates how nocturnal cooling may totally decouple the air 
flow on shore from that offshore.  Early on 9 August, the R V Meiring 
Naude  was crossing Algoa Bay in the direction of Bird Island.  A land 
breeze of about 5 m/s was blowing as the vessel passed within 15 km of 
H F Verwoerd Airport.  At the latter site the establishment of the 
nocturnal inversion resulted in calm conditions from 22h00 until llhOO 
the following day.  In the vicinity of Bird Island the land breeze 
reached a peak of 9,2 m/s at 08h00, finally dying off at llhOO.  The 
third curve in Figure 6 represents conditions at Cape St Francis (see 
Figure 1).  The high wind speeds recorded there on 9 August are due to 
a frontal wave which was much weaker when passing the R V Me-iving 
Naude  (the vessel was at that stage to the west of Cape St Francis). 
Note that the anemometer at Cape St Francis is above the nocturnal 
inversion with the land breeze there reaching a peak speed at 04h00. 

7 CONCLUSIONS 

This study has compared actual hourly wind averages as opposed to the 
comparison of long-term means.  The following conclusions may be drawn: 

(1)  Although a simple relationship may, at times, exist between 
wind speed at a coastal site and one a few kilometres inland, 
the inland record may become completely decoupled due to ex- 
cessive boundary layer stability. 
Should extreme return period winds for such an inland site be 
applied to the coastal site, a severe underestimate may 
result. 
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(2) Extreme return period winds for an offshore site, based on a 
relatively short dataset (less than 10 years), may also under- 
estimate the true condition. 

(3) Offshore conditions may vary over relatively short distances 
(less than 100 km).  This may be attributed, amongst other 
things, to sea surface temperature distribution and preferred 
locations for new synoptic developments. 
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TIDAL AND INERTIAL CURRENTS AROUND SOUTH AFRICA 

by 

E H SCHUMANN and L-A PERRINS 

ABSTRACT 

Limited information is available on currents in the semi-diurnal and 
diurnal frequency bands for the coastal ocean areas around Southern 
Africa.  However, recently mooring data have become available from 
sites on the east, south and west coasts, and this paper analyses these 
results in an attempt to assess the importance of tidal and inertial 
currents. 

It is clear that on the narrow shelf on the east coast the Agulhas Cur- 
rent dominates the energy spectrum, and tidal currents should be rela- 
tively unimportant at such sites.  In the south on the Agulhas Bank the 
Current is still important, but comparable energy resides in inertial 
and tidal fluctuations.  Modal analysis indicates the tides are pri- 
marily barotropic, with the inertial fluctuations mainly baroclinic. 

In the absence of a major current on the west coast, most of the cur- 
rent variance occurs in the tidal and inertial bands; a complex verti- 
cal structure is also found. It is therefore clear that there are 
regions where such currents cannot be ignored. 

1    INTRODUCTION 

The most predictable forcing in the ocean is that due to the astro- 
nomical tides, with the tidal potentials associated with the various 
motions of the earth, moon and sun known to a high degree of accuracy. 
However, that does not mean that the response of the ocean to this 
forcing is necessarily predictable to the same degree of accuracy. 
Indeed, the ocean can respond in a variety of forms, dependent pri- 
marily on coastal and bottom topography, and the internal ocean 
structure. 

The most obvious tidal motion is that of the surface of the ocean, 
with regular fluctuations in sea level ranging, in various parts of 
the world, from less than a metre to more than ten metres.  Since 
such changes are of immediate interest to coastal communities, sea level 
tides have been known, studied, and predicted with various degrees of 
accuracy for many years. Prediction techniques have generally been 
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dependent on sea level measurements carried out over long periods at 
appropriate coastal sites.  This is also so in South Africa, where 
regular tide tables are issued by the Naval Hydrographer. 

By continuity, there must also be currents associated with such 
movements of the sea surface.  The strength of the currents is de- 
pendent on topography, with the most apparent examples occurring in 
estuaries and on the wider continental shelf regions. 

Internal tides, dependent on the density structures within the ocean, 
also occur.  Wunsch (1975) reviewed the nature of these fluctuations, 
which may cause vertical deflections of 30 m or more in the constant 
density surfaces.  As with the surface, or barotropic tides, there 
are also currents associated with such baroclinic motions, although 
phase changes take place with depth. 

There are further fluctuations in ocean currents that will be dis- 
cussed here, since the periods involved are in the range of the semi- 
diurnal and diurnal periods of the dominant tidal forcing.  These are 
the inertial currents, the oscillations in water set in motion and 
then moving over a rotating earth.  The major generating force is wind 
stress, but with the details of the motion dependent on topography and 
ocean density structure.  The period of such inertial oscillations 
depends on latitude, being given approximately by the relation 12.04/ 
sin(latitude) hours. 

Except where they are influenced by distinct coastal features such as 
estuaries, tidal currents around South Africa have been given little 
attention.  To some extent this has been due to the lack of suitable 
measurements, but on the other hand it appears to be accepted that the 
effects of tidal currents should be negligible compared with currents 
generated by other forces.  Reasons for such assumptions may be the 
generally straight coastlines, and the limited continental shelf areas. 

This paper attempts to take a first look at tidal and inertial cur- 
rents using data from moorings deployed on the east, south and west 
coasts of South Africa. These are distinctly different oceanic re- 
gimes, with the resulting currents also having different charac- 
teristics. It is clear that there are areas where such currents 
cannot be ignored, and where they may, in fact, constitute the most 
energetic part of the current spectrum. 

2   OCCURRENCE OF TIDAL AND INERTIAL FLUCTUATIONS 

The periods of astronomical tides cover a wide range, with the domi- 
nant components tending to fall into groups centered at semi-diurnal, 
diurnal and longer-period motions. Within these groups the frequen- 
cies are split by multiples of a cycle per fortnight, cycle per year, 
etc. Table 1 lists the major semi-diurnal and diurnal components 
of interest here. 

Analyses have indicated that in many areas the tides propagate large- 
ly as Kelvin waves (e.g. Platzman, 1971; Munk, Snodgrass and Wimbush, 
1970).  This means that the tidal potentials can excite waves at 
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selected periods, and that the observed amplitudes and currents then 
occur as a result of the propagation of these waves.  They are gravity 
waves modified by rotation, and propagate in the southern hemisphere 
with the coastline on the left in the direction of propagation. 

The major portion of the tidal amplitude observed at a coastal site 
is generally due to a barotropic type of Kelvin wave.  Such a wave 
does not depend on stratification, and for narrow shelf regions does 
not depend markedly on shelf topography.  Around South Africa there 
are no great variations in the amplitudes of the semi-diurnal and 
diurnal barotropic tides, with spring tide amplitudes ranging from 
about 1.4 to 1.8 m, and neap tides from 0,5 to 0,6 m. 

The offshore scales of the baroclinic tides are the corresponding 
Rossby radii of deformation, generally of the order of a few tens 
of kilometres or less.  As such, smaller-scale topographic features 
on a continental shelf region can exert a considerable influence on 
their characteristics. Usually the buoyancy frequency due to the 
stratification is much less than the tidal frequencies, so that reso- 
nance does not occur.  The patterns of baroclinic tides also show con- 
siderable variations with respect to the more stable barotropic tides. 
Thus the small wavelengths make them susceptible to Doppler shifting 
by more energetic currents, thereby changing the frequency with respect 
to a stationary observer.  Moreover, if measured tidal current amplitudes 
are strong functions of time, it can be assumed with a fair degree of 
certainty that they are due to baroclinic tides. 

Baines (1982) discusses the internal tide generation models, where the 
forcing is due to the barotropic onshore-offshore tidal currents.  The 
analysis indicates that the amplitude of such forcing will be accen- 
tuated markedly at a shelf break; the generated internal tide should 
therefore be sensitive to variations in stratification in such a 
region. 

Analyses, such as those by Torgrimson and Hickey (1979) and Huthnance 
and Baines (1982), indicate that the propagation of tidal signals and 
the associated currents are complex phenomena.  If the details of their 
structures are to be elucidated, a knowledge of the ocean stratifi- 
cation, ambient currents and bottom topography is needed, not only in 
the region of interest, but also far enough alongshore to accommodate 
waves moving along the coast; this again brings with it factors such 
as frictional dissipation. 

An important factor in tidal theory is the existence of so-called 
"inertial latitudes", where the inertial period at that latitude is 
equal to one of the tidal constituents (Wunsch, 1975). For the diurnal 
constituents this occurs at latitudes between 26,5° and 30°, while for 
the semi-diurnal constituents the inertial latitudes range between 
71° and 90°.  Initially it was in fact thought that inertial motions 
occurred primarily in resonance with tides. However, Webster (1968) 
reviewed existing literature on the subject and discounted the idea. 
In particular, it is now accepted that one of the prime generators of 
inertial period motions is wind stress (Wang and Mooers, 1977; Mayer, 
Mofjeld and Learaan, 1981). 
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By the nature of its dependence on the local vertical component of the 
earth's rotation, pure inertial motion is horizontally polarised. 
It is also a circular motion, with an anticlockwise rotation in the 
southern hemisphere. 

In the South African context the inertial period is close to the 
diurnal tidal period, possibly giving rise to interactions and making 
the separation of the two motions more difficult.  In particular, it 
is worth noting that in an earlier analysis Welsh (1964) found pro- 
nounced inertial currents on the Agulhas Bank. 

3    DATA AND ANALYSIS 

The current data analysed here were all recorded by Aanderaa RCM-4 
meters.  These utilise a Savonius rotor to give a mean value of 
current speed over the measuring period, while a large vane gives an 
instantaneous value of current direction; the size of the vane ef- 
fectively eliminates high-frequency fluctuations. Water temperature 
was also measured. 

One mooring was chosen on each of the east, south and west coasts, 
and Figure 1 depicts the approximate positions at which the moorings 
were deployed, while Table 2 gives further mooring details.  The mooring 
off Natal formed part of the Shelf Dynamics Project, with the meter 
mounted on a rigid stand some 3 m off the bottom.  The moorings on the 
Agulhas Bank and off the west coast were done as part of a contract 
for the Southern Oil Exploration Corporation (SOEKOR).  These con- 
sisted of taut-wire moorings, with the one at site Wl deployed di- 
rectly from an oil drilling platform.  Four meters were included in 
the vertical array, although good data were obtained only from three 
meters at the SI site. 

The depth of the shallowest meters on all the moorings should have 
precluded excessive contamination of the current speed record by wave- 
induced motions (Halpern, 1977).  The rigid stand deployment, the 
configurations off the oil drilling platforms, and the subsurface 
upper buoy deployment would also have stopped or limited "rotor pumping" 
caused by mooring motion (Halpern and Pillsbury, 1976).  As a conse- 
quence, for present purposes the values of currents and temperatures 
registered will be assumed to be an accurate reflection of the conditions 
actually present in the ocean at the time. 

For all meters the data interval was set at 15 minutes.  The values of 
currents and temperatures thus obtained were subjected to standard 
processing and analysis procedures before being filtered and deci- 
mated to hourly values by the operation of a Cosine-Lanczos filter 
with 24 distinct weights and a half power point of 0,5 cycles/hour. 
The hourly values served as the basis for most of the subsequent ana- 
lysis, although in some cases further filtering giving three-hourly 
values was also applied. 

Standard spectral analysis techniques were utilised to obtain the 
power spectra of the measured currents and temperatures (Jenkins and 
Watts, 1968).  The resultant of any periodic, orthogonal pair of velo- 
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FIGURE 1. The Southern African coastline, showing bathymetry 
and indicating the positions of the moorings discussed 
in the text. 
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cities may also be represented as the combination of two vectors which 
rotate in opposite senses.  Thus a velocity signal at a given fre- 
quency may be thought of as consisting of both clockwise and anti- 
clockwise portions.  Such a decomposition can then be used to compute 
clockwise (S ) and anti-clockwise (S ) energy spectra, also referred 
to as rotary spectra (Gonella, 1972).  The total spectrum S  is then 
the sum of the two portions. 

The rotary coefficient C is defined as 

C  =  —=   =  1 - £ 
St 

and gives the partition of the energy S and the relationship with 
the normal ellipse eccentricity, e. For pure circular motion the 
magnitude of C will be one, while it will be zero for linear fluctu- 
ations.  Such an analysis is therefore important in distinguishing 
between inertial and Kelvin wave-type fluctuations. In the southern 
hemisphere inertial motion is anti-clockwise, that is, S » S_, while 
for Kelvin waves S  ~ S . 

Current ellipses can thus be determined at all frequencies of inter- 
est, with the orientation of the major axis giving the dominant di- 
rection for the current fluctuations. 

A further parameter of importance in this analysis is the stability 
of orientation of the ellipse.  This gives an idea of the isotropy of 
the wave field generated by tides and inertial motions in the ocean; 
in particular, the barotropic tides should be stable, with a greater 
variability inherent in the internal motions. 

In order to obtain more information about the nature of the internal 
fluctuations, empirical orthogonal mode (eom) analysis can be performed 
(Kundu, Allen and Smith, 1975).  In essence, this technique determines 
the subdivision of the variance of the current fluctuations into the 
possible modes of oscillation, as well as giving information on their 
depth structure.  In this way it can be ascertained whether the motion 
was predominantly barotropic, first mode baroclinic, etc. Of course, 
with four meters in the vertical it is possible to investigate only 
the first three baroclinic modes, although even this depends on the 
position of the meters relative to the density structure. 

The basic technique was extended by Wang and Mooers (1977) to enable 
modes to be determined at specified frequencies. This involves the 
determination of the co-spectra and quadrature spectra, and then find- 
ing the empirical modes as eigensolutions of the cross-spectrum matrix. 
These methods were used in the analysis of the results from moorings 
deployed on the south and west coasts. 
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4 EAST COAST - NATAL 

As shown in Figure 1, the shelf here is narrow, with the off-shore 
region dominated by the influence of the Agulhas Current (Pearce, 
1977).  This is a major western boundary current flowing polewards 
along the coast.  Schumann (1981) analysed the data from moorings de- 
ployed off Natal and concluded that markedly different regimes existed 
in the region.  In particular, the subtidal currents measured at the 
site El were largely associated with the Agulhas Current, 

Figure 2 shows the result of rotary spectral analysis at the site 
El.  It is clear that, at the diurnal Oi and Ki tidal frequencies, a 
fairly significant peak emerges.  The stability and ellipticity are 
high, as would be associated with classical Kelvin wave propagation. 
The abrupt drop at the inertial frequency associated with a high 
ellipticity indicates limited inertial motion. 

A peak also emerges at the M2 semi-diurnal frequency.  The ellipse 
stability is lower, with a lower ellipticity, indicating a more cir- 
cular type of motion than that at the diurnal periods. 

However, overall it is clear that the fluctuations at the diurnal and 
semi-diurnal periods play a relatively minor role in the energetics 
at the site.  It is dominated by energy at much longer periods, pro- 
bably associated with the Agulhas Current. 

5 SOUTH COAST - AGULHAS BANK 

The Agulhas Bank comprises the widest continental shelf around South 
Africa, with a maximum offshore extent of about 270 km (see Figure 1). 
The measurements to be discussed were made on the eastern side of the 
Bank in water depths of less than 150 m. The Agulhas Current plays an 
important part in the dynamics of the region, particularly in terms of 
the spin-off eddies on the inshore edge which can penetrate onto the 
Bank itself (Lutjeharms, 1981).  The influence of the Current, and the 
variations over the shelf, is then also apparent from the results 
obtained at the mooring SI (Figure 1), particularly at longer periods. 

Figure 3 shows the results of rotary spectral analysis carried out 
at the site SI.  It is clear that there are three main contributions 
to the current fluctuations observed there, namely, those occurring at 
periods longer than about three days, and then the diurnal/inertial 
and semi-diurnal fluctuations. Only the latter two are of interest 
here, although it is worthwhile noting that, at periods of longer 
than about ten days a clockwise rotation dominates; this is probably 
associated with the spin-off eddies. 

A substantial, broad peak appears in the anti-clockwise spectrum 
covering the diurnal and inertial periods in the range from about 18,5 
to 27 hours. This is not reflected in the clockwise spectrum, indi- 
cating the existence of a dominant anti-clockwise motion. This is as 
expected at or near the inertial frequency, and is confirmed by the 
relatively high ellipse stability and low ellipticity shown in 
Figure 3. 
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10V 

  Anticlockwise 
 Clockwise 

bandwidth 

95% C.I 

Clockwise and anticlockwise spectra for the 
measurements taken at site El.  Also shown are 
the ellipse stability and ellipticity, while the 
positions of the major tidal frequency bands are 
indicated, as well as the inertial frequency (f) . 
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FIGURE 3.   Clockwise and anticlockwise spectra and ellipse 
stability and ellipticity for the measurements 
taken at the topmost meter (depth 38m) at site SI. 
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A sharp, energetic peak occurs at the M2 tidal frequency.  Again the 
anti-clockwise spectrum dominates at this point, although there is 
nonetheless a substantial peak in the clockwise spectrum.  A high 
ellipse stability is found, but with an intermediate value of the 
ellipticity. 

The spectra determined from the measurements made at the two lower 
meters showed the same characteristics as those depicted in Figure 3 
for the upper meter, although with slightly lower energies. However, 
this does not mean that the fluctuations observed were barotropic, 
since the analysis has merely indicated that the division of energy 
into the various frequency bands is similar. 

Figure 4 shows the variations in coherence and phase between the 
east and north components of current at all three depths.  It was 
not considered necessary to select any specific orientation for the 
current components, since Figure 3 did not reveal an exceptionally 
marked orientation for the current fluctuations. 

It is clear that there is a major difference between the tidal and 
inertial period fluctuations.  At the semi-diurnal and diurnal tidal 
periods a high level of coherence is found throughout the water 
column, with a minimal phase change with depth.  At the inertial 
period a high level of coherence is also found, but with a phase 
change approaching 180° between the upper and middle meters.  Cal- 
culation of the mean temperatures recorded at the three depths over 
the whole measuring period gives values of 16,6°C (38 m), 10,2°C 
(108 m) and 9,9°C (130 m). It is therefore clear that a major pycnocline 
existed between the upper and middle meters, giving favourable conditions 
for the existence of baroclinic fluctuations. On the other hand, only 
the inertial period fluctuations appear to respond, as indicated as well 
by the sharp dip in coherence between the diurnal tides and the inertial 
frequency in the upper meters of Figure 4. 

The results of eom analysis are given in Table 3, and support the 
above conclusions.  The vast majority of the fluctuation energy re- 
sides in the barotropic and first baroclinic modes, although there 
are some much smaller phase variations with depth in each of these 
modes; these may be associated with frictional effects or vertical 
propagation. 

The difference between the long-period, tidal and inertial fluctua- 
tions is clear. The former are all essentially barotropic, with no 
more than about 10% of the energy distributed amongst the baroclinic 
modes. However, the inertial fluctuations are primarily dependent 
on the variations in density over the ocean depth, with less than 20% 
of the energy in the barotropic mode.  This seems to be in agreement 
with the result that inertial oscillations in a coastal boundary or 
shelf region are essentially dependent on stratification (Pettigrew, 
1981).  It is also likely that there was considerable variability in 
the extent of the inertial fluctuations over the measuring period. 
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Coherence  and phase between the east and north current 
components at site SI.  The top section considers 
currents from -the upper and middle meters (38 and 10 8 m) , 
while the bottom section considers the middle and lowest 
meters (108 and 138 m) .  The 95% confidence limits are 
shown in the coherence, while for the upper meters the 
approximate error bars for phase are shown only at the 
indicated frequencies;  for the lower meters the error 
in phase is less than 20 .  Phase is only shown for 
relatively high coherence, while a positive value indi- 
cates that the lower of the two meters leads. 
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6   WEST COAST 

The bottom topography is much more broken off this coast than either 
on the east or south coasts, with no well-defined shelf or slope.  The 
Benguela Current flows northward here but should not be thought of as 
a well-defined current, but rather as a general movement of water 
northwards with eddies and current reversals. 

The inertial period at this mooring is very close to the Ki tidal 
period (Table 2).  With the relatively short records, it was therefore 
not possible to resolve fluctuations at these two periods. 

Figure 5 shows rotary spectral calculations at three of the four 
measuring depths.  It is clear that the fluctuations at tidal and 
inertial frequencies contribute a major portion of the current ener- 
getics at the site.  There is, moreover, a change with depth, with the 
diurnal/inertial peak highest at the upper meter, but then gradually 
being superseded by the semi-diurnal peak as the depth increases. 
However, it should be remembered that the time series at the upper 
meter covered only about four-fifths of that at the lower depths. 
The reason for the apparent emergence of a peak at about a 17-hour 
period is also not clear. 

As expected, at the diurnal/inertial frequency the anti-clockwise peak 
contains most of the energy, with associated ellipticity values of 
less than 0,06 at all four depths.  At the semi-diurnal peak the motion 
is also primarily anticyclonic, with ellipticity values of 0,42 at the 
upper meter and less than 0,28 at the deeper meters. 

Figure 6 shows the coherence between adjacent meters on the mooring. 
Only the eastward components of the currents were considered, since 
again the low ellipticity values at the frequencies of interest show 
that any fluctuations will be reflected in all current components. 

At the diurnal/inertial frequencies, there is a low coherence over the 
whole water column, while at the semi-diurnal M2 frequency a very high 
coherence emerges.  Inspection of the phase angles at the M2 frequency 
shows values close to zero between all the measuring depths, that is, 
largely barotropic motion occurred with the semi-diurnal tidal propa- 
gation. 

The eom results support these conclusions, with only the M2 tidal fluc- 
tuations having a well-defined structure; here the barotropic mode 
dominated the energy partition with about 91%, with 8% in the first 
baroclinic mode.  The long-period barotropic component comprised about 
74% of that band's energy, although with more limited coherence es- 
pecially near the surface. About 20% and 6% went into the first and 
second baroclinic modes, respectively. At the 0i, Kx tidal and the 
inertial frequency bands the situation is much more confused, with 
little indication of barotropic motion, but with a limited vertical 
coherence in the baroclinic motions. 
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Clockwise and anticlockwise spectra  from 
measurements  at  29,   79   and  239   m depth  at 
site Wl.     The 9 5% confidence  limit shown  for 
the bottom spectra applies   to all  three  cases, 
while the bandwidths at the upper meter differ 
because of  the  shorter record. 
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7    CONCLUSIONS 

The analysis that has been presented here has been limited by the small 
amount of current data available. As a result it was not possible to 
investigate the propagation of tidal and inertial signals, with only a 
limited analysis being possible of the vertical structure on the south 
and west coasts of South Africa. 

Nonetheless, as a first look at the tidal and inertial currents, some 
very important differences between the coastal ocean regimes around 
South Africa have emerged.  Moreover, it is clear that these currents 
cannot be ignored as a matter of course; indeed there are regions where 
they provide the dominant contribution to the total current variance. 

Table 4 gives the comparison.  The majority of spectra, particularly 
along the south and west coasts, have exhibited peaks at the semi-diurnal 
diurnal/inertial frequencies, as well as at the low-frequency limit. 
Consequently these peaks have been considered in the comparison; in some 
cases judging the extent of the peaks has been somewhat subjective, but 
in the majority of cases the error involved is small. The low frequency 
limit has included all frequencies less than about 0,014 cph (3 days). 

On both the south and west coast sites the current ellipses at the tidal 
and inertial frequencies all rotate anti-clockwise. The ellipses them- 
selves are not very eccentric, with the currents not showing the linear 
polarisation associated with the classic barotropic Kelvin wave.  None- 
theless the indications are that at the M2 semi-diurnal frequency the 
fluctuations were predominantly barotropic, also supported by the very 
consistent values found with depth in Table 4.  Without more measurements 
the precise structure of the baroclinic fluctuations is not known, al- 
though the evidence for a strong first mode oscillation at the sharp 
thermocline at site SI is clear. 

The generation of the baroclinic fluctuation at tidal and inertial fre- 
quencies falls outside the scope of this paper, and indeed there are 
only limited data available to investigate this aspect. Nonetheless, 
given the proximity of the diurnal and inertial frequency bands, it is 
likely that some interaction occurred.  Wind stress should also play a 
part, in which case a seasonal variation could be expected with the 
different seasonal winds.  Changes in density structure would then 
markedly affect the response. 

As a result, it is probable that considerable variability is likely to 
occur in the baroclinic fluctuations, that is, at times there may be 
minimal currents, but in order to achieve the mean values in Table 4, 
there must have been substantial currents at other times. Topographical 
variations and changes in ocean structure will also cause changes in 
the currents at the various frequencies; at present such variability 
across the shelf regions and with time is not known.  It is nonetheless 
clear that in any construction or development in the ocean around 
South Africa, cognisance should be taken of the fact that tidal fluc- 
tuations may constitute the dominant portion of the currents actually 
encountered. 
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Tidal Symbol (description) 

Oi (principal lunar) 

Diurnal    Pi (principal solar) 

Ki (lunisolar declinational) 

N2 (elliptical to M2) 

Semi-     M2 (principal lunar) 

diurnal    S2 (principal solar) 

K2 (lunisolar declinational) 

Coefficient 
IMS; 

25,82 0,415 

24,07 0,194 

23,93 0,585 

12,66 0,192 

12,42 1,000 

12 0,466 

11,97 0,127 

The main diurnal and semi-diurnal tidal constituents. 
The coefficient gives a value of the appropriate tidal 
potential relative to the dominant M2 tide. 

Mooring 
(Period) 

Water 
Depth 
On) 

Meter 
Depth 
(m) 

Data 
(days) 

Inertial 
Period 
(hrs) 

East El 29 
(Oct.1976-Jan 1977) 

26 91 23,25 

38 93 
South SI        144 108 94 

(Nov.1978-Jan 1979) 130 94 

29 27 
West Wl        255 79 35 

(May-Jun 1981) 159 35 
239 35 

20,75 

23,73 

TABLE 2: Details of the data recovered from the moorings deployed 
on the east, south and west coasts of South Africa. 
Locations of the sites are given in Figure 1. 
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Long Period  OiKj Tidal  Inertial (F)  M2 Tidal 

Barotropic 

First baroclinic 

94 89 

10 

91 

9 

TABLE 3:  Energy partition in the various frequency bands at the 
mooring site SI. Only the easterly current component 
was used in these calculations. 

Site 
Depth 
(m) 

Mean Curr 
Eastward 

ent (cm/s) 
Northward 

Current f 
Low 

Frequency 

luctuations 
Diurnal/ 
Inertial 

(cm/s) 
Semi- 

diurnal 

38 -11,2 -13,2 17,5 7,9 4,3 

SI 108 -13,1 -5,5 13,3 6,8 4,0 

138 -12,6 -3,8 12,3 4,1 3,7 

29 -12,0 0,1 6,7 6,4 3,6 

79 -9,7 0,7 4,0 3,1 2,5 
Wl 

159 -4,4 0,4 3,4 3,5 3,5 

239 -3,7 0,5 4,6 3,4 4,5 

TABLE 4:  Mean currents and the appropriate magnitude of current 
fluctuations over three frequency bands. These fluctuations 
have been calculated as the square root of the current 
variance over the bands shown. 



THE RELINING OF SAICCOR'S EFFLUENT OUTFALL 
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AHRENS, HUGH P.L. (MEMBER ASCE) 
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ABSTRACT 

This paper describes the method employed to refurbish an existing 
marine outfall which was deteriorating rapidly. It reviews the 
repair options that were available and how each was investigated and 
rejected until the best solution was obtained. Finally the execution 
of the project is described in detail through each stage to 
successful completion. 

1.0       INTRODUCTION 

The SAICCOR rayon pulp mill at Umkomaas on the east coast 
of South Africa was commissioned in 1954 with an initial 
capacity of 100 tons of pulp per day and is currently pro- 
ducing 1 200 tons of pulp per day. 

During 1964 and 1965, investigations into the provision of 
a sea outfall were carried out and in 1967, a rubber lined 
steel pipeline of 914 mm internal diameter designed to dis- 
charge a little over 100 000 m^ per day of effluent at 
50°C into the Indian Ocean through a diffuser system 
located 2500 m offshore in 20 to 25 m of water was 
commissioned. The outfall consisted of a landline 
delivering effluent from a pumping station on the south 
bank of the river to a sealine which was located north of 
the Umkomaas River mouth. 

The landline was made up of three separate sections as 
follows: 

(a) Pumphouse to bridge 

This was a 117 m long section of buried pipe 
terminating in a 9 m high vertical leg discharging 
into a bend on a bridge over the Umkomaas River. 

(b) Bridge section 

This consisted of 8 No 25 m long self supporting pipes 
spanning between the existing bridge piers. 

Bernstein, M.  Consultant to Campbell, Bernstein & Irving 
Ahrens, H.    Partner of Campbell, Bernstein & Irving, Overport, South Africa 
Smart, M.     Engineer with Campbell, Bernstein & Irving 
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(c)  Bridge to the sea outfall 

This consisted of a 200 m length of buried pipe from 
the end of the bridge to a 90° bend at the beach which 
is the start of the sealine. 

The 2000 m long sealine was made up of 97,5 m flanged 
lengths with a 100 mm thick concrete weightcoat. It 
terminated in a 300 m long diffuser section containing 
48 No vertical outlets ranging in diameter between 100 mm 
and 137 mm. 

An examination of the pipeline at the end of 1971 revealed 
some deterioration of the rubber at the invert and there 
were also signs of blistering up to 25 mm diameter under 
the pulp scale which had built up to a thickness of about 
25 mm. It was considered that most of this deterioration 
was caused by the passage of heavy grit in the effluent and 
equipment to reduce this was installed. 

Further inspections at regular intervals revealed a 
reduction in the rate of deterioration. Although the 
friction factor was building up at a rapid rate, it was 
decided not to attempt to remove the scale because this was 
undoubtedly offering protection to the lining. 



EFFLUENT OUTFALL RELINING 2583 

An inspection in 1978 revealed that tiles from the pump 
station sump lining had, broken away and entered the 
pipeline through the pumps. These 150 x 150 x 37 clay 
tiles accumulated at the bottom of the 9 m high riser to 
the bridge until they broke roughly in half and were 
carried up the riser and through the main pipeline. 

Following reports of further deterioration and damage to 
the lining within the pipeline as a result of the movement 
of tiles, a series of shut-downs was arranged and 
inspections of the accessible sections of the pipe were 
made during early 1981. 

Photographs were taken which revealed that the build-up of 
pulp was severe and, in certain areas, debris mainly in the 
form of broken tiles had built up and become cemented by 
the pulp. Attempts to clear away the debris mechanically 
proved largely ineffective because of the lack of suitable 
facilities to transport the debris over any distance in the 
time available. 

Later in that year, leaks were detected on the land section 
of the pipe north of the bridge and these were sealed using 
external clamps. A further internal inspection using 
television equipment was made of that section of the pipe 
and the resulting picture was not encouraging. It was 
realised that the repair or replacement of the pipe was a 
matter of urgency and SAICCOR, working with its Consult- 
ants, pressed ahead with investigations into various 
alternatives. 

ALTERNATIVE SOLUTION 

Investigations revealed that the following were the only 
alternatives available: 

(a) a new pipeline estimated to cost more than R10 million 
requiring 15-18 months for construction, 

(b) relining of the existing pipeline with 800 mm OD 
plastic pipes estimated to cost R2,5 million but 
requiring only a few days to construct once pipes were 
available and site preparations completed. 

The latter alternative which had obvious attractions also 
had attendant risks of blockage due to: 

(i)  pulp accumulated on pipe walls, 
(ii)  rubber lining which may have been loosened by debris 

passing through the pipeline, 
(iii)  accumulations  of  cemented  debris  which  had  been 

observed during inspections, 
(iv)  the configuration of the existing pipeline which was 

known to have been moved into a flat S-curve shortly 
after laying. 
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A study of each of these problems revealed that they were 
not insuperable and it was agreed that there were emergency 
measures which could be taken provided that a j am did not 
occur within the surf zone which was inaccessible to 
divers. 

3.0       RELINING 

3.1        PHILOSOPHY 

A simple philosophy was evolved in which the existing pipe- 
line would be regarded as a "hole in the ground or in the sea" 
which could be exploited for either the receipt of a new 
internal liner or as an anchor for a new pipeline if this had 
to be laid external to the existing pipeline in the event of a 
jam. 

The following main factors emerged from the ensuing study: 

(i) that the gap between an existing 914 mm internal 
diameter rubber-lined steel pipe and an 800 mm 
external diameter plastic pipe should be adequate to 
prevent jamming as a result of pulp accumulations, 

(ii) that, if jamming did occur outside the surf zone, the 
causes could either be removed by divers who would cut 
holes under water in the existing pipeline or alter- 
natively, a large hole would be cut to permit a 
connection to be made between the section of liner 
already completed and a new pipeline which would be 
clamped to the extension of the existing pipeline, 

(iii) that an experiment would be carried out by lining the 
short landline section before embarking on the more 
formidable task of lining 2 000 m of underwater sealine. 

It was obvious that the entire operation was primarily 
dependant upon the passage of the liner through the 500 m 
long surf zone which was inaccessible to divers and it was 
accordingly decided to carry out an inspection of this 
section and clear any debris before proceeding further with 
the project. 

The hot dark coloured effluent in the surf zone section was 
displaced by cold seawater and divers traversed the entire 
surf zone in order to inspect the interior of the pipe. 
This was a formidable task requiring great physical 
endurance and courage but it was completed without incident 
and divers reported that there was no loose rubber or piles 
of debris in this section of the pipeline. It is also of 
interest to note that two heavy stainless steel props which 
had been used to secure plates internally over leaks had 
also disappeared having been carried away by the pumped 
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effluent.  As a result of the favourable report by divers, it 
was decided to proceed with the re-lining proposal. 

3.2       MATERIALS 

It was apparent that only semi-rigid pipes could be used 
particularly in the case of the sealine where the liner had 
to be introduced in one continuous length of 2100 m. 
Jointing was therefore of prime importance because, in 
addition to constructional requirements, the liner could 
only be anchored at the shore end which would result in the 
full frictional force of about 20 tonnes being transmitted 
by tension through the joints. 

Many relining materials were investigated including the 
following: 

(i)  Stainless Steel 

Stainless steel had proved reliable against chemical 
attack but was extremely costly and inflexible so that 
the use of this material would be restricted to use on 
the land only. 

(ii)  Glass Reinforced Plastic (GRP) 

Although this material had been successfully used in 
relining operations, it was considered that the joint- 
ing procedure was too slow and could not be rigidly 
controlled to obtain uniformity and reliability. The 
local cost was also somewhat high and production 
capacity limited. 

(iii)  Polypropylene (PP) 

This material which was manufactured locally would 
have been capable of withstanding the chemical attack 
and could meet the temperature requirements. The wall 
thickness proposed by the manufacturers was however 
considerable and some concern was expressed regarding 
the reliability of welding such thick walled pipes in 
the field. 

(iv)  High Density Polyethylene (HDPE) 

These pipes could also be manufactured locally but 
were unsuitable for the high temperature of the 
effluent. 

(v)  Ultra high molecular weight high density polyethylene 
(UHMWHDPE) 

This material was only available from the United 
States of America.  At that time there was only one 
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manufacturer with the expertise, equipment and 
experience of re-lining existing pipes of the size 
under consideration.  Although more expensive than 

local products, the reduced wall thickness permitted 
greater flexibility and the use of a proven welding 
technique. The supplier also offered the services of 
an experienced technician to carry out the fusion 
welding of the pipes and to supervise the handling of 
the pipe on site. 

3.3 DIAMETER AND CAPACITY 

Ultra high molecular weight high density polyethylene was 
therefore selected for the material of the liner and 800 mm 
was chosen as the outside diameter. This allowed a 57 mm 
annular space which would provide adequate flexibility 
during relining and would ensure a somewhat better capacity 
than the existing pipeline in its "aged" condition. 

The coefficient of friction for new rubber lined steel 
pipes would be about 0,013 in the Manning formula but, as a 
result of pulp adhering to the internal surface, the 
existing pipeline had a measured co-efficient of 0,023. 

It was considered however that a co-efficient of 0,020 
could be achieved by light pigging and this figure was used 
for comparative calculations of capacity. 

The Manning co-efficient for new plastic pipes was given as 
0,007 and it was assumed that, if pulp built up on the 
plastic surface, it could be easily dislodged with regular 
pigging. It was nevertheless decided to use a conservative 
0,010 for comparative calculations. 

Table 1 shows comparative friction heads per 1 000 m of the 
existing pipeline and of a new 800 OD plastic liner for 
flows of 3 000, 3 500 and 4 000 m3/h. 

TABLE 1 : FRICTION HEADS PER 1000 m 

TYPE OF 
PIPELINE 

NETT 
INTERNAL 

DIAMETER 

FRICTION HEAD in m 
per 1000 m at 

3000 m3/h 3500 m3/h 4000 m3/h 

Rubber- 
lined 
steel 

Plastic 
Pipe 
800 OD 

91 4 mm 

738,8 mm 

4,60 

3,59 

6,27 

4,89 

8,19 

6,39 
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Allowing for a possible 500 m extension of the pipeline for 
a new diffuser at a later date, total heads for various 
flows would be as shown in Table 2. 

TABLE 2 : TOTAL FRICTION HEADS 

TYPE OP 
PIPELINE 

Rubber-lined steel 

800 OD Plastic 
Pipe 

TOTAL FRICTION HEAD in m 
at PLOWS of 

3000 m3/h 

13,43 

10,64 

3500 m3/h 

18,28 

14,49 

4000 mJ/h 

23,88 

18,93 

It will be seen from TABLE 1 that the smaller plastic pipe 
has a lesser unit frictional head than the larger 
rubber-lined steel pipe whilst TABLE 2 shows that, even 
with an additional length of diffuser, the total head in 
the new smaller diameter plastic pipe would be less than 
that in the existing larger pipe because of the reduced 
friction. 

It was concluded therefore that the lined pipeline would 
have a better capacity than the original pipeline. 
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TIME FACTOR 

It was important to minimise the times of stoppages because 
of the considerable loss of production involved and the 
difficulty of stopping and restarting operations at the 
pulpmill. 

The construction work was therefore designed and planned to 
have stoppages of only 21 hours for the landline and 34 
hours for the sealine. 

4.0       CONSTRUCTION 

4.1       PREPARATION FOR PROJECT 

The preparatory work required in order to achieve the least 
possible stoppage of factory operation was a most important 
part of the project and required several months of intens- 
ive effort and the massing of considerable resources. 
Everything that could be done without causing interference 
with the flow of effluent was completed well in advance of 
the relining operations. Main items requiring special 
attention were as follows:- 

4.1.1 The sea end of the pipeline was opened and the diffuser 
ports were blanked off. Pumping at maximum flow rates was 
then used periodically to flush debris from the pipeline. 
Divers made frequent inspections at the outlet and reported 
considerable discharges of debris and pulp. 

4.1.2 Wherever relaying was possible as an alternative to 
relining, this work was completed well in advance of the 
relining operation. 

4.1.3 Specials were manufactured and anchor blocks and 
foundations were constructed in advance. 

4.1.4 Scaffolding was erected at the south end of the bridge 
where the lining operations would take place at a height of 
some 9 m above the roadway. 

4.1.5 Where connections were to take place below ground level 
sheet piling was driven to ensure safe access. 

4.1.6 A large site was prepared for the receipt and storage of 
the 12m long pipes and a welding machine was set up on 
that site to enable the pipes to be welded into 500 m 
lengths in readiness for the relining operation. Arrange- 
ments were made for the welded joint between the 500 m long 
sections to be carried out speedily during the relining 
operation. 
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4.1.7 As this site was on the side of a main railway line away 
from the sea, a 2 m diameter concrete culvert was jacked 
under the railway in order that the stored lining could be 
fed into the existing sealine. 

4.1.8 A system of winches mounted on tracks was set up so that 
the new liner could be pulled through the concrete sleeve 
and pushed into the pipeline. 

4.1.9 Divers and fully equipped vessels were commissioned to 
standby during the operation in order to open the pipeline 
and clear any jam should this occur or alternatively, to 
lay the new pipes alongside the existing pipeline in the 
event of it not being possible to insert the entire liner. 
A pinger was purchased for installation in the end of the 
pipe to assist with location of the pipe end in the event 
of a jam. 

4.1.10 Food kitchens, emergency power equipment, and a mass of 
special tools and equipment was assembled in case of need. 

4.1.11 Rigid timetables and lists of duties were established in 
order to implement a number of alternative plans in case 
problems should arise. 

4.1.12 Special equipment and protection was set up to cope with 
inclement weather. 

In effect, the whole exercise was planned as an emergency 
operation with plans to meet any contingency and it was 
significant that no contingency arose during the operations 
for which there was not a plan prepared well in advance. 

4.2       PRELIMINARY WORKS 

4.2.1 The section from the bridge to the sea outfall was con- 
structed first and this involved the laying of a plastic 
pipe in a new position adjacent to the existing pipe. The 
north end of this new pipe was connected to a tile trap 
combined with a pig port adjacent to the 90° bend at the 
start of the sealine. This tile trap remained in this 
temporary position to trap any further debris which might 
find its way into the line after commissioning of this 
section of pipes so as to avoid further accumulations of 
broken tiles in the sealine. 

Each end of this new pipeline was restricted by means of 
heavy anchor clamps. De taiIs of the anchor clamps are 
shown in Figure 3 and a feature of these clamps was the 
arrangement provided to allow for adjustment of lengths and 
location should this be necessary.  The holding down plate 
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was drilled with oversize holes and large rectangular 
washers were fitted. These large washers allowed reason- 
able movement within the bolt holes and, after final 
tightening of the bolts, the washers were welded in 
position. 

The whole of this section, except for the two ends, was 
backfilled before the first mill shut so as to hold the 
pipe in place and to provide a platform on which the liner 
pipe could be laid out in readiness for winching into the 
bridge section. 

At the south end of this section, provision was made for 
the connection to the bridge section after relining by 
sheetpiling a portion of the existing line which had to be 
removed later to provide a gap for the insertion of the 
liner. All necessary preparatory work for connecting the 
liner to the newly laid pipeline was thus prepared in 
advance. 

4.2.2 The section of the landline from the pumphouse to the 
bridge was constructed between the two mill shuts. Due to 
the complexity of the route, part of the pipeline was 
replaced using a plastic pipe buried adjacent to the exist- 
ing pipe with stainless steel fabricated fittings being 
used to tie in at the pumphouse and bridge ends. The final 
connections were made during the second mill shut. 

4.2.3 During the landline operations, the liner for the sealine 
was being made up into approximately 500 m lengths ready 
for introduction into the sealine. 
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As the liner was to be pushed into the sealine by using a 
system of clamps and winches, preparations were made to 
receive a hydraulic clamp mounted on rails and two sets of 
winches for moving the clamp backwards and forwards. 

4.3       MILL SHUT NO. 1 

4.3.1 The bridge section was relined during the first mill shut 
by pulling the liner into the existing pipes which were 
retained as structural beams. The liner was pulled from 
the south end of the bridge using a system of winches which 
would pull against the southern most flange of the pipeline 
and not introduce any load on to the bridge structure 
itself. The liner was introduced at the north end once an 
existing air valve, bend and length of pipe had been 
removed. 

A sample length of plastic pipe was pulled through as a 
sizing piece to confirm that the liner could negotiate a 4° 
bend which was known to exist in that section of the 
pipeline. Once this test had been cleared, the new liner 
was pulled into position. The actual pulling operation was 
completed in about 1,5 hours. 

The front end of the line being pulled was notched to form 
a conical nose while the tail end was fitted with a 
stub-end and loose flange. This flange was pulled hard up 
against the flange of the existing steel pipe. A new 
flanged stainless steel air valve tee was bolted to this 
and was then anchored to a concrete base so that the north 
end of the liner was effectively locked into position. 

The gap between the air valve tee and the previously laid 
plastic pipeline was closed with a section that comprised a 
length of plastic pipe, a specially designed stainless 
steel anti-vacuum fitting and an adjustable stainless 
steel closure piece to ensure an accurate fit. 

This closure piece is shown in Figure 4 and comprised a 
temporary stuffing box which was welded up after 
commissioning. The anti-vacuum device consisted of a 
NORVAL type reflux valve with a stainless steel screen and 
diaphragm designed to allow air to enter the pipeline and 
prevent the creation of an air vacuum which could cause 
collapse of the plastic pipes. 
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Graphited   Asbestos 
Packing  Type  PtOO 
16mm  Square 
4 Turns 

Welding Neck Ring 
With Loose Flonge 
'To  Din   PN   " 

Neoprene Gasket 
3mm   Thick 
ID   740    J 
0.0 930   ( 

ADJUSTABLE   CLOSURE   PIECE     (FULLY CLOSED) 

LEGEND 

1. 10mm  thick stainless  steel  pipe with welding neck ring 

2. Loose  carbon steel   flange 
3. Stainless steel packing compressor 
U.  Stainless steel outer   sleeve 
5.   Loose   carbon steel  flange FIGURE  4. 

To achieve a seal at the south end of the bridge, the 
notched end of the pipe was cut off square and a specially 
designed sleeve was inserted and bolted between the steel 
pipe flanges. Once the pipe was commissioned, the plastic 
liner would expand and seal itself against a neoprene ring 
around the sleeve. 

The divers' inspection of the 500 m surf zone section was 
carried out during the relining of the bridge section. 
Water which had been s tored in a dam on the beach was 
pumped into the sealine via a manhole on the beach. Once 
the pipeline had cooled sufficiently, three divers entered 
the pipe and began the inspection. Only one diver 
traversed the full 500 metres, the other two divers 
stopping off en route to assist in handling the air lines, 
communication cable and safety lines necessary for the lead 
diver. This magnificent team effort was completed in about 
6 hours, and the information obtained from the survey 
enabled the decision to proceed with the second mill shut 
to be made with confidence. 

4.4       MILL SHUT NO. 2 

4.4.1 When the time for the second mill shut arrived, it was 
necessary to carry out two preliminary operations before 
the relining could commence. First the tile trap was 
disconnected and physically removed from its temporary 
foundations. This exposed the open end of the pipe 
entering the sleeve under the national road. 
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Rails for the winch assembly designed to pull the liner 
pipe into the sea outfall were bolted to the concrete 
foundation of the tile trap so that the task of winching 
the pipe from the assembly yard, through the railway 
culvert and into the sealine, could commence. This winch 
assembly consisted firstly of a hydraulic clamping device 
which was mounted on rails and which gripped the pipe with 
sufficient force to transmit the winch pulling force to the 
pipe. The hydraulic clamp had a travel of 12 m and was 
pulled by two winches capable of exerting a total pull of 
40 tonnes. On completion of its 12 m travel, a return 
winch, mounted over the culvert under the railway pulled 
the hydraulic clamp, which was now in the open position, 
back to its starting position. The clamp would then be 
closed and the main winches would repeat the cycle and pull 
the hydraulic clamp back over the 12m track. 

Next an existing bend and portion of an adjoining length of 
steel pipe were uplifted on the beach side of the road as 
the bend was too sharp for the passage of the semi-flexible 
liner. In order that the total anchoring force required to 
restrain the completed liner would not be restricted to a 
single flange at the beginning of the section, an 
additional anchor block was constructed in advance on the 
beach side of the main road. This was provided with a 
clamp to which the liner could be bolted when completed. 

The first 500 m of liner moved into the pipe with ease and 
a speed approaching 10 m per minute was initally achieved. 
This rate gradually decreased and, towards the end of the 
operation, the speed had reduced to about 1,5m per minute 
whilst the force induced by the winches had gradually 
increased to a maximum of 16,3 tonnes. 

Including brief stoppages to weld the 500 m lengths 
together, the lining operation continued for 21 hours until 
the end flange of the liner was set against the flanged end 
of the existing sealine as the first anchor. The liner was 
then clamped to the anchor block previously provided on the 
beach to act as a second anchorage. The sea end of the 
liner was left loose to accommodate the 18 m of expansion 
anticipated when hot effluent was re-introduced into the 
pipeline. 

Whilst the sealine was being re lined, the tile trap was 
moved to its new and final position adjacent to the pump 
station and the new pipeline laid between pumphouse and the 
south end of the bridge was connected into the system. 

The gap between the relined sea outfall and the new pipe 
previously laid up to the tile trap during the first mill 
shut was closed with a stainless steel bend anchored to the 
tile trap foundation and connections made by using the same 
adjustable closure piece described previously. 
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5.0       CONCLUSION 

The operation was carried out with relative ease largely 
because of the advance planning of the exercise. Although 
not all precautions taken in anticipation of problems were 
required, they were necessary in order to minimise the 
heavy risks involved in a major operation of this type. 

The system has been in successful operation for over 12 
months and the pumps are handling the total effluent 
quantity effectively at a reduced pumping head. 

It is believed that this is the longest large diameter pipe 
re lining ever attempted and it was completed in a total 
shutdown time of less than 60 hours at a cost of about 25% 
of a replacement pipeline. Its success heralds 
opportunities for the renewal of many ageing pipelines 
which would otherwise require costly and disruptive 
replacement. 

ACKNOWLEDGEMENTS 

The contributions made by SAICCOR and its engineers during 
the project, the expertise and experience of working with 
large bore plastic piping provided by Maskell-Robbins Inc 
of Oregon USA, and the co-operation and dedication of all 
the staff of the main contractor, Murray and Roberts, 
associated with this project, are acknowledged. 

The authors wish to thank SAICCOR for permission to publish 
this paper. 



CIRCULATION OF TWO MULTIPASS ESTUARIES 

IN THE GULF OF MEXICO 

by 

Donald Steven Graham A.M. ASCE 

lo  Introduction 

An important class of estuaries which has received relatively 
little attention is the barrier-island-contained multi-inlet one. 
Cases range in scale from the tidal rivers common along the S.E. coast 
of the U,S.Ae to the very extensive embayments found on the Gulf of 
Mexico.  A sound knowledge of the dynamics of the type of estuary is 
important for  enlightened management of the resource.  In the Gulf of 
Mexico region these estuaries tend to be significant spawning areas 
for marine fishes, and also support important local fisheries and 
oyster beds. Fortunately (or not) they are also geomorphically 
associated with coasts underlain by nearly-horizontal sedimentary rocks 
which often yield petroleum.  Finally, in the Gulf of Mexico area of 
the U.S.A. the relatively attractive setting and climate of the barrier 
islands induces dense human development.  (Surprisingly this attraction 
does not seem to occur in Latin America where the Gulf Coast is rela- 
tively unpopular and sparsely populated).  Petroleum extraction and 
residential development, and the civil appurtenances needed to support 
them, can pose significant threats to the water quality, and hence 
marine life, of these estuaries.  Local economic and social impacts 
can be severe since the fishing economy is usually marginal and tradi- 
tional (even in the U.S.), while the oil and real estate businesses are 
usually strongly linked to wealthier portions of the exogenous economies. 
Because of this,  regulation, is probably necessary to prevent excessive 
adverse impacts, and sound knowledge is required for proper and 
enforceable water quality regulation. 

As occurs in many disciplines from time to time. Carter, Najarian 
et al. (1, p. 1586) pointed out that rigorous estuarine analysis has 
suffered from the nature of its origin in Chesapeake Bay: 

"One of the most extensive and most thoroughly analyzed set of 
observations for any estuary was that of Pritchard ,„. taken in 
the James River in 1950.  ..Although this set of measurements 
and their analysis by Pritchard resulted in vastly improved 
understanding of estuarine physical (sic) processes, it so 
influenced subsequent estuarine studies that measured circu- 
lation patterns that were at variance, at least for part- 

1 Assistant Professor, Dept. of Geography, Scarborough College, 
University of Toronto, West Hill, Ontario, Canada, MIC 1A4 
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ially mixed estuaries, were viewed as. measurement artifacts, 
which they were not rather than .... real events, which they 
probably were" 

A particular mental constraint resulting fromthe notion of the 
classical estuary (i.e., James River, VA) was that tidally-averaged 
water flux equals freshwater inflow and tidally-averaged salt flux 
is zero, under steady state conditions.  Further, tidal motion was 
considered to be the most important variable affecting estuarine 
dispersion, and the source of most of the ambient turbulence avail- 
able for mixing.  A review of the literature indicates these notions 
only came to be questioned, disproved, and then incorporated into more 
sophisticated models after about 1975.  Two significant papers appeared 
around that time.  Weisberg (2, also 3) showed that meteorological 
forcing caused a significant portion of the total turbulent energy 
even in a narrow tidal river.  It has subsequently been realized that 
wind forcing can almost completely overwhelm tidal effects in broad 
shallow embayments of the Gulf of Mexico which has minimal tidal 
amplitude  (of the order of a foot).  (In all honesty it appears that 
this may have been appreciated by field biologists before coastal 
engineers and oceanographers), 

The second significant paper was that of van de Kreeke and Dean 
(4) (followed later by 5, 6, 7), in which the principles of Stokes 
velocity, as discussed in an earlier theoretical paper by Longuet- 
Higgins (8), were applied to the engineering analysis of circulation of 
shallow bays with 2 inlets.  The essence of the paper was that non- 
linear flux terms resulting from periodic tidal motion do not dis- 
appear upon tidal averaging (even for single inlet estuaries(9)) and 
residual flows will typically occur.  This will be discussed in more 
detail anon. 

The environmental engineering and biological implications of 
these results are extremely significant, and, in the author's opinion, 
almost totally unappreciated by workers in these fields despite some 
efforts by van de Kreeke (5, 7) to point them out.  The effect of net 
nontidal residual flows caused by wind or nonlinear tidal residuals 
is to induce an advective component which can greatly reduce the 
flushing time of the estuary, and change distributions of water quality 
parameters (7).  Since coastal engineering projects can change these 
renewal rates (10), or at least require them to be evaluated for 
EISTs, it follows that they should be studied in detail so that 
adverse environmental impacts can be avoided wherever possible by 
engineers working in these estuaries. 

2.  Scopes of Apalachicola and Terminos Projects 

2 
Apalachicola Bay is a large (550 km ) 4-inlet embayment^on the 

Florida Panhandle.  Laguna de Terminos, the largest (2000 km ) 
estuary on the Gulf of Mexico, is a 2 inlet-embayment located at the base 
of the Yucatan Peninsula.  See Figures 1 and 2.  Both support significant 
local fisheries.  Apalachicola is being impacted by nonpoint pollution 
from silvicultural activities near its head (11-15), and by residential 
development in St. George Island.  Terminos is being affected by 
intensive petroleum exploration offshore in the Gulf of Campeche and 
by associated growth of the barrier island city of C. de Carmen.   There 
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is concern over the fate of another large oil spill or blowout.  In 
both cases the vertically-averaged 2-dimensional real-time finite- 
element circulation model CAFE-1 (16) was applied to provide information 
about the macro-circulation features of the estuaries.  Both projects 
were consulting jobs essentially in support of biological studies and 
hence were limited in scope and funding.  Some field data for model 
verification were obtained for Apalachicola Bay, none was specifically 
available for Terminos. The purpose of the paper is to discuss the 
general results of the two model applications to geomorphologically 
and dynamically similar estuaries on the Gulf of Mexico, and the relate 
these to the comments made in the introduction.  It is emphasized 
that these were engineering projects limited in scope and not exhaus- 
tive scientific programs. 

3.  Discussion of Significance of van de Kreeke's Results 

Numerical model outputs for both Apalachicola Bay (10, 17) and 
Laguna de Terminos (18, 19, 20) both showed residual nontidal flows 
with windless conditions.  Frankly, we thought that either the model 
results might be erroneous or that we had discovered something new, 
particularly since drowning victims and loose boats at Apalachicola 
were known to drift west.  Dr. Tavit Najarian kindly brought van de 
Kreeke's work to the attention of the author.  This material appears 
to be germane, although it does not seem to have been applied to such 
large systems before.  It will be compared to numerical results herein. 

In terms of unit discharges the equations of motion used by van 
de Kreeke (4, 6) were 

iQ + ^L=0 u 
at  3x 

_9£L + ghia + sn3n + 1 q ia + i_ * 1P. B „. Fr  2 
8t    9x    3x   h  3x  p2   9x 

quadratic 

quasi-linear to      4. 
second order 

where r\-  tidal were amplitude, q- unit discharge, h - mean depth, 
p - density, Fr - bottom friction term, F - constant and F„ - constant. 

In comparing these with the basic equations in the CAFE-1 model 
(see 16, or 14, 17, 19) the primary differences are i) the dimensionality, 
ii) the exclusion of Coriolis and wind-stress terms, and iii) the inclu- 
sion of a baroclinic term.  A 2-D analog of equations 1-4 is given by 
van de Kreeke in (7), but ii) still holds.  The quadratic resistance 
relation, eq, 3.,  is used in CAFE, while van de Kreeke uses the quasi- 
linear form (4) for his illustrations.  As shown in (4) the differences 
are great enough to warrant using full quadratic formulation, but the 
results are similar and of the same order.  Substituting eq. 4 in 

where Fr = = Pl' lql 

(h + ^ 

or 
Fr = .fsl- F2qn 

h 
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eq. 2, a tidally-averaged form of eq. 2 can be derived in which second- 
order terms are retained as residuals and are balanced by the net 
bottom stress (see 4, 5, 6, 7).  Assigning boundary conditions at each 
inlet of the channel of 

ri = aQ + aj_ sinat and p = p at x = -L/2       5. 

and n = b0 + bj sin(at-<5) and p = p, at x = +L/2    6, 

and denoting the tidally averaged unit discharge as q*, it is shown 
(4, 6) that 

F2L   aibi F2L   ai
2 - b!2 

+ 

VL*   C0h  '     h2 
XVL>   C0h  ' h2 

C0 h A a0-b0     C0h  X    Pa ~ Pb 

F2LL h F2L  L p0 

where T - wave period, A - wave length, Co = ^""gh, P and Q are functions 

(see 4),  Eq, 7 is given in (6), while only the first two terms on 
the rhs appear in (4),  The contributions represent, respectively, net 
flow induced by phase differences, amplitude differences, differences 
in mean water level, and baroclinic effects.  The nature of the latter 
is reasonably well known and will not be given further consideration 
here. Also, 3;p/9x effects are not used in CAFE. Note that terms in 
the rhs of eq, 7 are of order a2/h2, so qA would be expected to be 
largest in shallow lagoons, such as Apalachicola and Terminos. 

In other words, if the tidal wave at each inlet has a different 
amplitude and phase lag, caused by differences in offshore shelf 
topography, then a net nontidal flow will be set up in shallow multi- 
inlet estuaries.  Further, if the mean sea level varies along the coast, 
a net-flow will be induced, as expected. The latter is not uncommon 
and van de Kreeke (6) found this to be the largest contribution at 
Marco Island, Florida.  Unfortunately we did not have the capability 
of finding mean sea level at either Apalachicola or Terminos, although 
we expect there is a difference at Apalachicola since superior model 
results were obtained by inputting a gradient of mean sea level, 

A final comment is made that van de Kreeke and Chiu (7) found 
similar residual currents with a 2-D finite-difference model. Residual 
flow eddies were also present but it could not be readily determined 
to what extent these were real or numerically-induced.  Tee (21) 
claimed residual eddy currents computed for the Minas Basin, NS, were 
real.  At the April 1980 AGU convention in Toronto van Zant and Hsueh 
(see 22) presented a finite difference Leendertse-type model of 
Apalachicola Bay which they had developed contemporaneously, but indep- 
endently, from our own CAFE application.  Using similar boundary cond- 
itions, but cruder boundary representation, they computed residual 
eddies near East and West Passes.  CAFE, on the other hand did not 
(although a (real) residual eddy can appear near East Bay under some 

circumstances).  Further, our field work and satellite images showed no 
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evidence of such eddies existing under these conditions.  Consequently, 
residual eddies in numerical models must be viewed with skepticism 
until proven.  As shown in (19), satellite images confirmed the 
existence of the central eddy in Terminos calculated by CAFE. 

4.  Selected Apalachicola Results 

Since most of the Apalachicola and Terminos material has been 
published, only selected results germane to the foregoing comments 
will be presented.  Interested readers are referred to the original 
papers for more details. 

As shown in Figure 3, a strong east to west net nontidal 
velocity was calculated for windless conditions with T = 44640s; 
at West Pass a0 = 0, aL  =  0.21 m; at East Pass bo = 0, bi - 0.40 m; 
6 = 3780 sec (see eq. 5, 6) from the tide tables.  In this case then, 
L = 39 km, h = 3 m approximately, CQ = 5.4 mps, 6 = 30.48 , sin6 = .507, 
A = 242 km.  n = 0.018 in the model, so 

n^= .0182(9.81) . _0022Q 8> 

h' ,V, 
and letting F^ = F2 (rather than eq. 22 in (4)) 
we get, from eq. 7, 9. 

qA = 2.62 [P(6.21, 5.30)(.008)(.507) + Q(6.21, 5.30)(-.014)] .10. 

P = 1.8,   Q = 1 from (4) 11,  12. 

so qA = 2.62 (.007 - .014) = -.019 13. 

so VA = Q* n = "0.019 * 3 = 6 cm/s westward 14. 

Typical values computed (10) are about 20-30 cm/s westward for 
3 m depths, hence the results are reasonable and comparable, con- 
sidering the approximations of eq. 9, 11, 12, lack of Coriolis terms 
in (4), and the suspicion that a0^b0 on the average.  Hence the net 
westward flux in Apalachicola Bay can be ascribed to nonlinear inter- 
action of tidal waves.  This net flux is surmised to be responsible 
for the high quality of Apalachicola Bay water, and it was demonstrated 
in (10) that construction of a mid-Bay island for bridge abutments had 
probably resulted in an increase in flushing time. 

In November 1979 we placed tide gauges at each inlet to Apal- 
achicola Bay and in the Bay center (see Figure 1).  Records were 
correlated by superposing Doodson-filtered signals of mean surface 
water levels (17).  The magnitude of wind-induced (5-10 kt maxima) 
fluctuations in amplitude and "mean" sea level in this type of estuary 
is evident in Figure 4.  Wind forcing can readily dominate tidal 
motion. As shown in Figure 5, CAFE produced reasonably good results. 
It can be seen however that relatively long-term records are needed 
to establish that a0 = b0 in eq. 5 and 6. 
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5.  Selected Terminos Results 

Because Laguna de Terminos is morphologically and dynamically 
similar to Apalachicola, we were asked to apply the CAFE model to it in 
support of a UNAM - LSU biological assessment.  No data were available 
to us except those in standard tide tables.  A crude bathymetry of 
Terminos was provided by LSU.  Terminos lies in Trade Wind zone so 
that it enjoys a constant breeze from the NE of about 2-5 mps for much 
of the year.  This is surmised to cause the net westward flow » as 
discussed by Mancilla and Vargas (23) , and evidenced by the prominent 
flood-tidal delta at Puerto Real inlet. 

The cases simulated for Terminos are listed below 

Ampli tude Lag Wind 

1 

E   in 

.24 

W 

.24 

E 

0 

s W 

0 

Speed 
mps 
0 

Direction 
from 

2 .24 .30 +120 0 0 - 
3 .24 .24 0 0 5 NE 

4 .24 .24 0 0 10 NW 

where E - Puerto Real inlet, W - Carmen inlet. The LSU field biologist 
said he suspected there was no difference in tidal properties between 
the two inlets. The differences in Case 2 were the greatest that could 
be expected by interpolation and extrapolation from the few stations in 
Tide Tables. The results showing net velocities are depicted in Figure 
6.  The large eddy for Case 4 also appears in winter satellite images.(19) 

Subsequent work by M. C. Julio Candela P. (24) and Grivel et al. (25) 
appears (to the extent the author understands the Spanish) to yield 
the following information on the tidal properties.  According to Candela 
the dominant tides at Carmen are Oi(amp = 11.23 cm, period = 25.82h, 
phase = 317.25°), Kj (amp. = 11.04 cm, period = 23.93 h, phase = 321.32° ), 
and M2 (amp = 7.51 cm, period = 12.42 h., phase = 88.58 ).  This results 
in a mixed tide with Band 1 dominant.  Taking mean values of 0i 4- Kj of 
amp = 22 cm, phase = 319.3 for Carmen, the comparable values for Isla 
Aguda in Puerto Real are, for Band 1, amp.= 22 x 0.92 = 20.2 cm and 
phase = 319.3° + 6.7° = 326°.  Grivel et al. (25) find the same phase 
difference, i.e. 6.7 or 27 minutes, to exist. 

In summary the Band 1 amplitude difference is 1.8 cm and the phase 
difference is 27 minutes with Carmen leading.  These are of the same 
order as those used by Graham in Case 2, but not close. An analysis 
using van de Kreeke and Dean's (4) eq.  7 for a0 = b0 (25) with the 
values:  T = 25h = 90000s, h = 3.5 m (24), L = 38.5 km between the 
inlets (24), C0 = 5.9 mps, A - CT = 527 km, al = 20.2 cm, bl = 22 cm, 
6 = 6.7°, sins = .117, F = F2 = .0022, then 

qft = 1.5 [P(13.7, 4.1)(.0036)(.117) + Q(13.7, 4.1)(-.00062)] 15. 

P i  0.6, Q = 1.8 from (4) 16. 

so  q = 1.5 (.00025 - .00112) 
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Figure 6 Net Residual Terminos Velocities 
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qA = -.00082 17. 

so  VA = qA h = -.003 m/s = -.30 cra/s 180 

eastward.  This does not correspond to the computed results of Figure 6. 
because the phase is lagged in the opposite direction.  It also suffers 
the same caviats as mentioned earlier for Apalachicola.  It may be 
concluded that the net westward drift in Terminos likely occurs because 
of the steady trade winds and in spite of the nonlinear tidal wave 
flux. Modification or filling of Puerto Real inlet could severely 
alter the flushing rate of the Laguna.  Conversely, oil spills near 
Carmen might enter Terminos under windless conditions.  It is hoped 
further cooperative work on Terminos can be doneQ 

6.  Summary 

The flushing and water quality of shallow multi-inlet estuaries in 
the Gulf of Mexico appears to be dominated by nonlinear wave flux 
advection and wind forcing, rather than advection from river inflow 
and tidally enhanced dispersion.  Understanding and managing these systems 
requires detailed knowledge of their tidal characteristics and response 
to wind shear.  Coastal engineering works could significantly alter the 
properties of the circulation of these estuaries. 

7o Acknowledgements 

John Daniels performed much of the CAFE modeling and his assistance 
is gratefully acknowledged.  Jack Hill supplied satellite images. 
Julio Candela P. furnished information on Terminos and interesting 
discussions.  The Apalachicola work was sponsored by N0AA, Office of 
Sea Grant (Florida) under Grant No. 04-158-44046, and by the Engineering 
and Industrial Experiment Station of the University of Florida0  Assist- 
ance was provided by the Departments of Environmental, Civil and Industrial 
Systems Engineering of UFD  The Terminos work was funded through the 
Center for Wetland Resources, LSU by International Sea Grant, and by 
UNAMB  The Estacion de Investigacion Oceanographica and CICESE at 
Ensenada provided some assistance and gracious hospitality.  The University 
of Toronto has provided clerical support. 



MULTIPASS ESTUARIES CIRCULATION 2607 

8.  References 

Carter, H. H., T. 0. Najarian, D. W. Pritchard, and R. E. Wilson, 
"The Dynamics of Motion in Estuaries and Other Coastal Water Bodies", 
Reviews of Geophysics and Space Physics, Vol. 17, No. 7, Oct. 1979, 
pp. 1585 - 1590. 

Weisberg, R. H., "The Nontidal Flow in the Providence River of 
Narragansett Bay:  A Stochastic Approach to Estuarine Circulation," 
Journal of Physical Oceanography, Vol. 6, No. 5, Sept. 1976, pp. 721 - 
734. 

Ibidem, "A Note on Estuarine Mean Flow Estimation", Journal of Marine 
Research, Vol. 34, No 3, 1976, pp. 387 - 394. 

van de Kreeke, J. and R. G. Dean, "Tide-Induced Mass Transport in 
Lagoons", Journal of the Waterways, Harbors and Coastal Engineering 
Division, ASCE, Vol. 101, No. WW4, Nov. 1975, pp. 393 - 402. 

van de Kreeke, J., "Tide-Induced Mass Transport: A Flushing 
Mechanism For Shallow Lagoons", Journal of Hydraulic Research, IAHR, 
Vol. 14, No. 1, 1976, pp. 57-61. 

Ibidem, "Mass Transport in a Coastal Channel, Marco River, Florida," 
Estuarine and Coastal Marine Science, Vol. 7, 1978, pp. 203 - 2140 

7. Ibidem and A. A. Chiu, "Tide-Induced Residual Flow in Shallow 
Journal of Hydraulic Research, IAHR, Vol. 19, No. 3, 1981, pp. 231 - 
249. 

8. Longuet-Higgins, M. S., "On the Transport of Mass by Time-Varying 
Ocean Currents," Deep-Sea Research, Vol. 16, 1969, pp. 431 - 447. 

9. Pritchard, D„ W., "A Note on Stokes Transport in Tidal Estuaries", 
Chesapeake Bay Institute Contribution No '68, The Johns Hopkins 
University, Baltimore, MD, undated, 16 pp. 

10. Graham, D. S., J. P. Daniels and B. A. Christensen, "Predicting 
Circulation Changes From Bathymetric Modification", in Proceedings 
of ASCE Hydraulics Division Specialty Conference Civil Engineering 
in the Oceans IV, Vol. 1, held Sept. 10-12, 1979 at San Francisco, 
CA, pp. 531 - 549. 

11. Graham, D. S. and B. A. Christensen, "Development of an Estuarine 
Model for Apalachicola Bay, Florida", in Proceedings of ASCE 
Hydraulics Division Specialty Conference Coastal Zone '78, held March 
14 - 17, 1978 at San Francisco, CA, pp. 621 - 633. 

12. Graham, D. S., J. M. Hill and B. A. Christensen, "Verification of an 
Estuarine Model for Apalachicoa Bay, Florida," in Proceedings 
of ASCE Hydraulics Division Specialty Conference Verification of 
Mathematical and Physical Models in Hydraulic Engineering, held 
Aug. 9-11, 1978 at College Park, MD, pp. 237 - 245. 



2608 COASTAL ENGINEERING—1982 

13. Graham, D. S. and J. M. Hill, "Field Study for Landsat Water 
Quality Verification", in Proceedings of Aerospace Division Specialty 
Conference on Civil Engineering Applications of Remote Sensing, held 
11 - 12 August 1980 at Madison, Wl, pp. 101 - 117. 

14. Hill, J. M., and D. S. Graham, "Using Enhanced Landsat Images For 
Calibrating Real-Time Estuarine Water Quality Models", in Proceedings 
of AWRA - USGS Pecord Symposium, Satellite Hydrology, held June 1979 
at Sioux Falls, SD, 1981, pp. 603 - 614. 

15. Graham, D. S. and J. M. Hill, "Landsat and Water Quality Model 
Verification", accepted for publication in Journal of the Transport- 
ation Engineering Division, ASCE, late 1982. 

16. Wang, J. D. and J. J. Connor, "Mathematical Modeling of Near Coastal 
Circulation", Report No. 200, Ralph, M. Parsons Laboratory, Dept. of 
Civil Engineering, MIT, April 1975, 272 pp. 

17. Daniels, J. P. and D. S. Graham, "Application and Calibration of 
CAFE-1 Model to Apalachicola Bay, Florida", in Proceedings of 5th 
Canadian Hydrotechnical Conference, held 26 - 27 May 1981 at Freder- 
icton, NB, pp. 515 - 536. 

18. Graham, D. S., and J. P. Daniels "CAFE-1 Hydrodynamic Simulation of 
Laguna de Terminos, Mexico", Report submitted to LSU, International 
Sea Grant and Government of Mexico - UNAM, April 1980, 15 pp. plus 
figures. 

19. Graham, D. S., et al., "A Preliminary Model of the Circulation of 
Laguna de Terminos, Campeche, Mexico", Annales de Instituto de 
Ciencias del Mar y Limnologica, UNAM, Vol. 3, No. 1, 1981, pp. 51 - 
62. 

20. Dressier, R., "Investagacion sobre mareas y efectos del viento en 
la Laguna de Terminos (Mexico).  Mediante un modelo Hidrodinamico- 
Numerico", Informe Tecnico OC-82:01, Centro de Investigacion Cient- 
ifica y de Educacion Superior de Ensenada, Dec. 1981, 19 pp. plus 
figures. 

21. Tee, K. T., "Tide-Induced Residual Current, A 2-D Nonlinear Numerical 
Tidal Model", Journal of Marine Research, Vol. 34, No. 4, 1976, pp. 
603 - 628. 

22. Graham, D. S., "Tidal Hydrodynamics of Apalachicola Bay, Florida", 
Abstract in EOS, Vol. 61, No. 17, J.980, p. 272, Number 0 - 199. 
That of van Zant and Hsueh appears on the same page as Number 0 - 
198. 

23. Mancilla P., M. and M. Vargas F., "Los Priraeros Estudios Sobre el 
Flujo Neto de Agua a Trave*s de la Laguna de Terminos, Campeche", 
Annales de Instituto de Ciencias del Mar y Limnologia, UNAM, Vol. 7, 
No. 2., 1980, pp. 1 - 14. 



MULTIPASS ESTUARIES CIRCULATION 2609 

24. Candela P., M. C. J., "Estudio de la Dinamica de la Laguna de 
Terminos, Campeche", Reporte Num. 1, Estacion de Investigation 
Oceanograflea de la Direccion General de Oceanografica de le 
Secretaria de Marina, August 1982, 42 pp. 

25. Grivel, F., J, T. Guzman and H. Cepeda, "Estudio Mareografica de 
la Laguna de Terminos", undated and unreferenced reprint, obtained 
from Candela P., 10 pp. 

This paper was prepared for the 18th International Conference on Coastal 
Engineering, 14 - 19 November 1982, Capetown, South Africa. 

Q 1982, D. S. Graham 



AUGMENTATION OF URBAN WATER BY ANTARCTIC ICEBERGS 

by J.D. Lawson, M.ASCE.1 and D.S. Russell-Head 2 

ABSTRACT 

The indigenous water resources of the south west of Australia are 
under increasing stress.  One solution to this problem may be water 
importation in the form of Antarctic icebergs.  This possibility is 
discussed in this paper.  To be cost effective, an iceberg water 
scheme needs to provide water at less than A$ 0.14 kl-* from the 
reservoir, and at yearly volumes of the order of 10° m . A number of 
analyses of the selection and towing of icebergs have been given in 
the past but the offshore processing of icebergs has been somewhat 
neglected.  A conceptual solution to the processing problem is given 
in this paper and cost estimates for the acquisition and processing of 
icebergs are given.  Our analysis indicates that iceberg water may be 
a feasible and economical urban water augmentation system for yearly 
volumes greater than 2 x 10  m^.  Further work on iceberg water 
augmentation is warranted. 

1 INTRODUCTION 

The water resources, especially for urban use, in the south western 
region of the Australian continent are under increasing stress and 
augmentation alternatives and demand management strategies have been 
examined closely during the last decade.  Serious interest in the use 
of icebergs for water has been shown since 1973.  This paper examines 
the process of water supply augmentation by icebergs and focuses on 
the largely undiscussed problem of iceberg processing.  A conceptual 
solution to the problem of processing icebergs in the coastal zone is 
offered and, as the cost of water is the most important basis of 
comparing various methods of augmentation, indicative iceberg water 
costs are given. 

2 URBAN WATER COSTS 

A water resources study for Metropolitan Adelaide in 1978 (Engineering 
and Water Supply Department, 1978) included indicative costs of water 
supply augmentation.  Table 1 has been adapted from the report of the 
study. 

1. Professor, Dept. of Civil Eng., University of Melbourne, Australia 
2. Research Fellow, Faculty of Eng., University of Melbourne. 
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Method Indicative cost 
cents per kilolitre 

Present cost including treatment 29 
Mount Lofty Ranges evaporation control 36 
Adelaide groundwater basin/surface supply 37-42 
River Murray/Mount Lofty Ranges storage 40 
River Murray - direct pumping 42 
Mount Lofty Ranges - new storage 51 
Iceberg (cost excludes harvesting uncertainties) 71 
Desalination of seawater 78 
Sewage effluent re-use 78 
River Murray - flood cropping 93 
Water tankering 101 
Urban runoff 101 
Rainwater tanks 144 

Table 1.   Cost of water supplied to Adelaide by various 
methods (June 1977 A$ cost levels) 

The costs in Table 1 include treatment and reticulation costs. 

Cost analyses have also been carried out for Perth where particular 
emphasis has been placed on the utilization of extensive groundwater 
resources present in that region of Western Australia (Metropolitan 
Water Supply, Sewerage and Drainage Board, 1981). For urban Perth, 
the ex-reservoir price of iceberg water needs to be about A$0.14 kl 
for iceberg importation to be competitive with other augmentation 
methods. 

An alternative (or complementary) strategy to water .supply 
augmentation is to exercise demand management and improve the 
efficiency of water use. Demand management tends to gain recognition 
by water supply authorities only in times of severe drought. 

Management options considered in the Adelaide study included 
Changing community attitudes to water use. (One major area 
of water wastage in Australia is the watering of urban 
gardens. Half the annual water use in some cities is for the 
maintenance of exotic gardens and lawns.) 
Alternative pricing. (Higher water prices could be charged 
during the hot dry summer.) 
Technical changes. (Toilets could be fitted with reduced 
discharge flushing devices.) 

It is against this background of water augmentation and management 
alternatives that consideration should be given to Antarctic icebergs 
as a source of urban water. 
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Figure 1.  Tabular Antarctic iceberg 1200 m by 400 m by 27 
freeboard. (R. Wills) 
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3    ICEBERG TECHNOLOGY BASICS 

There are three distinct phases to the business of getting urban water 
from icebergs 

iceberg selection 
iceberg towing 
iceberg processing 

In this paper, we shall refer to iceberg selection and towing as 
iceberg "acquisition". 

3-1  Iceberg Acquisition 

The papers which first discussed the use of Antarctic icebergs as a 
source of water (Weeks and Campbell, 1973 and Hult and Ostrander, 
1973) were mostly concerned with iceberg acquisition.  The proceedings 
of two subsequent international conferences on icebergs (Husseiny, 
1977 and International Glaciological Society, 1980) contain further 
detail on the characteristics of icebergs and methods of propulsion 
and protection. 

At present, the general consensus seems to be that an iceberg of 
suitable size (Fig. 1) can be transported to southern areas of 
continents in the Southern Hemisphere, but protection from melting and 
break-up will be necessary for transportation to the Northern 
Hemisphere.  A review paper by Schwerdtfeger (1979) gives a good 
overview of the acquisition phase. 

3.2  Iceberg Processing 

After an iceberg has been delivered, it then remains to turn it into 
water for urban reticulation.  This is not a trivial task.  When 
delivered, an iceberg of an economic size is likely to be of the order 
of 100 m draft and will ground on the continental shelf several 
kilometers from shore.  The iceberg will melt at its base and sides at 
a rate of between 1 and 3 m per day (Russell-Head, 1980).  The energy 
required to process ice by various techniques has been discussed by 
Weeks and Mellor (1978).   DeMarle's (1980) paper is another of the 
relatively few to deal in some detail with the processing phase.  In 
it, he discusses an iceberg processing scheme for Saldanha Bay in 
South Africa and provides subjective target estimates for the costs of 
implementing the scheme. 

Our approach was to devise a harvesting scheme based as much as 
possible on existing technology, and then to cost the processing 
component of iceberg water using the best estimates applicable to that 
known technology.  The total augmentation  cost of iceberg water is 
the sum of the acquisition and processing costs.  We were particularly 
interested to find out the relationship between iceberg size and total 
augmentation cost. 
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3.2.1  Processing techniques 

The main aim of the processing phase is to land a high proportion of 
the iceberg mass as fresh water.  Unless the iceberg is totally 
enclosed with an impermeable wrapping, sea water will melt ice from 
the berg and mix with the melt water.  An important function of the 
harvesting scheme then is to separate melting ice from sea water. 

Some of the proposed (Husseiny, 1977) processing methods are 

Skirt collection 
Mechanical cutting 

saws 
high pressure jets 
dredging 
blasting 

Electrothermal cutting 
heated cables 
laser beam 

and these will now be briefly discussed. 

Skirt entrapment of fresh water does not seem feasible (Huppert and 
Turner, 1978) due to the substantial mixing of saline and melt water 
during the iceberg melting process. 

Mechanical methods of harvesting are efficient from an energy 
expenditure viewpoint but all suffer from the problems of the transfer 
of mechanical power to the cutting face.  It would be undesirable to 
instal large equipment on an iceberg to be processed and therefore 
dredging and high pressure jets are not favoured methods.  Blasting is 
energetically efficient but control and secondary processing of the 
blasted ice would be difficult.  Sawing appears to be the most 
attractive of the mechanical methods. A type of bladeless chain saw 
that cut over the entire width of the iceberg could probably be 
developed. 

Electrothermal methods are not as energetically efficient as 
mechanical ones but they do possess the ability to easily transfer 
power to the cutting face.  Laser methods offer the possibility of 
transferring energy without physical contact with the iceberg, however 
their overall thermal efficiency is only about 10%.  Cutting with 
heated cables is probably the processing method easiest to implement 
and is the one we have adopted for costing purposes in this paper. 

4    ICEBERG WATER COSTS 

The cost of iceberg water is the sum of the acquisition and processing 
costs. We shall use the results of other studies for an estimation of 
acquisition costs.  A processing method will be described and costed. 
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4.1  Acquisition Costs 

Weeks and Campbell (1973) have provided costs of towed ice delivered 
to offshore processing sites.  Table 2, applying to Western Australia, 
was derived from their analysis. 

Initial vol ume Del ivered vo lume 1972 cost 1982 cost 
106 m3 106 m3 cents m-l cents m-* 

1200 840 0.3 2.1 
600 390 0.5 3.5 
300 180 0.8 5.6 
150 75 1.5 10.5 

Table 2.  Cost in A$ of delivering icebergs to Western Australia. 

The 1972 costs have been increased by a factor of seven to update to 
1982 A$.  Allowances have been made for inflation, increases in oil 
prices and, on the other hand, improvements in towing technology. 

4.2  Processing Costs 

The processing system that is costed here contains six functional 
elements: 

iceberg + MOOR + SLICE + TUG + LOCK + POND  =  POWER + water 

The moored iceberg is cut by heated electrical cables into slices 
which are towed into a lock.  The lock serves to separate the ice from 
sea water and to pass it into a freshwater cooling pond used by a 
power station.  The lower condenser temperature provided by the ice 
melting in the pond increases the thermal efficiency of the power 
station and thus provides some offset to the other costs.  Table 3 
provides a breakdown of the indicative costs. 

The unit costs of mooring, slicing and tugging are independent of 
iceberg volume as is the return from power generation.  The largest 
costs are for the provision of a lock and pond.  The unit cost of 
locking is proportional to the throughput of ice and so it could be 
reduced if more than one iceberg per year were processed.  The unit 
cost of providing a pond to accommodate the processed ice reduces with 
increasing volume. 

Further discussion on the details of the cutting process, block sizes, 
locking and ponding schemes, as well as a consideration of the 
environmental impact of the presence of a large low-temperature heat 
sink, is to be the subject of a further paper. 
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200      400       600      800      1000     1200 

Delivered iceberg volume, 10 m 

Figure 2.  Ex-reservoir iceberg water costs for Western Australia. 
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Iceberg size 
106 m3 

COSTS (cents kl_1) 
Slice  Tug  Lock  Pond 

1000 
500 
200 
100 

0.01 0.17 0.22 0.57 0.53 -0.45 1.0 
0.01 0.17 0.22 1.13 0.76 -0.45 1.8 
0.01 0.17 0.22 2.84 1.20 -0.45 4.0 
0.01 0.17 0.22 5.67 1.69 -0.45 7.3 

Table 3.  Indicative costs of iceberg processing (1982 A$ prices). 

4.3  Total Costs 

The sum of the harvesting and processing costs are shown in Figure 2. 
For a yearly augmentation demand of 2 x 10° nw or more, the indicative 
ex-reservoir unit cost is less than 14 cents kl-^. 

5    CONCLUSIONS 

A generalized estimate of an iceberg water augmentation scheme for the 
Perth region of Western Australia has been given in this paper.  The 
costs of processing icebergs through the coastal zone appear to be 

about half the cost of bringing an iceberg to the offshore site. 

There are economies of scale applicable to both the acquisition and 

processing phases of iceberg water augmentation and it seems that the 

augmentation demand perceived by the water authorities in south 
western Australia may be economically fulfilled by iceberg water. 

At this stage it seems that a system can be implemented using fairly 
conventional technology and that the cost may not be prohibitive.  The 
use of icebergs as a supply of urban water is a concept that warrants 
further serious enquiry. 
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MOORED SHIP RESPONSE IN IRREGULAR WAVES 

E.P.D. Mansard and B.D. Pratte 

ABSTRACT 

The traditional concept of representing a "random" sea state by 
just a variance spectral density has been found to be insufficient for 
modelling the slow drift oscillations of large moored ships. This 
paper illustrates, through experimental investigations, the importance 
of including wave grouping as an additional design parameter. A spe- 
cial technique called SIWEH, developed by the Hydraulics Laboratory of 
the National Research Council Canada, for the generation of realistic 
wave climates which include wave grouping, is presented. However, when 
generating the grouped sea state, one also has to properly create the 
group-bound long wave components. The effect of proper compensation 
for the spurious free wave components is illustrated by the test re- 
sults on the moored vessel response. 

1.0  INTRODUCTION 

It has been observed, in physical model studies, that the response 
of moored vessels, in terms of motions and mooring loads, is far great- 
er in irregular waves than in regular waves of equivalent wave height. 
This is due to the non-linearities found in irregular waves which give 
rise to slowly varying forces which over time are able to build up 
large oscillations of the vessel, leading to high mooring forces. 

A vessel floating in regular waves experiences a steady force, 
while in the case of irregular waves, since the wave height is not con- 
stant, the force will vary with the wave envelope. This results in a 
slowly varying force on the vessel with a period equal to that of the 
wave groups. 

The horizontal oscillations, such as surge, sway and yaw, for a 
large vessel have natural periods in the range of 20 seconds to a few 
minutes, far greater than the wind generated waves. The largest res- 
ponse of the vessel would be expected to occur when the period of the 
groups, which is often in the low frequency range, is equal to or lies 
in the vicinity of these natural periods. Although considerable re- 
search work has been carried out [Remery and Hermans (1972), Rye et al 
(1975), Van Oortmerssen (1976), Paltinsenen and Loken (1978), Pinkster 
(1979), Spangenberg (1980)3, to investigate these slowly varying 
forces, there exists no suitable technique to simulate wave groups in 
terms of their periodicity and energy content.  Recently the Hydraulics 

National Research  Council,  Hydraulics Laboratory,  Ottawa,  Ontario 
K1A 0R6, Canada 
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Laboratory of the National Research Council Canada has developed a syn- 
thesis technique to generate realistic sea states which include wave 
grouping [Punke and Mansard (1980)]. This technique, which can gener- 
ate varying amounts of grouping and group periods, was used in the pre- 
sent study in order to illustrate the importance of these slowly vary- 
ing forces. 

Longuet-Higgins and Stewart (1964), using the concept of radiation 
stress, have shown that in irregular waves, a set-down of mean water 
level (MWL) occurs under wave groups with a corresponding set-up be- 
tween the groups. This results in a long wave variation of mean water 
level, with a period equal to that of the wave group in question, 
interacting with the vessel. 

This variation of MWL, known as group-bound long wave or Bounded 
Long Wave, is of second order and therefore cannot be reproduced cor- 
rectly with classical first order wave generation. Currently, many in- 
vestigations are being carried out to establish the importance of these 
second order wave components in the assessment of the dynamics of 
structures (fixed or floating). 

This paper will also illustrate, through experimental investiga- 
tions, the importance of reproducing this MWL variation in order to 
have a realistic response of the vessel. 

2.0  LOW FREQUENCY COMPONENTS IN IRREGULAR WAVES 

Figure 1 presents a definition sketch of the frequency components 
present in irregular waves, which result in slow drift oscillations of 
the vessel. The Smoothed Instantaneous Wave Energy History (SIWEH) 
shown in this figure, serves as a useful tool to define the wave group 
characteristics present in a sea state. This function, developed at 
the National Research Council Canada [Funke and Mansard (1980)], can be 
computed from the water surface elevations by using the following equa- 
tion: 

E(t) = 1  /  n2(t+T)-0 (T)dT 

where   E(t) = SIWEH function 
n(t) = water surface elevation 
0^  = smoothing window function 
Tp  = peak period of the spectrum 

A measure of the wave group activity, known as the Groupiness Factor GF 
can be computed using the following expression: 

Tn     - 2  ' / -  ^0 
/ (Elti-Epdt / E =   

Tn 0 'mo 
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where T^  = length of wave record 
E = mean value of E(t) 

and mo = zeroth moments of the SIWEH and the variance 
spectral densities 

E0 

The SIWEH describes the distribution of wave energy in the time 
axis while the GF represents the standard deviation of the SIWEH about 
its mean and normalized with respect to its mean. 

« SMOOTHED INSTANTANEOUS WAVE ENIROY HISTORY 

*   .- 

^A.A^, J\ :y\^\ 
20      40      60      SO      100     120     140 

GROUPED WAVE TRAIN 

BOUNDED LONG WAVE 

FIG.1 GROUPED WAVE TRAIN AND ITS LOW 
FREQUENCY COMPONENTS 

Figure 1 also illustrates the long period oscillation of the MWL 
generated by the wave groups. This oscillation, known as Bounded Long 
Wave <BLW) is 180° out of phase to the SIWEH function. It can be shown 
that the amplitude of this oscillation is directly related to the 
Groupiness Factor GF. 

As discussed above, the Bounded Long Wave cannot be correctly re- 
produced in the model by first order wave generation since the boundary 
condition required at the paddle to generate it cannot be satisfied 
directly (Ottensen-Hansen et al 1980, Bowers 1980). This results in 
the generation of certain spurious long wave components (shown in 
Figure 2), which in turn lead to a vessel response which is not realis- 
tic. The two main sources which contribute to these spurious long 
waves are: 
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FIG.2 DEFINITION SKETCH OF LONG WAVE COMPONENTS 

IN A GROUPED WAVE TRAIN 

1. free parasitic long wave, which is opposite in phase to the 
BLW, generated at the paddle since the particle motions from 
the group induced long waves cannot pass through the solid 
paddle; 

2. free displacement waves generated due to the moving boundary 
of the paddle. 

These spurious long waves are called free waves since they travel with 
their own celerity, while the Bounded Long Wave travels with the group 
velocity since it is bound to the wave groups. The free long waves can 
travel back and forth along the flume corrupting the incident wave 
system, since the reflection coefficient of these long waves is often 
very high (50 to 60%) even from beaches with mild slopes. However, the 
free long waves can be eliminated by including proper suppression terms 
in the wave generation. Under a cooperative program between the Danish 
Hydraulic Institute, the Delft Hydraulics Laboratory and the National 
Research Council Canada, techniques for the correct reproduction of the 
Bounded Long Wave were developed by verifying the various long wave 
terms and the effectiveness of the suppression. A joint publication by 
the three laboratories (Barthel et al 1983), describing the various 
techniques involved, is being submitted to Ocean Engineering. The pre- 
sent paper, therefore, only deals with the application of this tech- 
nique in the assessment of the vessel response. 
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3.0  WAVE GENERATION TECHNIQUES 

The effect of wave grouping on the dynamics of floating or fixed 
structures can be investigated in laboratory models by the wave 
synthesis technique illustrated in Figure 3. This technique, developed 
at the National Research Council Canada, can be used to synthesize time 
series with different wave grouping characteristics, keeping however 
the variance spectral density of the sea state constant.  Because of 
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the high correlation which exists between the wave groups and the slow 
drift oscillations, this technique is particularly useful to evaluate 
their relationships in a given sea state. 

In the absence of sufficient analysed prototype records of wave 
groups, a theoretical model of the SIWEH spectral density is used in 
this synthesis. The parameters of this model can effectively be varied 
to generate SIWEH functions having different characteristics.  Since, 

GF = /mEn/niQ, the area under the SIWEH spectrum, shown in Figure 3, 
can be varied to achieve different Groupiness Factors with the same 
variance spectral density. On the other hand, different period and 
distribution of the groups can be obtained by varying the peak frequen- 
cy and the width of the spectrum. 

As shown in Figure 3, the synthesized wave train satisfies the 
frequency domain characteristics of the desired variance spectral den- 
sity as well as the time domain characteristics defined by the SIWEH 
function. Details of the various steps involved in this synthesis 
technique are well documented in Funke and Mansard (1980). 

4.0  EXPERIMENTAL SET-UP 

The investigations in the physical model were carried out to a 
scale of 1:100 using a model of a 227000 DWT tanker in a wave basin ap- 
proximately 67 m long and 7.7 m wide. The flume, Figure 4, was equip- 
ped with a hydraulically-driven wave generator controlled by an on-line 
computer. The model tanker, located midway between the wave paddle and 
the beach, was moored at about a 30° angle between the bow and the in- 
cident wave direction. Greater angles could not be tested due to the 
relative narrowness of the flume. A mild sloped stone beach (1:25) en- 
sured good dissipation of the incident energy. 
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FIG.6    PHOTOGRAPH  SHOWING  A  GENERAL  VIEW 
OF  THE  PHYSICAL  MODEL 
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The water surface elevations were monitored using twin wire 
capacitance probes located midway between the vessel and the wave 
paddle. An array of five probes was used to establish the reflection 
characteristics of the vessel and of the beach. 

The model tanker was moored, as shown in Figures 5 and 6, by six 
mooring lines (representing four prototype nylon lines each with a pre- 
tension of 30 t and two steel spring lines with nylon tails with 10 t 
pretension). Two fenders, placed symmetrically, absorbed the impacts 
of the vessel on the mooring jetty. The jetty was supported on thin 
piles, and presented no obstruction to the waves. Since a direct 
measurement of the six degrees of freedom of the vessel motions (surge, 
sway, heave, roll, pitch and yaw) was not feasible, the approach used 
was to monitor the motions at the six locations (10 to 15) shown in 
Figure 5 and then to relate them to the six degrees of freedom. 
Accordingly, the vertical motions were measured by capacitance type 
probes while the horizontal movements were monitored by using Linear 
Variable Displacement Transducers (LVDT). 

In model studies it is not easy to simulate the non-linear load 
elongation characteristics of the mooring lines by just varying their 
elasticity. Therefore, non-stretching mooring lines were used and the 
elasticity of the prototype mooring lines were simulated by the device 
shown in Figure 7. This simulator, developed at the Hydraulics Labora- 
tory of the National Research Council Canada, consists of a cantilever- 
ed blade spring of rectangular cross-section mounted on a plate. The 
desired non-linear load-elongation characteristics of the mooring line 
can be achieved by varying the positions of the spring contact points 
so that as the spring is pulled down onto them an effective shortening 
of the length of the spring and consequently a stiffening effect re- 
sults. Mailhot et al (1982) have recently developed a computer method 
for determining these contact positions. 

Stainless steel is a spring material well suited for this device 
since it combines very low permanent deformation with high elasticity. 
The choice of the width and thickness of the spring can be used to vary 
the stiffness to a certain extent. The frequency response of this 
simulation was found to be high, on the order of 5 to 10 Hz. 

While the elasticity of the prototype mooring line is simula- 
ted by the above device, the loads on the different lines are monitored 
by using Direct Current Displacement Transformers (DCDT) in a force 
transducer. The DCDT has a moving core, suspended from a pair of 
spring blades, and connected to the mooring line. As the core moves 
through the electromagnetic field within the DCDT windings, a voltage 
output is produced which is calibrated to the displacement of the core 
and thus to the force required to achieve that displacement. 
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5.0  EFFECT OF LONG WAVE COMPENSATION ON VESSEL RESPONSE 

In order to establish the effect of the correct reproduction of 
the Bounded Long Wave (BLW) on vessel response, tests were carried out 
using two different cases of wave generation: with and without compen- 
sation for spurious long waves. The BLW components measured in these 
two cases are presented in Figure 9 along with the grouped wave 
trains. In the same figure, a comparison between the expected (theore- 
tical) and the measured BLW is also shown (to a larger scale) for these 
two cases. 

The measured BLW was extracted from the total grouped wave train 
by applying a low pass filter whereas the expected BLW was computed by 
theoretical relationships, from the measured wave train using a cut-off 
frequency which excludes the measured long wave. 

In the first case, where proper compensation accounted for the 
spurious long waves, the agreement between the measured and expected 
values of BLW is satisfactory: the set-down under each group is well 
reproduced and the small discrepancies found in amplitude are only in 
the order of millimetres in the model. On the other hand, where no 
compensation is done, the amplitudes and especially phases of the BLW 
are different from the theoretical predictions. The change in phases 
results in an improper set-down (or cross-over from a set-up to a set- 
down ) under the wave groups. This is mainly due to the standing wave 
pattern caused by the free long waves. 

The correct reproduction of the BLW can also be checked by its 
propagation characteristics. Figure 10 shows an example of the 
propagation of the Bounded Long Wave in a flume, for three distances 
from the waveboard. With compensation, the set-down under the groups 
is well maintained during propagation, while with no compensation 
important amplitude and phase changes can be detected. This means 
that, in tests where no suppression of the spurious components is made, 
the response of the vessel could be quite different (high or low) 
depending upon the position of the test structure in the flume. 

The vessel response, in terms of mooring line forces and vessel 
movements, for the two wave trains presented in Figure 9, is summarized 
in Table 1. 

The two wave train records had similar time and frequency domain 
characteristics. The peak frequency of the SIWEH spectrum and the 
groupiness factor were the same as well as the peak period and the 
characteristic wave height. The results show, that both the RMS and 
maximum values of the mooring line forces (in tonnes) and vessel 
motions (meters, radians) were generally higher when the spurious long 
waves were properly suppressed (WC). This is possibly due to the pro- 
per timing of the set-down, causing an increase in velocity due to the 
slightly shallower water conditions, resulting in a larger response of 
the vessel with the higher waves of the groups. With no compensation 
(NC) for spurious long waves, the set-down is less, resulting in less 
vessel response. Table 1 for motions shows that with compensation the 
main component excited is sway for this particular wave input and inci- 
dence angle. 
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When considering the response of a moored structure,  the heave 
exciting force may be assumed to be: 

Fe = 3i n(t) + $2 n
2(t) 

where 3i and £2 are coefficients and n is the water surface elevation 
[NAESS (1978)].  This means that the heave motion of the vessel is re- 2 
lated to the square of the water surface elevation n (t), or in this 
case to the SIWEH function. This relationship is well illustrated in 
Figure 11 where the second order heave motion was extracted from the 
measured response by low pass filtering. Figure 11 also presents a 
comparison of the heave response between the two cases of wave genera- 
tion discussed. In the first case, the long wave component of the 
heave response is well correlated to the SIWEH (i.e. amplification 
under the groups, whereas a cross-over phase shift occurs for the non- 
compensated free long waves. The RMS heave motions are much the same 
in either case. 
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FIG.11  MEASURED HEAVE MOTION 

Since the above results indicate that the response of the vessel 
is a function of the long wave components, it appears that proper com- 
pensation for spurious long wave components is required, in model 
studies, in order to determine realistic mooring line forces and vessel 
movements. 

The results presented in the next section, on the relationship of 
the SIWEH to the slow drift oscillations of the vessel, were therefore 
investigated using proper suppression for the free long waves. 
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6.0  EFFECT OF WAVE GROUPING ON SLOW DRIFT OSCILLATIONS OF THE VESSEL 

In order to investigate the relationship between the wave grouping 
present in a time series and the resulting slow drift oscillations of 
the vessel, three sets of wave conditions were generated in the flume 
using the technique previously described. These wave trains, measured 
in the flume, had identical variance spectral densities but different 
SIWEH spectra. Since the Groupiness Factor GF is directly related to 
the SIWEH spectrum GF = /me /mo, these three wave records, shown in 
Figure 12, had different groupiness factors ranging from 0.46 to 1.03. 

The maximum and the RMS values of the vessel movements and the re- 
sulting mooring loads, measured under the three wave conditions, are 
summarized in Table 2. These results indicate that the response of the 
vessel increases with increasing groupiness factor in spite of the fact 
that the characteristic wave height and the peak period of the sea 
state were similar. The horizontal oscillations, surge, sway and yaw, 
which are sensitive to excitation by long wave components, increase 
when the amplitude of the long waves generated by the groups increases, 
resulting in increased mooring line forces. 

The results of these investigations are illustrated in Figures 13 
and 14 in the form of spectral plots. Figure 13 presents the spectra 
of mooring line forces for three typical mooring lines while the spec- 
tra of horizontal motions are shown in Figure 14. 

The results indicate that a distinct correlation exists between 
the wave grouping and the vessel response. Therefore, in model stu- 
dies, a sea state cannot be represented solely by its variance spectral 
density, peak period and significant wave height without considering 
its time domain characteristics. In other words, the wave grouping is 
an important parameter to be taken into account in the assessment of 
vessel response. 

It should be mentioned that the experimental results were somewhat 
limited due to the narrowness of the flume to small angles of heading 
(30°) of the vessel relative to the waves. Further work in a wider 
basin may well yield more dramatic response comparisons for other head- 
ing angles, under-keel clearances, and vessel loading conditions. 

In a recent study, Spangenberg (1980), was able to show a similar 
correlation between the wave grouping and the slow drift oscillation of 
a semi-submersible. The synthesis technique used in that work does 
not, however, allow an easy control of wave grouping characteristics 
(well defined periods and groupiness factors). Furthermore, no compen- 
sation was done for the spurious long wave components. 

The concept of SIWEH can also be used in numerical models as input 
excitation functions for the slow drift oscillations. 
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7.0  CONCLUSIONS 

Representing a sea state solely by its variance spectral density 
has been found to be insufficient for modelling the slow drift oscilla- 
tions of the vessel. 

The synthesis technique, used to generate realistic sea states in 
the model, has successfully illustrated the correlation between the 
slow drift oscillations and the wave grouping. 

The results show that the wave grouping, present in irregular 
waves, is an important parameter to be taken into account in the 
assessment of vessel response. 

It has been shown that a correct reproduction of Bounded Long Wave 
Components is required, in model studies, in order to have a realistic 
response of the vessel. 
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MEASUREMENT TECHNIQUES FOR MOORED SHIP DYNAMICS 

by 

J Moes and S G Holroyd* 

ABSTRACT 

Problems arise during adverse sea conditions with ships 
moored to the ore loading jetty at Saldanha Bay.  Under 
certain wave conditions moored ships undergo large motions 
which cause breakage of mooring lines.  In order to obtain 
a quantitative insight into the problem an extensive 
measurement system was installed at Saldanha Bay.  This 
system comprises instrumentation for the measurement of 
short and long waves, currents and wind, mooring line and 
fender forces and the motions of the moored ships.  Pre- 
liminary results show that during storm conditions long 
waves with periods between 50 and 150 s occur at the 
jetty.  These periods fall within the same range as the 
observed natural periods of horizontal oscillation of the 
moored ships. 

1.   INTRODUCTION 

The increase in the size of tankers and bulk carriers 
during the last decades has led to a tendency to build 
cargo-handling jetties for these ships close to deep water 
in order to reduce the costs of dredging navigation chan- 
nels.  As a result of this development, the mooring loca- 
tions are, in general, more exposed to wave action.  This 
requires careful design and operation of the mooring equip- 
ment to assure the safety of ships and jetty structures and 
to reduce downtime in loading or unloading of the ships. 

A loading jetty has been built in Saldanha Bay, a natural 
bay on South Africa's west coast, about 150 km north of 
Cape Town, for the export of iron ore (see Figure 1 and 
Photograph 1).  The main harbour construction, which was 
completed during 1976, consists of a sand breakwater 
between Hoedjies Point and Marcus Island, an ore handling 
plant, a causeway, a jetty and a navigation channel, 
dredged to a depth of between -23,0 and -23,7 m CD (Chart 
Datum) in order to allow ships of up to 250 000 dwt to be 

National Research Institute for Oceanology, CSIR, 
Stellenbosch, Republic of South Africa 
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PHOTOGRAPH 1: 

General view of 
ore jetty at Sal- 
danha Bay 

PHOTOGRAPH 2: 

Attachment of 
strain gauges onto 
mooring hook (see 
arrow) 

PHOTOGRAPH 3: 

Coiled cable 
connection for 
fender measure- 
ments 

PHOTOGRAPH 

Digital data 
acquisition system 
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loaded  at   the  jetty   (see  Figure   2).     Since   1977   up  to   18 
million  tons  of   iron ore  have  been  exported  annually. 

2. MOORING PROBLEMS 

At Saldanha Bay problems have arisen with moored iron ore 
carriers.  Under certain wave conditions, the moored ships 
undergo large horizontal motions which have, on occasions 
resulted in the breaking of mooring lines.  This in turn 
has led to interruptions of the loading of iron ore and 
even necessitated in some isolated instances the removal of 
ships from the jetty. 

The South African Transport Services requested CSIR to 
assist in investigating these problems and to advise on 
possible steps to minimize or eliminate their occurrence. 

3. STUDY APPROACH 

In order to investigate the nature of the problems NRIO 
initially carried out a feasibility study.  This study com- 
prised a literature survey on possible similar problems 
experienced elsewhere, long-wave measurements at the jetty 
and discussions with the operational staff at Saldanha Bay 
on the characteristics of the mooring system, the behaviour 
of the moored ships and the environmental conditions during 
the occurrence of problems. 

From the literature it was found that similar problems were 
encountered elsewhere, as reported by Wilson (1954), Keith 
and Murphy (1970), Bowers (1975) and Nagai et al. (1977). 
Most problems were caused by the occurrence of relatively 
long waves with periods between 50 and 150 s, which is in 
the same range as the natural periods of horizontal oscil- 
lation of the moored ships.  These long waves may be pene- 
trating into the harbour from the ocean or may be caused by 
harbour resonance. 

During the design of the harbour Wilson was asked to 
investigate the occurrence of harbour resonance at Saldanha 
Bay.  He concluded (Wilson, 1972) that the natural periods 
of wave oscillation in the bay would be much larger than 
the resonance period of the moored ships. 

From discussions with the operational staff at Saldanha Bay 
it appeared that the mooring pattern of the ship is always 
rather similar, using an average of about 16 mooring lines 
of various materials and thicknesses (see Figure 3).  The 
jetty consists of a concrete deck supported by caissons and 
is about 60 per cent open.  The jetty is equipped with 
Yokohama pneumatic fenders with a diameter of 3,3 m and a 
length of 6,5 or 10,6 m.  In almost all cases when problems 
with moored ships occurred heavy swell was reported.  This 
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FIGURE 3:  Ore jetty, position of instrumentation 
typical mooring layout 

and 
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was determined using a Datawell Waverider, positioned at 
the entrance of the navigation channel (see Figure 2). 

On the basis of this information the first aim of the study 
was therefore to determine quantitatively the relationship 
between any low-frequency wave energy and the resulting 
ship motions and mooring forces.  For this purpose an 
extensive measurement program was undertaken, involving a 
wide variety of instruments.  On the basis of the results 
of the field measurements preliminary recommendations will 
be made in order to alleviate the problems.  However, 
physical and mathematical model studies may be necessary to 
determine the effect of various alternative mooring con- 
ditions.  These models may be calibrated with prototype 
data obtained from the field measurements. 

4.   MEASUREMENT SYSTEM 

In order to collect the data required for the investiga- 
tion, a data-logging system was designed to monitor and 
record the environmental conditions as well as the motions 
of the moored ship and of the forces involved.  The 
following were therefore measured: 

(a) Long swell at six points along the jetty. 

(b) Two components of current from at least one point 
along the jetty. 

(c) Forces in up to 20 mooring lines. 

(d) Pressures in eight fenders.  The pressure data could 
be processed to determine forces. 

(e) Ship motions. 

The above measurements are made only during the presence of 
a ship in adverse conditions.  To obtain general historic 
data, the following environmental observations are made 
continuously: 

(f) Wind speed. 

(g) Wind gust speed, 

(h)  Wind direction. 

(i)  Long swell at one point along the jetty, 

(j)  Waves, 

(k)  Tides. 
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For the measurement of the ship motions and of the forces 
involved it was decided that monitoring the conditions at 
one of the ore berths would yield sufficient data for the 
study.  The eastern side of the jetty was chosen (see 
Figure 3), since the largest ships are usually moored at 
this berth. 

5.   WAVE MEASUREMENTS 

5.1 General 

A waverider buoy is anchored at the entrance of the navi- 
gation channel (see Figure 2).  This buoy can record waves 
with periods of only between about 1 and 25 s.  This is 
below the range of wave periods expected to be critical for 
the moored ships, namely, 50 to 150 s.  Therefore, long- 
wave recorders had to be installed to record the waves with 
periods of between 25 and 150 s. 

5.2 Short Waves 

To establish a possible relationship between the energies 
of long and short waves it was decided to use also the 
waverider data.  To facilitate spectral analysis of the 
data a data logger was installed which sampled the wave- 
rider signal at 0,5 s intervals during a period of about 
20 min., four times a day.  Provision was also made to 
allow continuous recording during severe ship motions. 

5.3 Long Waves 

During the feasibility study a pressure recorder was in 
operation at caisson No 14, east side (see Figure 3) from 
August 1979 to January 1981, except during the winter 
months of 1980 when the transducer failed.  in order to 
determine the variation of long-wave energy along and 
across the jetty it was later decided to deploy six 
pressure recorders, distributed along the jetty (see 
Figure 3).  To be able to obtain a wave period resolution 
of between 5 and 500 s the sampling rate of the pressure 
recorders was set at 2 s while the recording period was 
about 120 min.  The transducers measured the instantaneous 
water pressures two to five metres below the water surface, 
where they were fixed onto the caissons by means of stain- 
less steel brackets.  One swell recorder (at caisson No 14) 
was set to record automatically twice a day, while the 
others could be switched on as required. 

5.4 Tides and Very Long Waves 

Very long waves with periods of at least 300 s could be 
determined from the tide recorder installed at caisson 
No 25 (see Figure 3). 
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5.5 Wave Correlations 

The pressure transducer data were spectrally analysed, and 
a typical storm sequence is shown in Figures 4a to d. 

The spectral analysis is performed for four period ranges, 
namely, for the wave period ranges 5 to 50 s, 30 to 100 s, 
70 to 150 s and 90 to 250 s.  Figures 4a to d show that 
low-frequency energy between 30 and 150 s occurs only 
during the peak of the storm (Figure 4c).  Figures 5a and b 
show a comparison of characteristic wave heights for the 
specific wave period ranges.  It appears that the low- 
frequency wave height for both the period ranges 30 to 
100 s and 70 to 150 s is about 20 per cent of the wave 
height in the period range 5 to 50 s. 

From visual inspection of the spectral plots such as 
Figures 4a to d, those plots showing a clear low-frequency 
energy content, such as in Figure 4c, were selected.  These 
occurrences are related to the observed short-term maximum 
wave heights % at the waverider position, as shown in 
Figure 6.  It can be seen that low-frequency wave energy 
almost always occurs when the observed wave height HM at 
the waverider is larger than 2 m. 

6. CURRENT MEASUREMENTS 

The most severe motions of the moored ships were reported 
by the operational staff to be in a horizontal plane, 
namely, surge, sway and yaw.  Therefore, the horizontal 
water motions are probably a major cause of the problems. 
These motions can be estimated from the heights and periods 
of the waves and from the local water depth.  In order to 
provide a check for these estimates as well as to determine 
a possible existence of cross-currents at the jetty a 
current meter was installed.  Initially only one current 
meter was used.  This could be installed at various posi- 
tions along the jetty (see Figure 3).  In this way possible 
cross-currents could be measured during various wave con- 
ditions, while it was hoped that a correlation with the 
swell data could be established.  A reported strong marine 
growth at Saldanha Bay prohibited the use of a propeller 
type current meter, while the large amounts of moving iron 
ore and steel structures would render an electro-magnetic 
current meter useless.  Therefore, an ultrasonic current 
meter was used (see Figure 7).  The instrument was suspen- 
ded between two adjacent caissons by means of four stain- 
less steel wires.  Because of  corrosion problems these 
were later replaced by polypropylene lines (see Figure 8). 

7. WIND MEASUREMENTS 

Because wind as well as water motions contribute to ship 
motions, an Aanderaa anemometer was installed at the top of 
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a light mast at caisson No 25 (see Figure 3).  This anemo- 
meter monitored continuously wind speed and direction,and 
every 15 minutes the following data were recorded: 

(a) The average wind speed during each 15 min. interval. 

(b) The average wind direction during each 15 min. inter- 
val. 

(c) The maximum wind gust during each 15 min. interval. 

8.   MOORING LINE FORCE MEASUREMENTS 

Forces in the mooring lines can be determined either by 
monitoring the tensions in the ropes or those in the moor- 
ing hooks.  Four methods of doing this were considered: 

(a) Use of a load cell fitted to the mooring hook and onto 
which the mooring line could be hooked.  The sheer mass of 
such a device as well as its relative complexity made this 
impracticable.  Its use would also mean the loss of the 
advantages of the quick-release mechanism of the hook. 

(b) Use of a mooring line "forerunner" incorporating a 
load cell.  This offered a technically sound solution but 
in the given situation would have been difficult to use. 
The danger of loss of these forerunners, either by their 
being left attached to the ship's mooring lines or by their 
falling off the jetty into the water seemed too great to 
make this method feasible.  Further, use of the quick- 
release mechanism of the hook would almost certainly have 
resulted in loss of the forerunner.  As with method (a) 
this device would have had to be tested regularly to ensure 
that mechanical failures did not occur.  Further, the long 
flexible electrical connections would be fairly vulnerable 
to damage and therefore unreliable. 

(c) Monitoring strain in one of the pivot pins of the 
quick-release mooring hooks, using strain gauges mounted 
onto these pins.  A disadvantage of such a system would 
have been the complexity of retrofitting such pins in hooks 
which were in regular use. 

(d) Monitoring strain in the mooring hook side plates. 
This offered a neat solution to the problem, provided that 
the stability, reproducibility and system inaccuracies were 
within the required specifications.  Also, calculations 
predicted that the stress in the side plates at the selec- 
ted point of measurement would have been almost linear with 
respect to force on the hook (see Figures 9 and 10). 

To investigate the feasibility of this method preliminary 
tests were done on one hook.  Strain gauges were fitted to 
one side plate (see Figure 9) and the hook was taken 
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through a number of load cycles.  This test was repeated 
after three weeks and again after a further two weeks. 
During these tests the following points were examined: 

(a) Reproducibility of observations, both in the short- 
term and in the long-term. 

(b) Temperature stability, particularly with regard to 
irregular heating of the hook, such as heating up of 
one side of the hook only by the sun. 

(c) Linearity. 

The results of these tests showed that the system would 
meet the required accuracies, namely, that the hooks could 
be used to monitor forces up to 800 kN (about 80 ton-force) 
with a resolution and accuracy of 10 kN (about 1 ton- 
force).  Greater inaccuracies would occur at the lower 
forces but these could be neglected since they were not in 
the area of interest. At the higher forces the linearity 
and repeatability improved, giving adequate accuracies. 

On the strength of these tests, 20 mooring hooks were 
instrumented using strain gauges mounted on the side plates 
of the hooks (see Figure 3 and Photograph 2).  The strain 
gauges are covered with an epoxy-coated aluminium die-cast 
box which apart from affording protection to the gauges, 
also houses the local electronics and line drivers. 

The hooks are calibrated by means of an hydraulic jack, 
together with a calibrated load cell, various attachments 
and spacers.  The jack applies a foYce between the bollard 
and the curve of the hook (between point A and B as shown 
in Figure 9).  By taking into account the bending moment 
introduced about the rear pivot axis of the hook, a 
sufficiently accurate calibration curve was obtained. 

9.   FENDER FORCE MEASUREMENTS 

Since tables are available which give the relationship 
between pressures in, and forces applied to, the fenders, 
it seemed that the monitoring of pressure in the fenders 
would provide the simplest method of determining the forces 
on the fenders.  Tables are also available giving the 
relationship between fender deflection and force against 
the fender.  Photographic measurements of fender deflection 
could therefore also be correlated with pressure measure- 
ments. 

The attachment of the pressure transducer was simple, as a 
suitable outlet plug was available on the headplate of the 
fender and required only the insertion of an adaptor and 
throttle valve.  Coupling the transducer to the jetty was a 
greater problem as the cable had to be flexible enough to 
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allow for the continuous movement of the fender due to wave 
and swell actions as well as the movement due to tidal 
variations.  The problem was solved by using the coiled 
flexible cables used between trucks and trailers.  Two such 
lengths joined together provided a sufficient extension to 
cater for the movements encountered. 

The pressure transducer used is a Bell and Howell type with 
a range of 300 kPa absolute pressure.  This provided a 
range of close to 200 kPa above atmospheric pressure.  The 
fenders are maintained at a pressure of about 75 kPa gauge 
and the safety release operates at 175 kPa.  Eight fenders 
were equipped with these pressure transducers (see Figure 3 
and Photograph 3). 

A local pressure transducer amplifier and line driver is 
mounted on the edge of the jetty in a protective housing. 
This converts the pressure transducer signal into one 
suitable for driving down a long line to the recording 
station,  when fenders are being serviced or replaced, it 
is a relatively simple matter to remove the pressure trans- 
ducer and the coiled cable from one fender and install it 
in the replacement fender. 

10.   SHIP MOTION MEASUREMENTS 

10.1  Photographic Technique 

Various methods were considered for measuring the motions 
of the moored ships.  This can be done mechanically by 
attaching an instrument onto the ship, e.g. by a set of 
lines connected to potentiometers (see Stammers et al., 
1977).  Another possibility, which was chosen for SaTdanha 
is a remote-sensing method.  In this case a camera was 
installed at a fixed position to take photographs of the 
ship at 2 s intervals. 

A relatively suitable vantage point for the installation of 
a camera was found at the top of the chimney at caisson 
No 18 (see Figure 3). From this position it was possible 
to determine the most important sway and yaw motions of the 
ship accurately, as well as the vertical motions of heave, 
roll and pitch.  Only the surge motions could not be deter- 
mined accurately from this position. 

It is necessary to photograph fixed points behind the ship 
as well as fixed points on the jetty (see Figure 11).  Fur- 
thermore, the forward mast, bridge and funnel of the ship 
must be included as target points on the ship.  To include 
all these points for a large ship a lens with a focal 
length of about 100 mm was required.  The large number of 
photographs to be taken required a camera with a large 
magazine and an automatic recording system.  On the basis 
of these considerations a Robot Motor Recorder was chosen, 
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with a lens of 75 mm focal length and a magazine which 
could contain film for 1 600 frames of 18 by 24 mm. 

10.2 Sonar Docking Device 

The ore jetty is equipped with an Elac sonar docking device 
installed by the harbour authority for use by pilots during 
docking operations.  The device makes use of two indepen- 
dent horizontally-looking ultrasonic echo sounders, one for 
the bow and the other for the stern of the ship.  Each 
system has two transducers mounted in the water on the side 
of the jetty (see Figure 3).  The decision as to which of 
the two transducers to use, was based on the size of the 
ship and the position of the ship alongside the jetty. 

Measurements of speed of the bow and stern are made as well 
as of the distance of the bow and stern from the jetty.  It 
was decided that since the device was available, its out- 
puts should be recorded to provide some back-up for and a 
check on the photographic recording system. 

11.   DATA ACQUISITION 

11.1  Central Data Acquisition System 

Most data acquisition is done at the central recording 
station at caisson No 14 (see Figure 3).  This therefore 
means that all signals have to be transmitted from the 
various sensors to the recording station.  It was decided 
to use a frequency-modulated system for the transmission of 
all signals to the recording station and this therefore led 
to the design of a general-purpose amplifier module to 
interface the sensors to the cabling system.  The module 
includes an amplifier, voltage-to-frequency convertor and 
line driver.  The amplifier stage can be adjusted to suit 
the output of the particular sensor, and the voltage-to- 
frequency convertor is set to suit the range required. 
Conventional 25-pair telephone cables are installed along 
the length of the jetty with junction boxes at each 
caisson.  The amplifier modules are installed as close to 
the sensors as possible and are connected via two-pair 
telephone cables to the junction boxes on the respective 
caissons.  At the recording station all the frequency 
modulated signals are fed via phase-locked loops (for 
filtering and signal conditioning) to the recording system. 

The data-acquisition system, DAS (see photograph 4), is an 
exact copy of the data-acquisition system used in the NRIO 
coastal engineering model hall (Holroyd, 1980).  It is 
based on the NRIO microcomputer system (Holroyd, 1982) and, 
in line with the general approach of the Institute, uses 
digital cassettes as the storage medium.  The DAS is split 
between the continuous monitoring section and the section 
which operates only when ship monitoring is being done. 
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The continuous monitor is permanently on power and auto- 
matically logs data from the wind sensors and the swell 
sensor at caisson No. 14.  Wind data include the average 
wind speed, the average wind direction and the highest gust 
speed for each 15-minute interval.  These data are accumu- 
lated in the computer's memory over a 12-hour period and 
are written onto the cassette at 06h00 and 18h00 as a com- 
plete data file covering the past 12 hours.  At noon and 
midnight swell data files are recorded for a two-hour 
period with a two-second sampling interval. 

The ship monitoring section of the DAS includes the central 
control unit, with keyboard and VDU, and five data logging 
units all connected to and controlled from the central 
control unit.  The central control unit is used to initiate 
a monitoring run, insert header information, such as the 
ship's name, and generally acts as a communication link for 
commands to and prompts from the data-logging units.  It 
was decided to use five data logger units because of the 
volume of data being collected during a monitoring run. 
This has the added advantage that the data from each group 
of sensors are stored on a different cassette, therefore 
simplifying the subsequent sorting of the data during the 
analysis stage.  All inputs are synchronously sampled at 
two second intervals and a direct measurement is made of 
the frequency from the sensor amplifiers. 

All data are stored onto digital cassettes in a properly 
file organised format with headers giving real-time, the 
type of data, the data format as well as information 
entered by the operator during initialization.  The data 
are allocated to the logging units as follows: 

Unit 1 - sonar docking device, bow and stern, speed 
and distance from jetty 

Unit 2 - six long swell sensors 
Unit 3 - X and Y current speed from Simrad HC100 

current meter 
Unit 4 - eight fender force sensors plus six mooring 

hook force sensors 
Unit 5 - fourteen mooring hook force sensors. 

The DAS includes a cassette reader and a printer which 
permits in situ checking of the system's performance. 
Another important built-in maintenance aid permits the 
display of the sensor line frequencies on the VDU, 
simplifying checks on sensor performance and calibration. 

11.2 Other Data 

It was not feasible to store all recorded data at the 
central data-acquisition system on Memodyne cassettes.  The 
waverider data logger is already an automatic recording 
system with an accurate time base.  Besides graphical 
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recording of the wave history, the signal is sampled every 
0,5 s and the values written onto Memodyne cassette four 
times a day, namely, at OOhOO, 06h00, 12h00 and 18h00 GMT. 
These tapes are spectrally analysed at NRIO using a stan- 
dard FFT program. 

The data from the tide recorder are recorded only graphi- 
cally.  However, any long period oscillations can be easily 
noticed.  Also the actual water levels during the presence 
of a ship can be read off directly.  Both the waverider 
data logger and the tide recorder are installed at the Port 
Administration Building (see Figure 2), where they are also 
used to provide normal harbour operational data. 

1 2 .   DATA PROCESSING AND ANALYSES 

12.1 Digital Data 

The in-house data processing system has extensive facili- 
ties for reading cassette tapes.  Quick look and edit pro- 
grams are available for checking the data on cassettes, 
scaling the data according to the calibration values for 
each sensor and transferring the data onto nine-track mag- 
netic tapes in a standard ASCII-coded file format. 

These data are then read from the tape and stored on high- 
density archive tape at the CDC Cyber 170/750 computer at 
the Centre for Computing Services of the CSIR.  The data 
from each channel will be spectrally analysed using pro- 
grams based on the autocovariance method.  Directly related 
spectra can be analysed further using cross-correlation 
techniques, while also time-history plots of the various 
signals may show any correlation by visual inspection. 

12.2 Photographic Data 

12.2.1  Digitizing technique 

After the films of the moored ship have been developed, the 
negatives are projected onto a digitizing tablet where the 
coordinates of three fixed shore points, of five points on 
the ship and of the corners of the frame are determined and 
stored on cassette tape. 

The coordinates of the fixed shore points (1 to 3 in 
Figure 11) relative to those of the corner points of the 
frame (9 to 12) are used to compute the orientation of the 
camera and a coordinate system with its origin at the 
camera position is defined.  Also the fixed points 1 to 3 
are used to compute the scale of the projection.  The pro- 
jected height of the forward mast (from points 4 and 5) 
relative to the real height is used to compute the instan- 
taneous distance of the ship relative to the camera, which 
yields the surge motion of the ship after projecting the 
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distance to the camera to a horizontal plane.  The top of 
the forward mast (point 4), the bridge tip (either point 6 
or 8) and the top of the funnel or radar mast (point 7) are 
used to compute the motions of the ship relative to the 
camera-based coordinate system.  After this system has been 
transformed to a horizontal coordinate system the instanta- 
neous motions of sway, heave, roll, pitch and yaw can be 
determined. 

The process of digitising is controlled by a Tektronix 4051 
desk top calculator. After the digitizing is completed the 
data files on tapes are transfered to disc storage at 
NRIO's in-house HP 21 ME minicomputer and from there trans- 
formed into ASCII code and written onto nine-track magnetic 
tape. From here the data are treated in the same way as 
the digital data described in Section 12.1 are. 

12.2.2  Analysis program and ship motion results 

A computer analysis program has been developed to compute 
the motions of the ship in six degrees of freedom, using 
the coordinates determined with the digitizing tablet.  A 
typical raw result of this analysis is shown in Figure 12. 
It can be seen that the surge motion has the largest 
scatter, while sway and yaw show a very smooth variation 
with periods of about 100 s and almost in phase.  Heave and 
pitch show oscillations with periods of about 16 s, which 
is slightly above the dominant swell period of about 14 s. 

13.   PROBLEMS 

A number of problems were encountered during the installa- 
tion period and some are still present.  As already men- 
tioned in Section 6 it was known that very active marine 
growth occurs at Saldanha Bay, especially barnacles, red 
bait and black mussels.  These animals grow so rapidly that 
they can choke the aperture of pressure gauges.  Although 
copper gauze was used to protect apertures, this toxic 
metal proved to be ineffective and regular mechanical 
cleaning by divers has to be performed to keep the instru- 
ments functioning. 

Another problem is strong corrosion of the metals in the 
sea water.  Initially, copper was used in order to control 
the marine growth at the instruments.  Stainless steel was 
also used because copper is not a very strong and elastic 
material.  Therefore, initially stainless steel Hilti bolts 
were used to fasten clamps, brackets and instruments under 
water.  Some instruments were made of stainless steel, such 
as the Simrad current meter.  However, serious galvanic 
corrosion occurred between copper and stainless steel, as 
well as mutually between stainless steel when parts of the 
surface became active due to lack of oxygen.  Even the 



2660 COASTAL ENGINEERING—1982 

application of zinc anodes did not prevent galvanic 
corrosion. 

The system of sensors along the jetty requires many long 
lengths of cables which carry signals to the main telephone 
cables or directly to the recording station.  Many of these 
cables are in fairly vulnerable positions and can easily be 
damaged during normal mooring operations.  Even though 
cable damage is less than expected, it is still necessary 
to inspect cables regularly for wear or damage. 

Iron ore dust is everywhere and is hostile to electronic 
circuitry.  Keeping the electronic units such as the remote 
amplifiers clean during installation, repair or calibration 
is not easy.  This task is often made more difficult by 
unfavourable weather conditions.  On some occasions the 
presence of strong winds, swell and sea spray make repair 
work impossible. 

The scatter of the surge motion results is very large. 
Attention should be given to determining surge more accu- 
rately. 

14.   CONCLUSIONS 

On the basis of the results obtained so far it can be con- 
cluded that the various instruments are effective in yield- 
ing the required quantitative data for the moored ship 
investigations.  The strain-gauged mooring hooks do not 
show a significant drift during short periods of measure- 
ments; regular recalibration checks are, however,  neces- 
sary.  The flexible coiled cable has also proved 
to be an adequate connection between the continuously 
moving fenders and the caissons. 

The most important motions of the moored ship, namely, sway 
and yaw which form the most serious problem, are effec- 
tively and accurately determined by using the Robot Motor 
Recorder and computer analysis system.  The central data 
acquisition system, particularly is very useful in recor- 
ding the monitored data on a mutual time base. 

Preliminary results of the analysis of long-wave data and 
ship motion data show that wave energy is present at 
periods between 50 and 150 s, while natural periods of 
horizontal oscillations of moored ships have been shown to 
be in this same range.  It is expected that further corre- 
lation of environmental and ship dynamics data will permit 
the determination of firm relationships between cause and 
effect of the moored ship problems, when a sufficient 
number of problem cases have been monitored. 
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SHIP MOTIONS RELATED TO DEEP DRAFT 
CHANNEL DESIGN 

By Scott Noble, X A.M. ASCE 

ABSTRACT:  This paper discusses the investigation that the 
U.S. Army Corps of Engineers, Portland District undertook 
for possible modifications to the Columbia River entrance 
channel.  Because of the characteristically high sea 
conditions at this location, wave induced ship motions 
were considered an important criteria to be evaluated. 
Phototype ship motion measurements were obtained along 
with wave data.  The data and preliminary results are 
summarized.  Emphasis is given to the analysis of a re- 
lationship between environmental conditions and vertical 
excursions, and the subsequent use of the relationship 
to determine a new channel depth. 

INTRODUCTION 

In 1972, a resolution was adopted by the Public Works 
Committee of the United States Senate directing the Corps 
of Engineers to investigate the feasibility of modifying 
the entrance channel to the Columbia River, especially 
with regard to providing deeper depths.  The Columbia 
River Port authorities, who lobbied for the resolution, 
felt that a deeper channel was necessary to bring the 
entrance channel in-line with the river channel as well 
as to allow larger ships to transit the system in the 
future.  In the early phases of the investigation it was 
determined that insufficient data were available to permit 
an accurate design of the channel.  This was especially 
true since sea conditions in this area are notoriously 
rough and analytic procedures to determine channel depths 
where wave induced ship motions are a primary design factor 
are scarce.  Therefore, a prototype ship motion monitoring 
program was initiated that was to provide the criteria 
with which to base the modifications.  References (4,5,6) 
contain detailed discussions of the field work, data 
results and initial analyses.  The present paper will 
discuss further analysis of the data and its application 
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to the determination of modified channel dimensions. 
Previously presented information will however be summarized. 

The Columbia River rises on the west slope of the 
Continental Divide in British Columbia and flows 
approximately 1,200 miles (1,900 km) to the Pacific Ocean, 
approximately 745 miles (1,200 km) in the United States. 
As shown in Figure 1, the river also forms the natural 
border between the states of Oregon and Washington.  The 
river is a major artery for the transportation of goods to 
domestic and international markets.  An annual average of 
about 23 million tons (21 million m tons) are transported 
past the mouth of the river by roughly 2,000 vessels. 

Congress has delegated to the Corps of Engineers the 
responsibility for construction and maintenance of Federal 
navigation projects.  Portland District has those respon- 
sibilities for over 40 seperate projects in Oregon and 
Washington.  The project at the entrance, shown in Figure 
2, provides for a channel 48 ft (14.6m) deep, measured 
from the plane of mean lower low water (mllw), 2,640 ft 
(805 m) wide and about 5 miles (8 km) long.  The channel 
is to be secured by two rubble-mound jetties, a spur jetty, 
Jetty A, on the north shore and by dredging.  Maintenance 
dredging is primarily performed by the hopper dredge 
BIDDLE, which historically has averaged about 4.5 million 
cu yd (3.4 million nr>) annually.  The deep-draft river 
channel then proceeds from the mouth to the Portland- 
Vancouver area some 102 miles (165 km).  The primary di- 
mensions of this project are 40 ft (12.2 m) deep by 600 
ft (183 m) wide.  Annual maintenance dredging of this 
project is roughly 5 million cu yd (3.8 million m3). 

DATA COLLECTION 

The monitoring program involved acquiring ship motion 
and wave data.  This was done so that a correlation be- 
tween environmental conditions and ship motions could be 
investigated. 

Ship Motion Measurements - During the periods of 
May - June 1978, October 1978 - March 1979, and October 
1979 - March 1980 a total of 53 deep-draft vessels were 
monitored.  The field work was accomplished through a 
contract with Tetra Tech, Inc. Basically, a two-man field 
team boarded the vessels at the point of departure and 
recorded measurements during the approximately half hour 
necessary to transit the entrance.  Measurements were made 
of vessel vertical acceleration (heave), pitch, roll, 
heading, and position continuously.  The data were then 
reduced and analyzed to generate time histories and 
distributions of bow, stern and side excursions, vessel 
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heading and yaw, as well as of the recorded motions. -The 
excusion is the vertical movement of a particular point on 
the vessel relative to its still water position. 

With the aid of the Port of Portland, arrangements 
were made to monitor Chevron tankers, Weyerhaeuser bulk 
carriers, Japanese and Hatson line container carriers, and 
an auto carrier.  Table 1 gives the principal dimensions 
for the vessels monitored,  The monitored vessels resemble 
the distribution of vessels that transit the Columbia River. 

Wave Data Gathering 

Under the guidance of the Corps of Engineers Coastal 
Engineering Research Center waverider buoys were deployed 
in the entrance area and offshore to measure wave height 
and period, and a wave imaging radar unit was used to 
obtain wave direction, length and transformation character- 
istics over a broad region.  Numerous difficulties were 
experienced in getting the equipment operating properly and 
maintaining the operation.  The buoys were hard to keep on 
station because of the rough sea conditions experienced 
there and the high density of commercial and pleasure 
craft.  Other sources of data were also utilized to provide 
information on wave conditions throughout the monitoring 
period.  These included visual observations of sea condi- 
tions made by the two man field crew aboard the instrumented 
ships; and, wave measuring instrumentation placed on the 
Columbia River entrance navigation buoy just outside the 
entrance.  A comparison of the visual observations with 
coincidently recorded significant wave heights indicated 
that the observations were a reliable source of informatioa 

DATA RESULTS 

Although the study was concerned with both vertical 
and horizontal motions, this paper will deal with just the 
vertical motion results and the implication to channel 
depth design. 

Ship Motion Results - Out of the 53 voyages monitored, 51 
complete sets of vertical motions were obtained.  Equip- 
ment failure occurred during two of the crossings.  Table 
2 is a tabulation of the cumulative percent frequency of 
occurrence for the average and maximum heave, roll and 
pitch values.  The table indicates the magnitude of motion 
that is exceeded by a certain percentage of the crossings. 
For instance the table shows that 25 percent of the voyages 
had a maximum heave, roll and pitch value of at least 6.0 
ft (1.8 m), 5.7 deg and 2.1 deg, respectively. 
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TABLE 1. - Monitored Vessel Dimensions 

Dead 
Length De sign Weight 
overall, Beam, Dr aft, Tonnage, 

Vessel Type in feet in feet m feet in tons 
(1) (2) C3) (4) (5) 

Oil Carriers 

1. Chevron Gas Turbines 651 96 34 35,000 
2. HILLYER BROWN 523 68 32 18,000 

Container Carriers 

3. ALASKA MARU 685 98 34 23,000 
4. BEI SHU MARU 697 98 34 24,000 
5. GOLDEN ARROW 616 82 35 19,000 
6. HIKAWA MARU 700 101 34 23,000 
7. LION'S GATE BRIDGE 718 102 36 27,000 
8. MAUNA LEI 

Bulk Carriers 

630 71 32 18,000 

9. HOEGH M CLASS 

Auto Carriers 

695 101 33 36,100 

10. WORLD WING 566 90 29 23,000 

Note: 1 ft = 0. 305 m ; 1 ton = 1.016 Kg 
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The next step in the preliminary analysis was to 
convert the preliminary motions into vertical excursions. 
This was done by combining the heave and pitch to deter- 
mine bow and stern excursion, and combining the heave and 
roll to determine side excursion.  In the analysis the 
center-of-gravity was assumed to be the point-of-rotation. 
Table 3 is a tabulation of the cumulative percent frequency 
of occurrence for the average and maximum bow, stern and 
side excursions.  The table shows that 25 percent of the 
voyages had an average bow, stern and side excursion of at 
least 5.3 ft (1.6 m), 2.6 ft (0.8 m) and 2.6 ft (0.8 m), 
respectively.  Similarly, 25 percent of the voyages had a 
maximum bow, stern and side excursion of at least 15.0 
ft (4.6 m), 7.4 ft (2.3 m) and 7.1 ft (2.2 m).  The table 
indicates that the bow and stern excursion are the critical 
excursions to consider in the channel design. 

Yfave Data - As mentioned previously, wave data was gathered 
from a few sources.  During the monitoring program 5 per- 
cent of the voyages had waves in excess of 15 ft (4.6 m) 
high.  Most of the waves were however below 10 ft (3 m). 
Wave periods were generally 10 seconds but ranged between 
about 6 to 17 seconds.  Wave directions near the Columbia 
River are predominantly from the west to northwest but 
storms generally come from the southwest.  The wave direc- 
tions observed during the monitoring program also tended to 
follow this pattern. 

DATA ANALYSIS 

After the initial data reduction and analysis, the 
object of the study was to relate the ship motions to the 
environmental conditions.  If a satisfactory relationship 
could be obtained, then an appropriate channel depth could 
be determined based upon a design wave condition. 

As a design procedure, we were interested in the max- 
imum motions, although the best relationship did not occur 
with the maximum values.  The reason for this is that the 
maximum motion is dependent on the wave height, length and 
direction at the time and location that the maximum motion 
occurs.  Since we did not obtain this detailed wave data, 
nor did we attempt to, and since wave conditions at the 
Columbia River vary greatly throughout the entrance area, 
a relationship other than with the maximum motion was 
sought.  Since basic wave conditions, as obtained during 
the field study, should be indicative of average conditions, 
a relationship between average motions and wave conditions 
was investigated.  Then, as shown by Wang (5) the maximum 
motion, or a motion with some other cumulative percent 
frequencey of occurrence, could be determined utilizing 
the Rayleigh distribution.  For example, the motion with 
a 90 percent cumulative frequency of occurrence during a 
particular voyage could be determined from the average 
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TABLE 2. - S ummary o if Heave , Roll and Pitcl i Motions 

Cumulative 
Percent Heave, Roll, Pitch 
Frequency in feet in degrees in degrees 
Occurrence Avg Max Avg   Max Avg Max 

(1) (2) (3) C4)    (5) (6) (7) 

75 0.8 2.0 0.8     2.3 0.4 0.9 

50 1.3 3.6 1.3     3.8 0.5 1.3 

25 2.2 6.0 2.2     5.7 0.7 2.1 

10 2.8 8.4 3.1    13.0 1.2 2.9 

5 3.1 9.7 5.1    13.4 1.7 4.9 

maximum 4.1 12.4 5.5    17.5 2.2 6.0 

Note: 1 ft = 0.305 m 

TABLE 3. - Summary of Bow, Stern and Side Excursions 

Cumulative 
Percent 
Frequency 
Occurrence 

(1) 

Bow 
Excursion, 
in feet 
Avg  • Max 
(2)    (3) 

Stern 
Excursion, 
in feet 
Avg   Max 
(4)    (5) 

Side 
Excursion, 
in feet 
Avg  Max 
(6)   (7) 

75 1.8 4.8 1.2 3.0 1.4 3.6 

50 2.9 9.0 1.7 4.5 2.0 4.8 

25 5.3 15.0 2.6 7.4 2.6 7.1 

10 7.9 19.4 4.5 12.1 3.8 10.4 

5 9.5 20.3 9.8 21.9 4.0 12.7 

maximum 11.2 22.9 10.8 25.7 4.9 16.1 

Note: 1 ft = 0.305 m 
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motion. 

To begin the investigation into a possible relation- 
ship between average motions and environmental conditions 
use was made of Lundgren (1).  In his general report to the 
1965 PIANC Congress on the subject of ship motions due to 
waves, he listed 5 dimensionless parameters as principal 
variables.  These variables were: 

1. Wave height to ship draft ratio (H/D) 
2. Encounter period of ship to natural response 

period of ship ratio 
(Te/Tp:Tp for the case of pitch period) 

3. Relative wave length in direction of ship to 
ship length ratio (Lr/LOA) 

4. Depth of water to ship draft ratio (d/D) 
5. Wave direction relative to ship. 

As the initial results showed, and later analysis cla- 
rified, the critical motions occurred at the bow or stern 
of the ship, and these motions were most dependent on the 
wave height and encounter period.  The wave height, as 
would be expected, has the most influence on the magnitude 
of the motions.  From the initial results, it was apparent 
that the outbound voyages generally exhibited greater mo- 
tions than inbound voyages, indicating that shorter en- 
counter periods cause greater bow/stern motions than longer 
periods.  Following through with this thinking, a "best 
fit" relationship was determined using the independent 
variables wave height, natural pitch period, and encounter 
period of the ship.  The dependent variable was the average 
bow or stern excursion.  In the statistical analysis the 
greater of the 2 excursions was used.  The relationship, 
as shown in Figure 3 is: 

E (avg) = 0.57 + 0.99 (HTp/Te)....(Ft)....(1) 

The 95 percent confidence limits are also shown in the 
figure.  The correlation coefficient (r2) for the relation- 
ship is 0.86.  The values used to derive the relationship 
are listed in table 4, with vessel type being referred back 
to table 1. 

As the above equation shows, average excursion in- 
creases as wave height increases and/or the ratio of ship's 
natural pitch period to encounter period increases.  While 
the excursion is predominantly related to wave height, the 
period ratio accounts for additional variance in the excur- 
sion.  Of the two period variables, the encounter period 
has a much wider range than the natural pitch period, and 
thus is the dominant component of the ratio.  The following 
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TABLE 4. - Primary Ship Mot ion Variabli 3S 

Natural 
Average^ Wave Encounter pitch 

Voyage Vessela excursion, height, period, period 
no. type in feet in feet in seconds in seconds 

(1) (2) (3) C4) (5) (6) 

1 1 7.3 7.0 8.0 5.7 
2 1 4.2 6.0 12.5 5.8 
3 9 2.6 4.0 13.5 4.9 
4 9 2.8 2.0 17.0 5.0 
5 1 4.6 9.0 10.2 5.9 
6 9 2.0 5.0 8.3 5.2 
7 9 3.4 3.0 5.8 5.3 
8 1 5.3 10.0 11.0 5.8 
9 1 5.9 11.0 8.7 5.3 

10 1 5.3 6.0 7.8 5.8 
11 1 4.4 5.0 7.9 4.8 
12 3 2.4 6.0 20.2 4.8 
13 1 2.4 1.0 14.1 5.8 
14 1 8.5 9.0 7.7 4.6 
15 2 9.8 18.0 10.4 5.1 
16 2 10.7 15.0 6.8 5.1 
17 3 1.5 1.0 16.8 4.7 
18 8 2.6 5.0 9.9 5.0 
19 8 10.8 17.0 8.9 5.1 
20 6 2.5 8.9 21.0 4.7 
21 5 4.4 10.7 18.1 4.9 
22 3 4.2 10.6 14.8 4.9 
23 7 2.9 10.0 18.8 5.1 
24 4 1.8 6.0 17.8 4.8 
25 5 2.1 4.0 22.3 5.2 
26 3 1.6 7.0 23.2 5.0 
27 4 3.0 5.0 15.3 4.9 
28 1 4.3 6.0 12.1 5.2 
29 1 5.1 5.0 7.8 5.0 
30 1 1.3 3.8 10.7 5.8 
31 1 11.2 20.1 11.6 5.1 
32 3 2.9 7.0 16.7 5.4 
33 9 1.2 3.9 14.8 5.8 
34 9 5.0 7.2 6.8 5.9 
35 8 6.7 9.8 9.3 5.5 
36 5 1.7 7.4 22.0 5.4 
37 9 1.2 7.8 18.0 5.4 
38 9 N.A. 12.6 5.4 5.6 
39 
40 
41 
42 
43 
44 
45 

1 
1 
6 
5 

10 
10 
9 

0.8 
7.9 
1.0 
1.3 
1.6 
9.5 
1.7 

4.3 
12.9 
4.0 
5.3 
7.5 
14.3 
5.5 

13.6 
8.0 

22.4 
13.7 
20.3 
7.7 

16.9 

5.8 
5.2 
5.0 
5.5 
5.4 
5.3 
5.9 
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TABLE 4. ,.- Continued 

(1) (2) (3) (4) (5) (6) 

46 9 6.8 5.0 5.9 6.0 
47 8 2.0 6.3 16.2 5.6 
48 7 2.9 7.9 22.6 5.2 
49 9 N.A. 9.6 16.9 N.A. 
50 9 5.9 8.0 12.7 6.0 
51 5 2.4 9.9 16.8 5.5 
52 3 3.8 9.0 14.1 5.4 
53 9 1.0 3.0 15.1 5.6 

Average excursion at bow or stern whichever is greater 

Note:  1 ft = 0.305 m 
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paragraphs briefly describe the independent variables. 

The wave height used in the formulation of the equa- 
tion was the measured significant wave height closest to 
the time of transit, when measurements were made.  Pre- 
cedence was given to channel measurements, and then to 
measurements made off the entrance.  For the remainder of 
the transits visual observations by monitoring crew were 
used.  Observations were taken as indicative of the signi- 
ficant wave height. 

The natural pitch period is a function of vessel 
length, beam, and loaded condition (draft, displacement, 
and center of gravity).  The method described in Myers (2) 
was used to determine the natural pitch period of the 51 
vessel crossings for the regression analysis.  The natural 
pitch period was calculated by: 

Tp « 1.108 Kxx/GM (L)i  .... (U.S. Customary Units)....(2) 

The position of the center of gravity (eg) needs to be 
known to calculate GM(L).  The natural pitch period ranged 
between 4.6 and 6.0 seconds for the vessels monitored.  In 
the design the distance from the center of buoyancy to the 
metacenter is used as an estimator of GM(L). 

The encounter period is the wave period relative to 
the moving ship and is a function of wave period and direc- 
tion, and ship speed and course.  The equation to deter- 
mine encounter period is, 

T'e = Tw/ (1-2 •« (1.689 VcosB)gTw). (U.S . Customary UnitsX3) 

CHANNEL DESIGN 

In the case of the Columbia River most of the deep 
draft traffic travels the approximately 102 miles, (165 Km) 
to the Portland-Vancouver area.  The river channel is there- 
fore an important aspect of the movement of commerce.  For 
this reason the primary assumption in the design of the 
entrance channel was to determine a depth that would bring 
the entrance channel in-line with the river channel.  In 
other words, the design vessel for the river channel would 
also be used as the design vessel for the entrance channel. 
Specifically, the design vessel for the entrance channel was 
chosen to be that vessel which could transit the river 
channel approximately 95 percent of the time.  It was also 
decided to consider the largest grain vessel that could 
transit the river channel (grain being the greatest com- 
modity moved on the system); and, the largest vessel that 
could call at the Port of Astoria, which is located near 
the entrance where a vessel could play the tides.  Table 5 
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lists the dimensions of the vessels considered in the 
study. 

TABLE 5. - Dimensions of Design Vessel and Others 

Vessel Draft, in  Length Beam, Dead weight 
feet      overall, in feet tonnage, 

in feet in tons 
(1)        (2) (3)       (4)       (5) 

Design Vessel      35 

Largest-Grain      39 

Largest-Astoria    43 

Note: 1 ft = 0.305 m; 1 ton = 1,016 kg 

The basic equation used in the design of the channel 
depth was: 

650 90 40,000 

700 100 50,000 

780 105 70,000 

d+T=D+E+t+C   (4) 

d=D+E+t+C-T... (5) 

A few points need to be made about the equation and 
its specific application to the Columbia River entrance. 
The design of the channel was predicated on a design excur- 
sion that is exceeded only 5 percent of the time when waves 
are less than or equal to about 10 ft (3 m) high.  The rea- 
son for this was that when waves are higher than this level 
other factors come into play; e.g., the pilot can slow the 
vessel to minimize motions, or higher tide levels can be 
played.  Vessel squat was not specifically designated in 
equation (4).  The 2 reasons for this are that the measure- 
ment technique indirectly accounted for squat by measuring 
any movement, whether long term or short term; and, the 
2 mile (3.2 km) wide opening will not induce much of a 
squat phenomenon.  The last comment is that for the design 
the tidal elevation was taken as 0 mean lower low water, 
the vessel trim was assumed to be 1 ft (.3m), and the 
minimum clearance was assumed to be 2 ft (0.6 m). 

As stated earlier, the distribution of excursions on 
an individual voyage follows the Hayleigh distribution. For 
the case of ship motions this distribution can be stated 
as ; 

p = 1 - exp ( - (E(p)/E(rms))2)  (6) 
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The equation can be rearranged to read, 

E(p) =  E(rms) (-ln(l-p))* (7) 

Since the cumulative Rayleigh  distribution results in, 

E(rms) = 1.13 E(avg)  (8) 

then , 

E(p) = 1.13 E(avg) (-In (1-p))* (9) 

It was also assumed that the critical excursion for a par- 
ticular voyage would be E(95) as opposed to either the 
average or the maximum excursion.  Therefore, the critical 
excursion would be 

E(95) = 1.13 E(avg) (-In (1-. 95))*..(10) 

or, 

E(95) = 1.96 E(avg) (11) 

The upper 95 percent confidence level was used in the 
determination of E(avg). 

Instead of designing the channel based on a particular 
wave condition, it was decided to base the design on the 
distribution of all waves below the 10 ft value mentioned 
previously.  The basic wave data were obtained from a 
National Marine Consultants (3) wave hindcast study.  Use 
was then made of a 1978 refraction study of the Columbia 
River entrance performed by the Waterways Experiment 
Station for the Portland District.  The refraction results 
were used to obtain a distribution of swell characteristics 
just outside the entrance.  A comparison was then made be- 
tween wave data collected in the entrance and data collect- 
ed outside the entrance during the ship motion study.  It 
was determined that on the average, waves are approximately 
10 percent higher in the entrance than outside the entrance. 
This factor was used to modify the hindcasted annual wave 
distribution for the design analysis.  By considering the 
frequencey of occurrence of each wave condition, a distri- 
bution of the critical excursion (critical excursion being 
the E(95) of a voyage under a particular set of conditions) 
was obtained for a particular vessel.  Figure 4 is the 
resulting distribution of E(95) for the design vessel.  The 
meaning of Figure 4, for example, is that over a long period 
of time 50 percent of the transits of the design vessel 
during the year will have an E(95) that will not exceed 
approximately 9.5 ft (2.9 m). 

As stated previously, the channel was to be designed 
so that passage is available 95 percent of the time under 



DEEP DRIFT CHANNEL DESIGN 2677 

2 3 
meters 

4 5 6 
V     1 1 1 1 1 

0.1 

0.5 

1 

/- 

2 - 

5 

10 — 

20 — 
0) 

"°  30   

u 40 
X 

LU 
50 

- - 

c 60 
01 
u 
£ 70 

Q_ 

_ — 

80 — 

90 - 

95 

J L 1 1                1 1                 1 1 
10 12 14 16 li 

E(95),  in  feet 
20 2 2 

FIG.4-DISTRIBUTION    OF    E(95)   FOR   THE 
DESIGN    VESSEL 



2678 COASTAL ENGINEERING—1982 

certain wave and tide conditions.  Therefore, from Figure 4 
the design excursion (E) was determined to be 16.5 ft 
(5.0 m).  From equation (5) the design depth is determined 
to be 

d 35.0 + 16.5 + 1.0 + 2.0 - 0 = 54.5 ft (16.6 m) (12) 

Therefore, an entrance channel of at least 54.5 ft (16.6 m) 
is necessary to bring the entrance channel in-line with the 
river channel. 

The same procedure is followed to determine a depth 
associated with the other vessels.  Table 6 is a summary 
of the design excursion and channel depth required for all 
vessels assuming a mllw tide level. 

TABLE 6. - Channel Depth Requirements 

Vessel 

(1) 

Draft, in  Excursion, 
feet      in feet, 

(2) (3) 

Channel Depth, 
in feet, mllw 

(4)  

Design Vessel 35 

Largest Grain 39 

Largest - Astoria    43 

16.5 

16.8 

17.0 

54.5 

58.8 

63.0 

Note: 1 ft 0.305 m 

SUMMARY AND CONCLUSIONS 

Since the completion of the ship motion study a feasi- 
bility report recommending an entrance channel depth of 
55.0 ft (16.8 m) has been forwarded from Portland District 
Office of the Corps of Engineers.  It is anticipated that 
this depth will provide a channel that can be utilized by 
the design vessel essentially all the time.  Vessels larger 
than the design vessel, or vessels with higher motion re- 
sponse functions, may have to modify their operating pro- 
cedures at times to transit the entrance.  This may require 
reducing speed to minimize motions, playing the tides, or 
waiting for calmer conditions. 

The equation (eqn 1) relating average bow or stern 
excursion to wave height, encounter period and natural 
pitch period can be utilized at other coastal entrances 
to aid in channel design.  Other sources of information 
should also be consulted when ships much larger or differ- 
than those considered in this particular study are the 
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primary design vessels.  Hopefully in the future enough 
information will be analyzed from various sources to pro- 
pose design guidelines bracketing all possibilities. 
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APPENDIX II NOTATION 

B = ships heading relative to wave direction 
C = minimum underkeel clearance 
D = vessel draft 
d = channel depth 
E = design vertical excursion 
E(avg) = average vertical excursion 
E(p) = vertical excursion with p percent of excursions 

less than value 
E(rms) = root-mean-square vertical excursion 
GM(L) = longitudinal metacentric height 
g = gravitational acceleration 
H = wave height 
Kxx = radius of gyration about the transverse axis 

through the center of gravity 
LOA = vessel length overall 
Lr = wave length relative to ship heading 
p = cumulative probability (less than or equal to) 
r2 = correlation coefficient 
T = tidal elevation 
Te = encounter period 
Tp = natural pitch period 
Tw = wave period 
t = vessel trim (mean draft to bow or stern draft) 
V = vessel speed 



WAVE-INDUCED SHIP MOTIONS IN HARBOUR ENTRANCES - 
A FIELD STUDY 

by 

A C van Wyk* 

ABSTRACT 

Extensive field monitoring programmes were implemented to 
study the behaviour of deep-draught ships in the entrance 
channels to two major South African ports.  These pro- 
grammes form part of a study to assess the future accessi- 
bility of these ports to ships of greater draught. 

This paper describes briefly the monitoring techniques and 
methods of data analysis used, and reviews the results with 
regard to the environmental conditions during the monitor- 
ing operations. 

The prototype results on ship response to waves will 
provide valuable data for the calibration and validation of 
both mathematical and physical models.  The results are 
also used to establish allowance criteria based on safe 
underkeel allowances for ships presently using these 
harbours. 

1.   INTRODUCTION 

In 1978 the Ship Dynamics Division of the National Research 
Institute for Oceanology started an extensive study, on 
behalf of the South African Transport Services, to deter- 
mine criteria for optimum use by deep-draught ships of the 
entrance channels to the two major South African export 
harbours under adverse sea conditions. 

The coal harbour at Richards Bay on the east coast present- 
ly handles bulk carriers of up to 150 000 dwt (17 m 
draught in an outer channel depth of -24,0 m CD (Chart 
Datum)) while the ore harbour at Saldanha Bay on the west 
coast frequently accommodates vessels of up to 270 000 dwt 
(21 m draught in an outer channel depth of -23,7 m CD). 

Ship Dynamics Division, National Research Institute for 
Oceanology, Council for Scientific and Industrial 
Research, Stellenbosch, RSA 
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Safe use of the entrances with respect to underkeel allow- 
ance during adverse sea conditions has become a matter of 
considerable importance in the light of demands for hand- 
ling larger ships and of the high costs involved in deepen- 
ing the channels. 

As part of the overall study, field monitoring programmes 
were implemented at these harbours to record the behaviour 
of the larger ships using the entrance channels under 
various environmental conditions.  The data are needed to 
calibrate and validate the mathematical and physical models 
to be used in future studies and, also to update the provi- 
sional allowance criteria used at present which were based 
on limited results of earlier model studies. 

This paper describes briefly the monitoring techniques and 
methods of data analysis (covered in detail by Zwamborn and 
Van Wyk, 1981) and reviews the results with regard to the 
wave conditions during the monitoring operations.  Since 
the emphasis is entirely on wave-induced vertical motions, 
horizontal behaviour of the ship is considered only in 
order to determine the direction of wave approach relative 
to the ship. 

2.   FIELD MONITORING 

Ship behaviour is recorded by a method of discrete time- 
interval photography.  The monitoring technique, basically, 
comprises taking photographs, from a land-based station, at 
2 s intervals, of each ship during her transit of the 
entrance channel.  The photographic equipment consists of a 
motorized 35 mm camera fitted with a telephoto lens which 
enables behaviour of the ship to be monitored over a dis- 
tance of roughly 2 km in the channel.  Recording is there- 
fore limited to daylight hours and when visibility is 
satisfactory. 

The environmental conditions recorded during each event 
comprise the wind, the tide and, particularly, the waves. 
A waverider system provides, during monitoring, a conti- 
nuous record of the waves in the vicinity of the entrance 
channel while the dominant wave direction is obtained from 
clinometer observations, radar wave images or pilot boat 
observations. 

Each ship is also visited after arrival or before departure 
to obtain essential geometric details of the ship as well 
as the loading condition at the time of sailing. 

Since August 1978 just over 200 different shipping events 
have been monitored, about 90 per cent of them at Richards 
Bay.  These events were rated according to the severity 
of the wave climate as well as quality and extent of the 
records. 
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3.   DATA PROCESSING AND ANALYSIS 

3.1  Film Processing 

To date the photographic records of the 70 top-rated events 
(all of which were recorded at Richards Bay) have been 
processed using a simple photogramraetric technique.  The 
procedure consists of digitizing target points on the 
images of the ship on each film negative relative to a 
fixed coordinate system. 

These coordinates, together with the geometry of the ship, 
are used to compute: 

(i)  the vertical motions of the target points on, and 

(ii)  the route, heading and speed of each ship. 

The motions of the target points are used to derive: 

(a) the three principal motions, namely, roll, pitch and 
heave, and 

(b) the vertical wave-induced motions at the perpen- 
diculars, shoulders and quarters of the ship due to 
roll, pitch and heave. 

SOUTH  BREAKWATER 
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u      0 

< • 
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i 
Q        4 
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Figure 1.1   Ship trajectory for event R065 
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Examples of the results for a typical case study (event 
R065) are shown in Figures 1.1 and 1.2.  Ship positioning 
relative to the channel coordinate system is believed to be 
accurate to within 50 m longitudinal and 10 m transverse. 
Heading angles relative to the channel orientation are 
accurate to about 1,5° and the speed of the ship averaged 
over intervals of 14 s is accurate to about 0,05 m/s.  The 
vertical motions are subject to random measuring errors of 
about 0,1 m to 0,3 m depending on the distance from the 
camera to the ship (1 000 m to 3 000 m). 

Since certain target points, particularly those chosen on 
the bow of departing ships, were frequently obscured from 
view, all three principal motions, and, consequently, the 
combined motions at the perpendiculars and shoulders of the 
ships, could not always be calculated.  For the majority of 
the events the motions of only the port and starboard tips 
of the bridge superstructure and the stern of the departing 
ship could be obtained.  The bridge motions, however, could 
be taken as approximately those of the ship's quarters 
since the bridge tips more or less coincide with the hull 
quarter points, the bridge width being equal to the beam of 
the ship. 

3.2 Probabilistic Analysis 

The motion time series, being, on average, of about 8 min 
duration, were accepted to be representative samples of a 
stationary random process so that the standard deviation of 
motion, s, could be used to characterise each record. 

Normalized distributions of motion amplitude were derived 
for the motions at each target point and were compared with 
the well-known Rayleigh distribution given by 

P(a) = exp (-Valf)2) ••• 1 

where a is the apparent amplitude of motion. 

The calculated distributions were found to fit the Rayleigh 
distribution very well as is shown, for example, by the 
exceedence distribution of motion amplitudes at the port 
quarters of 70 different ships in Figure 2. 

Longuet-Higgins (1952) postulated that the expected maximum 
amplitude, E{amax}, in a given sample record with known 
standard deviation, s, and with Rayleigh-distributed appa- 
rent amplitudes, depends only on the record duration (num- 
ber of oscillations, N) and is found from the relationship 

E(aMX}/s =  2[(lnN)V2+ V2 W lnN)" V2 ]       ... 2 

with v = 0,5772 (Euler's constant). 
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MOTION AMPLITUDE /STANDARD DEVIATION 

Figure 2  Distribution of motion amplitudes at port quarter 

Using Equation 2, expected maximum motion amplitudes were 
calculated for 35 different records of from 20 to 50 
oscillations and were compared with the recorded maxima as 
shown in Figure 3.  Since Equation 2 apparently predicts 
the maximum motion amplitude well even for records of short 
length, this approach was adopted to estimate maxima from 
the sample standard deviations of motion and assuming that 
on average the ship underwent 100 oscillations for the 
period that she remained in the channel.  Equation 2 then 
becomes 

E(amax} - 3,22 s 3 



WAVE INDUCED SHIP MOTIONS 2687 

RECORDED    MAXIMUM   AMPLITUDE, 0 m0K  <m' 

Figure 3 Expected versus recorded maximum motion amplitudes 

3.3  Frequency Domain Analysis 

For a selected number of events the incident wave records 
and ship motion records were spectrally analysed using a 
frequency resolution of 0,005 Hz. 

The incident wave spectrum, S(f), was transformed to an 
apparent wave spectrum, Se(fe) the wave spectrum 
encountered by the ship, using the relationships 

(fe) = S(f) U 4a 

and 

= f - 4b 

where V is the ship's speed, \  is the incident wavelength 
and a is the angle of wave incidence relative to the ship. 

The incident and apparent wave spectra for event R065 are 
shown in Figure 4.  The incident waves show a typical 1,7 m 
swell peaking at 15,4 s.  with the dominant angle of wave 
incidence of 220° and taking the average speed of the ship 
to be 5 m/s (the ship in fact increased speed from 4,3 m/s 
to 5,5 m/s over a distance of roughly 2 km) the ship would 
have encountered the peak of the swell at about 12,2 s. 
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Figure 4  Incident and apparent wave spectra for event R065 

Figure 5 illustrates the motion spectra of the ship, 
Ss(fe for roll, pitch and heave and the combined 
motions were converted to translatory vertical motions at 
the ship's quarters. 

From the assumption that a ship can be regarded as a linear 
system, the amplitude response function, R(fe), for each 
of the motions was calculated using the relationship 

R(fe) = [Ss(fe)/Se(fe)]
1/2 

The amplitude response functions for roll, pitch and heave 
and for the combined vertical motions at the quarters for 
the ship monitored during event R065 are shown in Figure 6. 
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Figure 5   Sample ship motion spectra for event R065 
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Figure 6 Sample amplitude response functions for event R065 
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4.   DISCUSSION AND INTERPRETATION OF RESDLTS 

4.1  Maximum Ship Motions Versus Significant Wave Height 

The expected maximum motion amplitudes calculated from the 
records with the largest standard deviations for each of 
the 70 processed events are shown plotted against signifi- 
cant wave height. Hmo in Figure 7. The 18 events 
labelled with run numbers all took place under particularly 
adverse wave conditions. 

2 3 

SIGNIFICANT  WAVE   HEIGHT,   Hmo    (m ) 

Figure 7   Maximum motion amplitude versus significant wave 
height 
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Gradients of 1:1, 3:2 and 2:1 were included showing that 
about 24 per cent of the data falls above the 3:2 gradient 
with significant wave heights generally less than 2 m.  For 
larger wave heights the data always remained below the 3:2 
gradient. 

Inspection of the data enables the large variation in ship 
response to be attributed to a number of possible causes: 

(i)  Variability of incident wave fields:  The wave spectra 
showed various stages of wind-generated seas and swells and 
were often composed of both.  Swells approaching the 
channel varied in direction by as much as 70° and peaked at 
periods ranging from 11 s to well over 16 s.  Heavy seas 
resulting from strong local winds were either beam-on or 
parallel to the channel line of orientation.  The wind 
fields were, at times, of sufficient duration and strength 
to generate appreciable wave energy at periods of up to 
12 s. 

(ii)  Variations in ship's speed and heading:  Speeds 
ranged between 3 m/s (6 kn) and 6 m/s (12 kn) while ships, 
on leaving port, often increased speed by about 1 m/s to 
2 m/s over a distance of 2 km.  Angles of wave incidence 
relative to the ship also varied considerably due to varia- 
tions in the ship's course.  Figure 8 summarizes ship speed 
and angle of wave incidence for the 70 events considered in 
Figure 7. 

(iii)  Differences in ship geometry and size:  The ships 
ranged in size from 95 000 dwt to 160 000 dwt and showed 
large variations in principal dimensions even for ships of 
equal displacement.  Lengths between perpendiculars ranged 
from 240 m to 290 m and beams ranged from 37 m to 45 m. 

(iv)  Differences in ship loading:  Ships leaving port were 
carrying from 100 000 t to just over 150 000 t of coal and 
had draughts ranging from 14 m to just over 17 m.  The 
occasional entering ship was either in ballast or partly 
loaded. 

Table I summarizes the principal ship dimensions and 
loading conditions for 18 of the 70 events (those numbered 
in Figure 7). 
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4.2  Hull Points of Maximum Vertical Motion 

The wave-induced vertical motions at the perpendiculars, 
shoulders and quarters of the ships could be calculated 
from the measured target motions for 25 of the 70 processed 
events. 

For these events expected maximum motion amplitudes at both 
starboard shoulders and starboard quarters (thus, on the 
weather side of the ship) were, at times, up to about 50 
per cent larger than the motions at their port-side coun- 
terparts (Figures 9a and b).  A comparison of the starboard 
motions at the quarters and shoulders of these ships (Fig- 
ure 9c), however, showed no tendency for motions at one 
point to be consistently larger than those at the other 
point. 

Motions at the forward perpendiculars (resulting purely 
from heave and pitch), moreover, were of the same order of 
magnitude as those at the shoulders and quarters (which 
also include roll). Figure 9d.  This emphasizes the fact 
that, in the majority of cases, wave encounter was such as 
to also stimulate ship motions in the pitch mode. 

4 .3  Ship Response Functions 

Ship response functions were calculated from the motion 
spectra and wave spectra for the 18 events identified in 
Figure 7.  The ship particulars are listed in Table I and 
the wave and ship response data are summarized in Table II. 

Observations of dominant wave directions were often limited 
to visual clinometer measurements only and could, some- 
times, be very misleading, particularly with strong winds 
which caused very confused sea states.  Thus, verification 
of the primary wave fields was obtained by relating inci- 
dent wave spectra to meteorological conditions prior to and 
during these events.  The synoptic weather charts were 
found to be useful for delineating the primary sources of 
wave generation and to confirm the deep-sea swell direc- 
tions.  These were then converted to wave directions in and 
around the channel by means of appropriate refraction 
diagrams, and the results were checked against the local 
observations. 

The extreme swells recorded during these events can be seen 
to have propagated from three primary directions, these 
being SSW/SW'ly, S'ly and SSE'ly.  The peak swell periods 
ranged from 11,7 s to as long as 17,8 s and significant 
wave heights ranged from 1,2 m to 3,0 m. 

These swells were refracted considerably while approaching 
the channel because of the coastal bathymetry and this 
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resulted in channel wave directions being confined to a 
narrower sector ranging from 130° to 160° TN. 

When allowance was made for the ship's heading relative to 
the channel orientation, the angles of wave incidence to 
the ships while leaving port ranged from about 190° to 235° 
(bow waves) and depended both on the directions and periods 
of the swells.  The periods of wave encounter thus were 
shorter than those of the incident waves.  Both ships 
entering port (events R041 and R070) encountered quartering 
waves with the resultant periods of wave encounter being 
much longer than those of the incident waves. 

The motion amplitude response functions for the ships are 
characterised by the maximum amplitude response and corres- 
ponding period in Table II. 

Maximum response ranged between 2,5 and 5,3 for roll at 
periods of wave encounter between 11 s and 12 s.  Pitch and 
heave response could be assessed only for a limited number 
of these ships.  Pitch resonance seemed to occur at periods 
between 10 s and 11 s.  Maximum response factors at these 
periods were usually large, a value of 7 having been recor- 
ded at one occasion.  Heave response, however, showed 
little, if any, gain at the normal periods of wave encoun- 
ter. 

Maximum amplitude response at the port and starboard 
quarters of the ships showed values of up to 4, but 
generally remained below 3. 

Motion amplitude response due to combined roll, pitch and 
heave motions were much less than would have resulted from 
simply adding the contributions algebraically.  This indi- 
cates strong phase dependence between the three principal 
motions. 

5.   CONCLUSIONS 

The field monitoring programmes have been successful in 
providing useful data on wave-induced vertical ship motions 
as well as on ship speeds and ship trajectories under a 
variety of wave conditions. 

The data, particularly the amplitude response functions, 
will prove valuable for the calibration of both mathema- 
tical and physical models which are presently being 
developed and which will be deployed to assess harbour 
accessibility for future deeper-draught ships.  The 
measurements are also useful in verifying and updating 
existing allowance criteria based on limited earlier model 
tests. 
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Since vertical wave-induced ship motions are intrinsically 
narrow-banded and amplitudes are found to be Rayleigh- 
distributed, maxima can be estimated well by means of the 
Longuet-Higgins approach. 

Though plots of expected maximum motion amplitude versus 
significant wave height showed large variations due to 
differences in both the wave conditions and ship charac- 
teristics, maximum amplitudes were shown to never exceed 
twice the significant wave height in magnitude. 

Starboard motions were frequently larger than port side 
motions while motions at the perpendiculars of the ships 
were often of the same order of magnitude.  It became 
evident that both pitch and roll contributed largely to the 
vertical hull motions while a strong phase dependence 
exists between all three principal motions. 

The longer period swells (14 s to 16 s) proved to be most 
critical with regard to vertical ship motions for ships 
leaving port since these ships tended to encounter the 
waves at periods close to their natural resonance periods. 
These swells, however, would have less effect on ships 
entering port since the periods of wave encounter would 
then be far removed from their own natural periods of 
oscillation. 
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RICHARDS BAY HARBOUR 
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ABSTRACT 

The new port of Richards Bay on the east coast of South 
Africa (Figure 1), was officially opened in April 1976 and 
was mainly built for the export of bituminous coal. 
Exports increased from an initial 2,5 million tons per 
annum to 26,5 million tons per annum in 1981.  Extensions 
are now under way to increase this further to 44 million 
tons per annum by 1987. 

Fig. 1  Richards Bay Harbour 
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Because near-beam long swells occur frequently at Richards 
Bay, special care was taken with the design of the entrance 
channel.  These swells cause much greater vertical ship 
motions than normally occur in other ports around the world 
and a 24 m deep outer channel was therefore provided for 
the 17 m draught design ship (40 per cent underkeel allow- 
ance, based on physical model tests). 

Vertical motions recorded at Richards Bay as part of a com- 
prehensive research project into ship motions in shallow 
water confirmed that this large underkeel allowance is 
realistic.  Experience with ship manoeuvring also indicated 
that the channel width (300 to 400 m) and the stopping 
length (6,1 km) are adequate, probably for ships up to 
about 250 000 dwt. 

To assist the port operating staff in deciding whether a 
particular entry or departure of a loaded vessel under 
adverse conditions is safe, particularly with regard to 
underkeel clearance, a Port Operation Manual, Mark I, was 
prepared.  This manual describes the procedures for 
collecting ship and environmental data and contains dia- 
grams from which the limiting wave height or the minimum 
required tide level can be read off as function of wave 
direction and the ship's draught. 

This manual has been in use since October 1981 and has 
already been found very valuable in the operation of the 
port.  As the research into ship motions progresses, the 
manual will be updated. 

INTRODUCTION 

Richards Bay harbour was officially opened to traffic on 
1 April 1976.  The harbour was built for the handling of 
bulk cargoes, initially, mainly the export of bituminous 
coal.  Situated on the Zululand coast between Durban and 
Maputo, it was the nearest suitable site to the Transvaal 
and the Orange Free State coal fields.  Total cargo handled 
during 1981 was 29,4 million tons of which 26,5 million 
tons was coal. 

A detailed description of the design and construction of 
the harbour was given by Campbell and Zwamborn (1977). 

Layout 

The overall harbour layout is shown in Figure 2.  The rele- 
vant dimensions of the entrance channel are as follows: 

length, outer channel ~ 3,5 km 
inner channel 6,1 km (available stopping length) 

width,  seaward end 400 m 
tapering to 300 m (inside breakwaters) 
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depth, outer channel - 24 ra CD (Chart Datum -  LWOST) 
transition area - 22 m CD 
inner channel - 19,5 ra CD 
turning and 
mooring area - 19 m CD. 

The foundation level of the coal quays was set at -23 m CD. 
A turning area with a diameter of 1000 m was provided. 

Design Criteria 

The channel dimensions were originally determined to allow 
the entry and departure of 17 m draught ships (about 
150 000 dwt) for 99 per cent of the time, with a tide level 
assumed to be at 0,0 CD (Campbell and Zwamborn, 1977). 
However, the possibility of handling larger ships, up to 
20 m draught (about 250 000 dwt), was taken into account 
throughout the design stage.  For this reason, the coal 
quays were founded at -23 m, to allow for possible future 
dredging to -22 m CD and the breakwaters were placed in 
such a way that the entrance channel could be widened 
and/or deepened if necessary. 

Design Studies 

The harbour design was assisted by a detailed programme of 
field measurements, sediment model studies, breakwater sta- 
bility tests, wave penetration studies and physical ship 
model tests (Campbell and Zwamborn, 1977; Zwamborn and 
Grieve, 1974). 

The latter were undertaken to assist in the determination 
of the entrance channel dimensions.  They were carried out 
in the 1 in 100 scale wave penetration model using a self- 
propelled radio-controlled model of a 150 000 dwt, 17 m 
draught bulk carrier (Hoppe, 1972).  Most tests were 
carried out with near-beam regular waves of near-resonance 
frequencies, conditions, which occur frequently at Richards 
Bay.  The test results indicated that: 

a maximum overdraught ('sinkage') of 6 m is to be 
expected for the 1 per cent occurrence SSW'ly swell, 
indicating a minimum channel depth of 24 m, allowing 
1 m underkeel clearance (thus underkeel allowance is 
7 m or 40 per cent of the design draught); 

a channel width of 300 to 400 m would be sufficient 
for single-lane traffic during all but the SSW design 
waves for entry speeds of 3,5 to 4 m/s (7 to 8 kn) and 
for ships leaving under design conditions at a speed 
of 3,5 to  4,5 m/s (7 to 9 kn) ; 

an approximately 150 m wider entrance channel would be 
necessary for entry under the SSW'ly design wave con- 
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dition, alternatively the entry speed would have to be 
increased to 4,8 m/s (9,5 kn) to avoid transgression 
of the 300 to 400 ra wide channel bounderies. 

Based on information on stopping distances available at the 
time, it was accepted that 150 000 to 250 000 dwt loaded 
ships entering the harbour at <_  4 m/s (8 kn) could be 
stopped within the available 6,1 km stopping length, provi- 
ded powerful tugs could attach and assist when the ship was 
moving at a speed of <^ 2 m/s (4 kn). 

A group of 20 pilots who were also asked to operate the 
model concluded that the handling of the model ship was 
generally realistic but they thought that its movements 
were somewhat excessive and initially they were reluctant 
to enter at speeds much in excess of 1,5 to 2 m/s (3 to 4 
kn). 

Future Expansion 

The first-phase development at Richards Bay was mainly 
based on a 2,5 million tons per year export contract of 
bituminous coal and anthracite, as from April 1976.  As a 
result of the oil crisis in the early seventies, the demand 
for coal increased dramatically and the export rate 
increased rapidly to the present (1981) figure of 26,5 
million tons per year. 

Extensions to the coal berths and loading facilities (Fig- 
ure 2) are under way at present to increase the export 
capacity to 44 million tons per year.  These extensions are 
scheduled to be completed by 1987.  Moreover, the South 
African Government has approved export permits up to a 
total of 80 million tons per year and further extensions to 
the harbour must therefore be expected in the future. 

The harbour was originally designed for 17 m draught 
ships.  From the start the official draught restriction was 
17,1 m (10 per cent underkeel clearance in the inner har- 
bour) although draughts up to 17,3 m were allowed at cer- 
tain times to assist with the ship motion monitoring pro- 
gramme.  Shipping agents approached the harbour authority 
during 1980 for use of 17,6 m draught ships for early 1983 
(about 185 000 dwt).  This increase of draught to 17,6 m 
could be achieved by using the tide, but any further 
increase would require a certain amount of dredging in the 
turning/mooring areas and in the inner channel. 

Finally, as mentioned above, allowance was made in the 
foundation level of the coal quay for 20 m draught ships 
(250 000 dwt) and studies are underway at present to deter- 
mine the dredging depths in the outer and inner entrance 
channels required to accommodate these ships for 99 per 
cent accessibility. 
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of the entrance cha 
experience was gain 
cularly with regard 
adjustments in the 
operational conditi 
stage. It was, the 
tion on possible pr 
lated to the channe 

flexibility was aimed at in the design 
nnel because it was realised that, as 
ed in the operation of the port, parti- 
to negotiating the entrance channel, 

channel dimension or in the limiting 
ons might have to be made at a later 
refore, important to gather any informa- 
oblems experienced during operation re- 
1 depth, width and length. 

Ship Statistics 

Because Richards Bay is mainly an export port for coal, 
large bulk carriers normally enter the port light (about 10 
to 12 m draught) and leave loaded (up to 17,1 m draught). 
This reduced the entry problem for this traffic because 
light ships are much easier to stop than a fully loaded 
ship although the ship's larger freeboard could cause addi- 
tional manoeuvring problems during strong SW or NE wind (a 
150 000 dwt bulk carrier has a displacement of about 
180 000 t when fully laden but only 110 000 t when in full 
ballast). 

However, there are occasions on which fully or near-fully 
laden bulk carriers come in to 'top up' their coal load or 
for bunkers and these occurrences were of particular 
interest in checking the design. 

The use of the port by VLC's in excess of 100 000 dwt can 
be summarised as follows (1981 data): 

Ship size 
(dwt) 

Number of 
ships 

< 50 000 

367 

50-100 000 

106 

100 - 150 000 

160 

> 150 

29 

This gives a total of 662 ship movements (compared with 522 
in 1979 or a growth rate of 13,5 per cent per year). 

The deepest draught for a sailing VLC in 1981 was 17,37 m. 

During the year eight ships entered in almost fully loaded 
condition (to 'top up') with a deepest draught of 16,8 m. 
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Port Control 

Apart from the usual lights on the ends of the breakwaters 
the centre line of the channel is marked by leading lights 
situated at 6,7 and 9,2 km from the end of the main break- 
water at 27 and 50 m above CD, respectively (Figure 2). 
The lights consist of sealed beam units with the following 
light power: 

front light, red: 4 800 000 candelas during the day 
(fixed) and 57 200 candelas at night (flashing); 

rear light, white: 3 600 000 candelas during the day 
(fixed) and 57 200 candelas at night (flashing). 

Radar Responder Beacons (Racons) have been provided on the 
leading light towers to mark the channel centre line on the 
ship's radar should the leading lights become obscured by 
rain or mist (radar particulars: 9 300 to 9 500 MHz, 72 s 
sweep, 360° coverage, 20 km range, continuous trans- 
mission) . 

The port control office is situated 1,5 km north of the 
harbour entrance at 55 m above sea level.  Apart from the 
usual radio equipment, 30 and 100 mm wavelength radar sets 
are installed in the operating room.  The pilots and the 
Assistant Port Captain are also stationed at the port con- 
trol office (Figure 2, E). 

Tugs and Pilotage 

The following tugs are available at Richards Bay to assist 
with entry/departure manoeuvres: 

Type Number Power HP/kW 

4400/3200 
4000/2940 

Bollard Pull (t) 

Ahead Astern 

Kort-Nozzle 
Voith-Schneider 

2 
1 

52 
40 

28/32 
34 

Compulsory pilot service is provided by the South African 
Transport Services, at present only during daylight hours, 
extended to 21h00 on special request for unberthing loaded 
coal vessels. 

For entry, the pilot boards 5 to 9 km offshore, depending 
on whether the ship is light or fully laden.  A 21,5 m long 
pilot boat is used for this purpose; it goes alongside the 
ship which makes a lee from the wind and sea.  It is vir- 
tually always possible for the ship to provide a lee to the 
pilot boat but during heavy swell and sea conditions (winds 
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exceeding about 40 kn or 20 ra/s) the pilot boat itself 
becomes difficult to handle. 

For departing ships, the pilot boards at the coal quay and 
normally disembarks just before the ship leaves the protec- 
tion of the main breakwater.  Thereafter, further advice is 
provided by port control on the basis of the ship's radar 
image which is carefully monitored as the ship passes 
through the outer channel. 

Entry Manoeuvres 

Typically, an entry manoeuvre of a VLC at Richards Bay goes 
as follows (Figure 3, a): 

pilot boards 7 to 9 km offshore 
ship lines up with leading lights, speed 6 to 8 kn 
approaches entrance with engines slow to dead slow, 
speed 5 to 7 kn 

-  enters between breakwaters with engines dead slow to 
stopped, speed 4 to 6 kn 
tugs attach in inner channel, one or two for'd and one 
aft 
ship turns to port towards coal quay, reverse power 
starboard turn, reverse towards coal quay 
pilot leaves the ship at the coal quay. 

SCALE    I. Z5 000 

Fig. 
'« LEAVING 

3  Typical manoeuvres 
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Departure Manoeuvres 

Normally, the departure manoeuvre goes as follows  Fig- 
ure 3, b) : 

pilot boards at the coal quay 
ship lifts off and turns into inner channel, slow to 
half ahead, one tug in attendance 
ship moves through inner channel, half ahead, speed 5 to 
8 kn 
pilot leaves ship between breakwaters 
ship moves through outer channel half to full ahead, 
speed > 9 kn 
progress and position is monitored on radar at port 
control from where advice is given on course adjust- 
ments, if necessary. 

Discussion and Comparison with Model Predictions 

Ships enter Richards Bay at minimum speeds of between 4 to 
6 kn (2 to 3 m/s), depending on the conditions.  Entering 
at these speeds allows, mostly, light ships of the 
150 000 dwt class to be stopped and turned in the coal 
berth area which means a stopping length of 4 to 4,5 km. 
Further data on the entry of laden vessels under near- 
design conditions will be collected but, based on present 
experience, there is little doubt that the 6,1 km available 
stopping length will be sufficient for up to 250 000 dwt 
loaded vessels entering at speeds of up to 8 kn (4 m/s), 
perhaps even 9 kn (4,5 m/s). 

Also, tugs can make fast at virtually any manoeuvring speed 
but only tractor-type tugs can start to assist with steer- 
age at speeds of 4 to 5 kn (2 to 2,5 m/s); conventional 
tugs cannot 'open-up' at speeds above 2 to 3 kn (1 to 
1,5 m/s) and can thus only assist a little by reducing the 
ship's speed.  Thus, when tractor tugs are available (at 
present there is only one tractor tug, the Voith-Schneider 
tug), relatively higher entry speeds will be possible, if 
required, for the control of the ship during adverse condi- 
tions; alternatively, larger ships could probably be 
stopped within the available stopping length. 

Finally, the available channel width was found to be ade- 
quate in most circumstances.  However, it is imperative 
that under southerly wind and wave conditions {near-beam 
conditions) sufficient speed be maintained to ensure con- 
trol of the ship, as indicated by the model tests (that is, 
7 to 8 kn for entry and 7 to 9 kn for departure).  This is 
borne out by an occurrence where a departing loaded VLC was 
forced over the north channel bank under these conditions 
while travelling at only 5 kn (2,5 m/s) and two recent 
occurrences where similar ships leaving at a speed of about 
9 kn were able to remain in the channel although leaving 
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under near-design conditions (measured wave height, Hs = 
2,7 m, wave period, Tz = 10 s, wave directions, j3 = 160°, 
25 kn, SSW wind).  Both ships first took a sharp turn to 
port (north) just outside the breakwaters, probably due to 
a local northbound current.  After nearly 'locking' into 
the waves (heading parallel to the waves) the ships took a 
very strong 'sheer' to starboard.  Although these manoeu- 
vres included course changes of + and -15°, the ships re- 
mained in the channel. 

SHIP MOTION STUDIES FOR RICHARDS BAY HARBOUR 

A programme of free moving ship motion studies has been 
undertaken for Richards Bay, including prototype measure- 
ments, mathematical modelling and physical modelling.  The 
diagram given in Figure 4 shows all the elements of the 
studies, and also the various interactions between the 
'three-legged' approach (the moored ship studies are done 
for Saldanha Bay harbour and are not discussed here). 

Purpose of Studies 

Fig. 4  Ship motion studies flow diagram 
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The above studies were undertaken for Richards Bay: 

(a) to confirm the predictions based on the original 
hydraulic model tests, 

(b) to determine the conditions under which 18 m draught 
ships could use the present entrance channel safely, 

(c) to determine minimum required dredging depths to allow 
20 m draught ships to use the port with a maximum 
downtime of 1 per cent (regarding underkeel clear- 
ance), and 

(d) to develop guidelines to assist with the safe opera- 
tion of the port, particularly with regard to required 
underkeel allowance under various conditions. 

Prototype Measurements 

A photographic technique has been developed which enables 
the accurate monitoring of the course, speeds and vertical 
motions of all ships using Richards Bay harbour (Zwamborn 
and Van Wyk, 1981).  Since August 1978, 175 ships with a 
dead weight tonnage exceeding 100 000 dwt have been moni- 
tored and some of the results are presented in another 
paper to this conference (Van Wyk, 1982).  The results of 
these measurements provided valuable data with regard to 
entry and departure speeds vis-a-vis stopping distances and 
ship handling (discussed above) and they indicated that the 
adopted underkeel allowances are of the right order. 

More data on near-design conditions (small underkeel clear- 
ances) are, however, required and arrangements have been 
made to charter loaded bulk carriers when these conditions 
occur, to carry out special monitoring runs. 

Mathematical Modelling 

To determine the required channel depths for ships larger 
than those using the port at present, a mathematical model 
will be used.  This model will first be calibrated against 
available prototype data obtained from the measurements.  A 
deep-water strip-theory model was tried first but the re- 
sults were not satisfactory.  A shallow-water version and a 
shallow-water three-dimensional source technique model are 
therefore being used at present. 

Once properly calibrated, the mathematical model will be 
invaluable in the operation of the port. 

physical Modelling 

As soon as a fully-irregular wave basin becomes available, 
model runs will be made reproducing typical prototype 



RICHARDS BAY HARBOUR 2711 

measuring runs, to check possible scale efffects.  There- 
after, the physical model will be used to provide addi- 
tional calibration data for the mathematical model, parti- 
cularly regarding different wave directions, as well as for 
a final check on the required dredging depths to accommo- 
date ships up to 250 000 dwt. 

APPLICATION OF SHIP MOTION STUDIES TO PORT OPERATION 

The large underkeel allowances at Richards Bay, reducing 
from 7 m in the outer channel to 2 m inside (at low water), 
were dictated by the regular occurrence of long waves with 
near-beam directions.  These long waves cause considerably 
greater sinkages than those due to the squat and trim, 
which are determinative in many other ports.  It was there- 
fore considered necessary to use available information on 
ship motions due to waves, to determine the expected over- 
draught during the passage of the ship through the outer 
and inner entrance channels in order to decide under what 
heavy weather conditions vessels would be permitted to 
negotiate the channel.  This procedure also requires know- 
ledge of the environmental conditions at or near the time 
of passage. 

Wave Directions 

Vertical ship motions are greatly influenced by wave direc- 
tion and it was therefore necessary to determine the wave 
directions,preferably those in the entrance channel.  This 
is done by using radar, wave clinometer or by pilot boat 
observations. 

Wave direction in the channel can be read off the radar 
screen, provided there is sufficient backscatter from the 
water surface,that is, a wind chop superimposed on the 
swell.  For better definition, the short wave length (3 cm) 
or X band is used.  Wave direction is observed in the chan- 
nel about 1 to 2 km out to sea. 

If no radar direction can be observed, a wave clinometer 
direction reading is used.  The wave clinometer is an 
inclined (3°) graduated telescope directed onto a buoy 
anchored in 13 m water depth at about 800 m offshore and 
1600 m north of the entrance channel. 

If both methods were to fail or when conditions are such 
that confirmation is advisable, the pilot boat can be used 
to record/check the swell directions in the channel by 
heading into the swell and reading the compass direction. 

Wave Height 

Vertical ship motions are generally assumed to be propor- 
tional to wave height.  Preferably, the wave heights should 
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again be measured in the entrance channel but this is im- 
practicable.  The measurements are normally made with a 
waverider buoy, anchored in 20 m water 1 km south of the 
channel and about 1,5 km out to sea, and with a receiver at 
the port control station. 

Available data on ship motions, that is, the maximum expec- 
ted sinkage during passage through the channel is related 
to the significant wave height, Hs.  A quick estimate of 
Hs can be made by reading off the waverider chart the 
maximum wave heights for three consecutive 3 min records 

H1+H2+H3 
and calculating the mean, that is, Hs = Hrep =  *• . 

This wave height, Hrep» is a conservative value. 
Assuming Rayleigh wave height distribution and considering 
that a ship will on average be 20 min in the channel, 
Hrep * Hs-20 min (Longuet-Higgins, 1952). 

In the event of waverider failure, an estimated wave height 
is obtained from the wave clinometer.  The average vertical 
movements of the anchored buoy, relative to fixed gradua- 
tions in the telescope, is determined over a period of 
three to five minutes. 

Wave Period 

Vertical ship motions are also very dependent on the wave 
periods.  Because of the regular occurrence of long-period 
swells, near-resonance conditions normally occur, particu- 
larly under moderate to heavy swell conditions.  Although 
wave period records are available from the waverider and 
the wave clinometer, these are not used in the present 
operational procedures, which assume that most of the wave 
energy is concentrated near the natural roll/pitch periods 
of the ships. 

Tide Levels and Water Depths 

The lowest tide level, Z0, during the passage of a ship 
through the channel (on average 20 min) must be used to 
determine available water depth relative to the proclaimed 
channel bottom level (taking into account possible silta- 
tion, AZ). 

Tide levels are read from an automatic tide recorder or, in 
the absence thereof, from the tide tables. 

Ship Motions in the Outer Channel 

Because of the lack of sufficient directional spread in the 
conditions during prototype monitoring, the first version 
of an 'operational model1 was based on the results of model 
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tests with a 200 000 dwt tanker (Koele and Hooft, 1969) and 
a 150 000 dwt bulk carrier (CSIR, 1976). 

Figure 5 gives the expected maximum sinkages as functions 
of wavedirection for a 18,9 m draught ship, proceeding at 
4 m/s (8 kn) in a 10 km long channel of various depths, 
under irregular swell with Hs = 1,5 m and Tz = 10 s 
(zero-crossing wave period).  The sinkages also include 
squat, linearly extrapolated for greater underkeel clear- 
ances (CSIR, 1979). 
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Fig. 5  Sinkage of 200 000 dwt 
model tanker as function of 
wave direction and water depth 

Fig. 6  Limiting signifi- 
cant wave height for which 
a ship may touch the bot- 
tom 

Figure 5 was converted into Figure 6 giving the limiting 
significant wave heights as functions of wave direction and 
underkeel allowance.  In this conversion, linearity was 
assumed between (a) sinkage due to waves and wave height 
and (b) sinkage due to squat and trim and underkeel allow- 
ance; the latter reduces from 0,7 m for 10 per cent to 
0,0 m for 50 per cent underkeel allowance.  For example, 
for a wave direction of 240° and 15 per cent underkeel 
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allowance.   Figure   5  gives  a  total  sinkage  of  2,4  ra of  which 
0,65  m  is  due  to  squat  and   trim.     The   limiting  Hs   then 
c  i •,    ,. Hs-lim 
follows from 0,15 D = "175— (2,4 - 0,65) + 0,65 or, since 
D = 18,9 m, Hs_iim =1,87 (see Figure 6). 
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§^iEJl°ti°£15_in_the Inner Channel 

The waves entering the harbour will run parallel to the 
channel axis and will therefore be either following (0°) or 
heading (180°) waves for entering and leaving, respectively 
(see Figure 6).  To determine the ship motions in the inner 
channel the local wave heights must be known.  These were 
obtained from the results of the Richards Bay physical 
model tests which showed maximum wave penetration for the 
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deep-sea wave direction of 146° and very low penetration 
for ESE, the direction parallel to the channel axis 
(Zwamborn and Grieve, 1974). 

Two specific areas were chosen for ship motions determina- 
tion, namely, the 'top of slope', where the channel depth 
changes from -22 m to -19,5 m CD and 'Sandy Point', just 
before the channel widens into the coal berth area (-19,5 m 
CD).  Figure 8 shows the relationships between wave pene- 
tration and wave direction for these two areas using wave 
refraction data to convert deep-sea to entrance channel 
wave directions (Moes and Van Niekerk, 1981).  Accepted 
penetration values for the entrance channel directions are 
also shown in this figure.  For example, for the direction 
sector SE, the penetration factor is 0,6 at 'top of slope' 
and 0,2 at 'Sandy Point'. 

COBflESPONOING 

Fig. 8  Wave pene- 
tration at 'top of 
slope1 and 'Sandy 
Point' versus wave 
direction 

ENTRNKC    ClWMCL   W>V£   OMCTION 

On the basis of the above and using Figure 5 (following and 
heading waves), the limiting wave heights at the positions 
in the inner channel could be found.  For example, taking 
the available depth at the 'top of slope'at -20 m CD and 
allowing a minimum underkeel clearance of 1 m, the availa- 
ble depth at low water in this area is 19,0 m.  For a ship 
entering under SE'ly waves, the wave penetration factor is 
0,6 while the total sinkage for 1,5 m high waves is 1,4 m. 
Assuming 0,5 m squat and trim the sinkage due to waves is 
thus 0,9 m.  Now the maximum permissible sinkage Zmax = 

19,0 - D = 0,5 + ^i| x 0,6 Hs_lim = 0,5 + 0,36 Hs_lira or 

Hs-lim =  o'36 , which is a linear relationship between 

draught D and Hs_iim.  For a ship leaving under SE'ly 
waves, the total sinkage for heading waves must be used, 
namely, 2,0 m for 1,5 m high waves.  Thus the sinkage due 
to waves is 1,5 m (0,5 m  squat).  This leads to the 
following relationships: 
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Zmax  =   19'°   -  D  =  0,5  + iiA x   0,6   Hs_iim  =  0,5  +  0,6   Hs_lin 

1,5 
„v   a -   18,5-D or Hs-liin 0T5T"- 
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PORT OPERATION MANUAL, MARK I 

The first version of a port operation manual (CSIR, 1981) 
was drawn up on the basis of the data and assumptions dis- 
cussed above.  It is realised that the data are limited and 
that the problems have been over-simplified; this is the 
reason for a conservative approach throughout.  The main 
purpose of Operation Manual, Mark I was to provide the 
nautical operating staff at Richards Bay with a first tool 
to assist in their decision making, with regard to under- 
keel clearance, on acceptable conditions for entry/depar- 
ture of VLC's under severe conditions. 

Logistics and Procedures 

Port operation logistics are shown diagrammatically in Fig- 
ure 9.  Although for routine operations Port Control can 
apply the operation manual directly, it is the Harbour 
Engineer's responsibility to ensure that the manual is 
correctly interpreted, kept up to date and amended when 
necessary.  The Harbour Engineer should also be consulted 
on special cases (e.g. emergency entry of larger then 
design vessels) and he is responsible for providing up-to- 
date information on possible channel siltation. 

Operation procedures are shown diagrammatically in Fig- 
ure 10.  Operation Manual, Mark I, forms an important part 
of these general procedures.  It contains the following 
steps/instructions: 

(i)  Obtain details on the ship's draught, D (maximum 
stationary value), from the ship's master; 

(ii)  record environmental conditions, including wave 
direction, 0, wave height, Hrep, and tide level, 
z0; 

(iii)  check available water depths in the area concerned 
and calculate the equivalent draught (De„ = D - 
Z0) ; and 

(iv)  determine the limiting wave height, Hrep#^^m, for 
a ship with equivalent draught Deq and angle of 
wave approach, J0, and check whether the recorded 
wave height is equal to or smaller than the limiting 
wave height, that is, Hrep < Hrep/iim; 
alternatively 
determine the minimum tide level, Z0 min, required 
for a ship with a draught, D, angle of wave 
approach, J0, and wave height, Hrep» 

and check 
whether the actual tide is equal to or higher than 
the limiting tide level, that is, Z0 > Z0 min- 
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Specific instructions on how to determine the environmental 
and other data are included in the Manual (CSIR, 1981). 

Draught Allowance Criteria 

To facilitate step (iv) above, easy-to-read coloured 
draught allowance diagrams were prepared and are also 
included in the manual, one for entry and one for departure 
(the latter is shown in Figure 11).  These diagrams allow 
for a minimum underkeel clearance of 1 m anywhere in the 
harbour or entrance channel.  The straight lines in Fig- 
ure 11 represent the conditions in the inner channel (exam- 
ple equations derived in the above), the dotted vertical 
line is the limit for the turning and mooring area (see 
Figure 11, maximum Deg = 19 - 1 = 18 m) and the curved 
lines represent the limiting conditions in the outer chan- 
nel . 

The latter are obtained from Figure 6.  For example, taking 
the S direction sector (169° to 191°), the wave angles 
relative to a leaving ship travelling on the channel centre 
line (111° to north, corresponding to 180° relative to the 
ship) will be 122° to 100°.  Considering the limiting wave 
height of 2,5 m, the largest required depth for this wave 
height in the S direction sector is 1,225 D (Figure 6). 
With a channel depth of 24 m and 1 m underkeel clearance, 
the allowable draught follows from 1,225 D = 24 - 1 or D = 
18,7 m.  This gives one point of the curve for S'ly waves 
(see Figure 11). 

It is clear from Figure 11 that a ship with D = 18,7 m 
would be able to be in the port only when its equivalent 
draught, Deq = 18 m or with a minimum tide of 0,7 m. 
This brings out the interesting point that, with the 
present channel depths, the inner channel forms a greater 
limitation to large draught ships than the outer channel, 
particularly for SE'ly waves (see Figure 11). 

Example Applications 

Example 1:  Loaded carrier to leave port 
Ship draught D  =  17,0 m 
Recorded wave direction j0  =  169° 
Recorded representative wave height Hrep = 3,8 m 
Tide level at time of manoeuvre    Z0     0 m 
Can this ship leave the port? 
Determine Deg = D - Z0 = 17,0 - 0 = 17,0 m. 
For S direction sector, Figure 11 yields Hrep/iim = 3,45 m. 

Since this is 0,35 m less than the recorded value, the ship 
cannot leave the port. 
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Example 2:  Loaded carrier to leave port 
Taking the same ship as in Example 1 and assuming that the 
sea conditions remain the same, what is the minimum tide 
required for the ship to leave? 

For Hrep = 3,8 m, Deg = 16,4 m (Figure 11, S direction 
sector). 
Thus, Z0#min = 17,0 - 16,4 = 0,6 m. 

Under these severe conditions this ship will thus have to 
wait until a minimum tidal level of + 0,6 m CD is reached. 

Practical Experience in Using the Manual 

The "Richards Bay Harbour Port Operation Manual, Mark I" 
has been in use since October 1981.  Records of ships in 
excess of 100 000 dwt which enter or leave the port under 
fairly rough conditions are kept on special record sheets 
provided to 'port control1.  These records include informa- 
tion on the ship, its loaded condition, recorded wave 
direction and height during passage through the channel and 
tide records.  The calculated equivalent draught (Deg) 
and the limiting wave height (Hrepriim) read from the 
draught allowance diagrams and the decision taken are also 
recorded on these sheets. 

So far (August 1982), 97 departures and one entry of loaded 
coal carriers between 101 600 dwt and 169 080 dwt have been 
recorded on the special record sheets (maximum draught up 
to 17,3 m).  Of these there were six occasions on which 
ships had to be held back, either for the high swell to 
subside or until the tide level had increased.  In one 
case, the swell height was more than 1 m too high. 

Future Improvement to the Manual 

It is expected that the manual will be improved in two 
ways, firstly, by improving the recording system of the 
environmental data and, secondly, by improving the techni- 
ques for determining maximum expected vertical motions. 

Wave heights are already recorded on magnetic tape and it 
is intended to replace the present graphic technique to 
determine Hrep by a spectral analysis technique.  Provi- 
ded the response functions of the ships are known (these 
will be determined from the prototype measurements), the 
effect of wave period can then also be included.  Since 
ship motions are very dependent on wave direction, it is 
also expected that an automatic wave direction recording 
system will be used in the future. 

The results of the present prototype measurements of ver- 
tical ship motions and additional physical model tests will 
be used to calibrate available mathematical ship motion 
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models.  The final aim would be to replace the present 
draught allowance diagrams by a simplified version of such 
a model, which would predict the maximum expected vertical 
motions for a given ship under various wave and tide con- 
ditions. 

CONCLUSIONS 

The main cargo through Richards Bay harbour consists of 
coal exports using bulk carriers up to about 170 000 dwt, 
loaded to 17,1 m draught (in certain cases, 17,3 m was 
allowed). 

Experience with the operation of the port indicates that 
the available stopping distance (6,1 km) is more than ade- 
quate for ships, presently calling at Richards Bay, enter- 
ing at 6 to 8 kn (3 to 4 m/s) although further data on 
loaded design ships is still needed.  Provided outer chan- 
nel speeds of at least 7 to 8 kn (3,5 to 4 m/s), indicated 
by the hydraulic model test, are maintained, there is no 
serious problem in holding the ships in the 300 to 400 m 
wide channel. 

Ship motion research is aimed at determining the minimum 
required dredging depths for ships up to 20 m draught 
(about 250 000 dwt) and at developing guidelines to assist 
in the safe operation of the port.  The results of the pro- 
totype measurements showed that the underkeel allowance of 
7 m accepted in the original design is of the right order 
of magnitude. 

Because of the lack of sufficient direction coverage in 
prototype data, the Port Operation Manual, Mark I, was 
based on physical model tests with a 200 000 dwt and a 
150 000 dwt model ship.  Data on these test results were 
used to draw up easy to apply draught allowance diagrams 
which relate equivalent draught and limiting wave height 
for various wave directions.  These diagrams allow for a 
minimum underkeel clearance of _1 m in the outer channel, 
the inner channel and the turning/mooring areas.  To apply 
these diagrams to port operation, reliable data on wave 
heights and directions, tide levels and channel depths must 
be available. 

The manual has been in use at Richards Bay port control 
since October 1981 and has been found to be of great value 
in assisting in the safe operation of the port. 

The success of this project depended largely on the under- 
standing and co-operation of the various disciplines in- 
volved, namely, those of the harbour engineers (civil engi- 
neering), the nautical staff and the research engineers 
(civil and mechanical/naval engineering). 
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THE RESPONSE OF SMALL CRAFT TO WAVE ACTION 

by 

M. ISAACSON1, M.ASCE  and  A.G. MERCER2, M.ASCE 

ABSTRACT 

A comprehensive study has been conducted for the Small Craft 
Harbours Branch, Department of Fisheries and Oceans Canada, to 
provide improved criteria for acceptable wave climate in small craft 
harbours (Ref. 3).  An important part of the study was directed to 
model tests of vessel response to waves, and comparisons of these to 
field measurements and to simplified analytical predictions. 

The objective of the present paper is to describe these specific 
comparisons and present the corresponding results in the context of 
improving harbour entrance designs.  The model tests results and 
theoretical predictions are adequate to show quantitatively the 
dependence of a sailboat's response to different wave lengths with 
sufficient accuracy for wave periods, heights and directions to be 
selected as variables in formulating the required wave criteria. 

INTRODUCTION 

A commonly accepted criterion used in the design of small craft 
harbours is that wave heights within the harbour should not exceed 
0.3 m (1 ft).  However, it is clear that such a criterion is 
Inadequate to take account of the many variables which give rise to 
vessel damage within a harbour.  Consequently, a comprehensive study 
has been conducted for the Small Craft Harbours Branch, Department of 
Fisheries and Oceans Canada, to provide improved criteria for 
acceptable wave climate in small craft harbours (Ref. 3). 

An important part of the study was directed to model tests of 
vessel response to waves, and comparisons of these to field 
measurements and to simplified analytical predictions.  The model 
tests were carried out with a 0.8 m long model of a moored, fin-keel 
sailboat subjected to head and beam seas.  The field measurements 
were carried out with a 7 m long boat similar to the model.  The 

Dept. of Civil Engineering, Univ. of British Columbia, Vancouver, 
B.C., Canada. 
Northwes 
Canada. 
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analytical predictions were made for four categories of hull shape 
using different simplified analytical methods. 

The objective of the present paper is to describe these specific 
aspects of the project and to present the corresponding results. A 
description of the overall project including the recommended 
criterion of acceptable wave conditions, is given in a companion 
paper (Ref. 1). 

MODEL TEST PROCEDURE 

Tests were carried out in a wave basin with a 0.76 m long model 
of a high performance fin-keel sailboat.  Some of the basic 
specifications of the model are given in Table 1, and the fundamental 
configuration of the model is sketched in Fig. 1(a). 

The boat was moored to a walkway (dock) which could be either 
fixed or floating.  To arrive at appropriate model characteristics a 
typical wooden dock, 1.5 m wide and 12.2 m long, was replicated. 
When the walkway was allowed to float, it was constrained against 
lateral action by four vertical model piles.  For fixed dock tests, 
the ends of the dock were constrained from vertical motion. 

For all tests the model was moored with four lines, bow and 
stern breast lines set slack and bow and stern spring lines set at a 
small initial steady state tension.  The lines were modelled to 
represent the elasticity of 1.3 cm braided nylon line commonly used 
for moorage. 

The wave basin at the University of British Columbia used for 
the tests is approximately 13.7 m long, 4.9 m wide and could take 
water depths up to 0.6 m.  The basin was provided with a wave 
absorbing beach along the end opposite to the wave generator.  The 
wave generator was a hinged paddle with controls to vary the 
frequency up to 2 Hz and amplitude of motion up to 0.24 m.  Only 
regular waves could be produced. 

The wave height was measured with a capacitance-type wave gauge. 
A motion transducer was designed to record the three appropriate 
components of boat motion:  heave, surge, pitch for head seas, or 
heave, sway, roll for beam seas. This comprised of a hinged arm 
which operates as three parallel systems capable of measuring the 
three required component motions of the vessel.  The weight of the 
transducer was counterbalanced by a low tension spring or a 
counterweight in order to eliminate the effective weight of the 
transducer.  In addition, movie film was shot of the vessel's motion 
with and without the transducer connected in order to establish the 
importance of the transducer in affecting the vessel motion.  The 
transducer was calibrated over its range of application at the 
beginning of the tests and checked each day against a single 
reference point for each motion. 

In the series of the tests, measurements were also made of the 
rise and fall of the dock and of peak hawser forces.  Numerous 
photographs were taken and approximately 300 feet of 16 mm movie film 
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PRINCIPAL CHARACTERISTICS OF BOAT HULLS ANALYSED 

Basic Specifications 
Length Overall (m) 
Length Waterline (m) 
Beam (m) 
Draft (m) 
Displacement (kg) 
Ballast in Keel (kg) 

Hull #1 
Model Hull #2 Hull #3 Hull #4 

Fin Keel Full Keel Planing Non-Planing 
Sailboat Sailboat Powerboat Powerboat 

0.76 12.50 12.80 10.87 
0.67 10.67 11.18 10.16 
0.24 3.96 4.34 3.66 
0.15 1.45 1.07 1.14 
2.24 11,000 13,000 8,000 
1.27 4,500 - - 

TABLE 2 

LIST OF CASES TREATED IN ANALYSIS 

CASE WAVE 
DIRN. 

MOORING 
CONDITION 

DEGREES  OF 
FREEDOM 

ANALYSIS 
METHOD 

COMMENTS 

1 Head Free  Floating Surge, 
Pitch 

Heave LWA, SBA 

2 Head Linear Surge 
Stiffness 

Surge, 
Pitch 

Heave LWA, SBA Heave,  pitch 
as   in  Case  1 

3 Head Slack/Elastic 
Surge Spring 

Surge, 
Pitch 

Heave SBA Heave,   pitch 
as in Case 1 

4 Head Stern Hinge 
Links 

Heave, Pitch LWA, SBA Heave,  pitch 
as  in Case 1 

5 Beam Free  Floating Sway, 
Roll 

Heave LWA, SBA 

6 Beam Stern Hinge 
Links 

Heave, Roll LWA, SBA Heave as in 
Case 5 

LWA:  Long Wave Approximation 
SBA:  Modified Slender Body Approximation 
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Fig.   1.     Rill  Configurations Analysed 

(a)     Fin  keel 
sailboat 
(mod el). 

(b)     Full  keel 
sailboat. ~"7 '               /  \ 

"Tr—-              ..—^-^          \, r J^             /                      1 

(c)     Planing 
powerboat. 

C 
(d)     Non- 

planing 
powerboat. 



SMALL CRAFT RESPONSE 2727 

were shot Co provide some documentation of the motions involved. 

Preliminary tests were first conducted to measure the vessel's 
natural periods in roll and pitch, and its static stability 
characteristics.  The curves of pitch and roll angles against applied 
moment were used to obtain the corresponding hydrostatic stiffnesses 
and are given in Fig. 2.  Subsequently, a series of 148 tests, in 
which wave period, wave height and wave direction varied, were run 
and documented.  The ranges of conditions for which the tests were 
carried out were as follows (prototype values for 1:10 scale model 
are given in parentheses): 

water depth: 0.30 and 0.46 m (3.0 and 4.6 m) 
water period: 0.5 - 2.0 sec (1.6 - 6.3 sec) 
wave height: 0.01 - 0.07 m (0.08 - 0.71 m) 
wave direction: head and beam seas 
dock motion: fixed and floating 

FIELD TEST PROCEDURE 

The field measurement program, carried out at Fisherman's Cove 
near Vancouver, developed into several short term activities 
including: 

(i)  Calm water tests mostly on a Swiftsure 24 sailboat to obtain 
data for comparison with the model. 

(ii)  Wave tests on a Swiftsure 24 and a Bayfield 25 for comparison 
with model response data. 

Measurements were first made of the static moment vs. roll or pitch 
angle relationships for the Swiftsure 24, and the corresponding 
curves are compared to those obtained with the model In Fig. 2. 
Natural periods in roll were measured for a number of vessels using 
the marina, and these ranged from 2.1 sec to 3.7 sec. 

For the wave response tests, the Swiftsure 24 sailboat was 
moored alongside a gasoline service barge with taut springs and loose 
breastlines as in the model tests.  Wave measurements for the period 
during testing indicated a significant wave height of 0.37 m and a 
peak, period of 2.4 sec.  Measurements of the vessel motions were 
taken for both head and beam sea conditions, and were carried out 
with the use of surveying equipment and by photography. 

HYDR0DYNAMIC ANALYSIS 

The hydrodynamic analysis of a freely floating vessel responding 
to wave action is well known and has been reviewed, for example, by 
Newman (2).  In a linear analysis the vessel Is taken to oscillate 
harmonically in six degrees of freedom with displacements given as 
Re{£.e  },  with j = 1  coresponding to surge,  j = 2  to heave, 
j = 3 to sway, j = 4 to roll,  j = 5 to yaw and j = 6  to pitch, 
and to is the wave angular frequency. 
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Fig. 2. Model prototype 
static test results. 

(a) 

0.00025 0.0005 
DIMENSION LESS 
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(b)     Pitch 

0.0005 0.0010 
DIMENSIONLESS 

APPLIED MOMENT OF FORCE 



SMALL CRAFT RESPONSE 2729 

The equations of motion of an unrestrained floating body can be 
expressed in terns of the complex amplitudes £.  by a matrix 
equation: 

l-o)2 ([M] + [A]) + i« [B] + [C]} (£)  =  (F) (1) 

where  [M]  is the mass matrix,  [A]  the added-mass coefficient 
matrix,  [B]  the damping coefficient matrix,  [C]  the stiffness 
matrix, and  (F)  the exciting force vector.  In this notation the 
components  F are the exciting force complex amplitudes, with 
corresponding time varying forces given as KeJF.e1  } .  The mass 
matrix components and stiffness matrix components are simply derived 
for a given vessel configuration and weight distribution. 

In the case of a moored body, the various terms in the equation 
of motion, Eq. (1), may be extended to reflect the influence of the 
moorings on the body's motion.  In the usual case, the moorings may 
be treated as linear springs with constant coefficients and the 
stiffness matrix can be modified to incorporate these. 

In a complete hydrodynamic anlaysis, the matricies [A] and [B] , 
and the vector (F) are obtained from a solution to the governing 
radiation/diffraction boundary value problem.  This usually derives 
from the assumptions of a linear motion (small amplitude waves) and 
an irrotational flow (flow separation effects neglected).  An 
assumption often made In a motion response analysis of a moored 
vessel is that the mooring system affects the low frequency (drift) 
oscillations only, but Is too light and flexible to affect the vessel 
oscillations at higher wave frequencies.  However, this assumption is 
unrealistic in the case of light boats with slack moorings. 

In the present study, a complete hydrodynamic analysis of a 
moored vessel with six degrees of freedom has been considered 
unwarranted because many of the common assumptions generally made are 
considered unrealistic in relation to the additional effort and cost 
entailed in a full three-dimensional analysis.  For example, for 
small craft complicating effects may include flow separation, 
particularly around a keel in beam seas, asymmetric motions for a 
nominally symmetric condition (e.g. yaw in head seas), nonlinear 
mooring conditions (e.g. slack/elastic moorings), wave 
nonllnearities, etc.  The intention has been instead to investigate 
simplified analytical procedures which would adequately predict 
measured responses over specific ranges of conditions. These 
analyses are restricted to head seas (with only surge, heave and 
pitch motions occurring) and to beam seas (with only heave, sway and 
roll motions occurring). 

Long Wave Approximation (LWA) 

When the wave length to vessel length ratio is large, a long 
wave approximation may be made, whereby the exciting force components 
can be expressed directly in terms of the added-mass the damping 
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coefficients and the vessel's hydrostatic characteristics. The 
underlying theory is given by Newman (2) and appropriate expressions 
for the exciting force complex amplitudes may thereby be derived. 
These may be written in terms of F' = 2F/H,  where H is the wave 
height, as follows: 

Head Seas: 

F 1 

F2 " 

F6 " 

Beam Seas: 

i£ [-u2(m  + a-,-,) + iwbjj (2a) 

S - co2(m + a22) + iub22 + kS1 (2b) 

S± + ikmyB + ikSu (2c) 

w2(m + a22) + iu)b33 (2d) 

k. 
P3 ~ ~-J 

ik [-mzim + a33) + iwb33] (2e) 

F£ - Ik(myB + a34) + ikS33 + £ b34 (2f) 

These equations for Che exciting force can be substituted into the 
RHS of the corresponding equation represented by Eqs. (1) to obtain 
expressions for peak displacements which can then be solved.  Since 
some terms appear on both sides of the equations considerable 
simplification arises in many cases. 

In the above  k(= 2IT/A)  is the wave number,  y^ is the 
vertical ordinate of the centre of buoyancy,  S  is the waterplane 

Si, Sii and S33  are the waterplane area moments defined 

/ x b(x) dx (3a) 

« / x2 b(x) dx (3b) 

/ Ji b3(x) dx (3c) 

where b(x) is the sectional beam of the waterplane profile, the 
integrals are taken over the waterplane length L^ of the vessel, 
and x is the horizontal coordinate measured towards the bow. 

As part of the approximations carried out in the present 
analysis, estimates of ai^ and b^  (frequency dependent) have 
been obtained by using published data of the coefficients for related 
reference configurations.  All cross coefficients have been taken 
equal to zero except a34, b34  which couple roll and sway in beam 
seas.  Viscous effects are known to alter the damping coefficients 
from the predicted potential theory values, particularly for roll 
motions, and available experimental and theoretical results of drag 

area, and S- 
as follows: 

si   - 
sn - 
S33 = 
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coefficients in an oscillatory flow past a flat plate have been used 
to estimate corresponding values of viscous damping coefficients for 
vessels (Including the model) containing deep keels. 

Slender Body Approximation (SBA) 

The slender body approximation provides an alternative 
approximation procedure which is valid for shorter wave lengths of 
the order of the boat length.  This depends on the beam/length ratio 
being small so that certain terms in the equations of motion which 
are proportional to higher orders of this ratio may be neglected.  In 
this approximation, the actual Froude-Krylov forces are used in the 
RHS of Eqs. (1), rather than using Eqs. (2).  Simplifications are 
made by neglecting certain terms in the LH.S of Eqs. (1).  The method 
is outlined by Newman (2). 

Since mass or stiffness terms are neglected for various modes of 
motion, resonance behaviour is not predicted for most cases:  that 
is, the resonant frequencies are assumed to occur outside the wave 
length (frequency) range considered.  In order to predict the 
resonance features found for most modes of motion, an attempt has 
been made to include additional mass and stiffness terms beyond those 
used in the formal approximation. 

Slack/Elastic Mooring Line Approximation 

The non-linear analysis required for a slack/elastic mooring 
line can be idealized as that pertaining to a spring-mass-dashpot 
system with non-linear spring characteristics and subjected to a 
known (exciting) force. The spring constant due to the moorings is 
approximated to be a constant value (depending on the elasticity of 
the mooring) for positive vessel displacements and zero otherwise. 
The corresponding non-linear ordinary differential equation can be 
approximated as: 

m£ + r£ + s£ = Fela)t (4) 

where m is the body mass (including added-mass), r is the damping 
constant, s = 0 for £ < 0 and s = c for E, > 0, and c is the 
elastic constant of the mooring. This non-linear ordinary 
differential equation can be solved by a Ritz approximation procedure 
which is particularly simple when extracting the fundamental harmonic 
of the vessel displacement. The results may be expressed as 

£ = Xeiu)t (5a) 

with the amplitude of the motion given by: 

|X|  = F {<£ - moi2)2 + r2u>2}~ (5b) 

and the phase relative to that of F given by: 



2732 COASTAL ENGINEERING—1982 

Arg(X) tan *   [(— - nuo2/ruj] (5c) 

These equations have been used to compute the vessel's surge and sway 
response to a slack/elastic moorage. 

Moorage Conditions Analysed 

Application of the different approximations described to 
different moorage arrangements has been accomplished by considering a 
series of specific cases, including head and beam seas, a freely 
floating boat, a linear mooring restraining surge only, a 
slack/elastic mooring for surge or sway only, and stern hinge links 
which restrain fore-and-after motions but allow the stern to move 
vertically.  These cases are listed in Table 2.  The computations 
have been carried out for four hull configurations corresponding to a 
deep fin sailboat, a full keel sailboat, a planing power boat and a 
displacement type power boat, as indicated in Fig. 1, and their 
principal characteristics are given in Table 1. 

RESULTS 

Model Test Results 

The model test results are presented in Figs, 3 and 4 showing 
the response amplitude operators (RAO's) as functions of the wave 
length to vessel length ratio.  The response amplitude operators are 
defined here as: 

motion amplitude  ^ , 
wave amplitude  for sur8e> heave> sway 

roll amplitude (rads) 
2 H/B 

pitch amplitude (rads) 
2 H/L 

for roll 

for pitch 

where H is the wave height,  B the beam and Lw 
plane length. 

the water 

Results for both fixed and floating dock cases are given in Fig. 3 
for head seas, and in Fig. 4 for beam seas. 

There is some spread of the experimental data points which 
indicates either non-linear effects, a lack of consistency in the 
phenomena, or the degree of data taking and instrumentation accuracy. 
Evidently all three effects were present to some degree. 

As mentioned previously, movie footage was taken of several 
tests with the transducer in place and with it removed.  This data 
has also been plotted in Fig. 3(b) and it fell within the scatter of 
the transducer data indicating that the transducer did not grossly 
misrepresent the model motions. A complete discussion of the various 
trends indicated in the figures is given in Ref. 3. 
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Field Test Results 

The corresponding results for the Swiftsure and Bayfield vessels 
are superposed with the model test results in Figs. 3(a) and 4(a). 
The results for pitch are relatively low while those for heave and 
roll show good agreement with the model data. 

Analytical Results 

The analytical results for Hull 1 (the model vessel) based on 
the alternative approximations adopted are given in Fig. 5 for head 
and beam seas.  For head seas, both heave and pitch equations are 
coupled so that the results are interdependent. For both heave and 
pitch the LWA produces results close to the SBA for longer waves but 
they diverge rapidly for shorter waves.  In beam seas, sway and roll 
are also closely coupled and must be treated together. Although 
moorage constraint is important to sway and roll, the coupling make 
the constraint difficult to handle so that only free response curves 
are shown here. 

For both head and beam seas, the SBA (modified) is found to 
provide a better representation of response than the LWA when 
compared with model results.  Thus the SBA analytical results for 
Hull 1 are compared to the experimental data points in Fig. 3(b) for 
head seas and in Fig. 4(b) for beam seas.  For head seas, the SBA 
plots will be seen Co agree very closely with the measured data over 
the full range of wave lengths tested.  Heave response is shown to be 
equal to the wave height for longer waves (greater than 5 times boat 
length) but diminishes for shorter waves until it reaches zero for 
wave lengths approxiamtely one-half the boat length.  Pitch response 
for longer waves (greater than 4 times the boat length) follows the 
pitch (slope) of the wave surface.  It diminishes for shorter waves 
approaching zero for wave lengths about one half the boat length. 
Neither heave or pitch have a resonant condition in head seas under 
the SBA and this is supported by model data.  The response in surge 
is more complex because surge is heavily constrained by the moorage 
lines, and free floating response results are expected to be grossly 
excessive. 

For beam seas, the SBA also provides a better representation of 
response than does the LWA.  The roll reaches at least 3 times the 
equivalent slope of the water surface.  The frequency of roll at 
resonance is very close to the natural period of roll noted in still 
water.  As with surge in head seas, the (free floating) analytical 
sway results are quite invalid because of the influence of the 
moorings. Heave response in a beam sea shows a broad resonance 
condition with boat response as much as 25 percent greater than the 
wave height.  However, as with head seas the heave response ratio 
approaches unity for long waves and approaches zero for short waves. 

Finally, Fig. 6 shows the analytical results based on the SBA 
for the four hull types indicated previously (Table 1 and Fig. 1). 
The curves show that responses are very similar except for those 
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Fig-   5(a).     Analytical  evaluations of vessel response  for  Hull 1 
Head Seas. 
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Fig. 5(b).  Analytical evaluations of vessel response for Hull 1 
Beam Seas. 
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WATERPLANE    LENGTH Lw 

HEAD SEAS 

Fig. 6(a).  Analytical evaluations of vessel response for four hulls 
- Head Seas. 
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Fig. 6(b).  Analytical evaluations of vessel response for four hulls 
- Beam Seas. 
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responses involving resonances which include heave in a beam sea and 
surge with linear elastic constraint.  (Sway with moorage constraint 
also is subject to strong resonances but is not included here.)  The 
resonance in heave is not strong so that the differences between hull 
types is not large.  Nonetheless they are large in surge.  Also the 
response values at the resonant peaks are not too reliable because 
they vary greatly with amount of damping that is present. As a 
result, the responses in heave, pitch and roll appear to be 
reasonably predictable but the responses in surge and sway can only 
be predicted with a sizeable degree of uncertainty. 

CONCLUSIONS 

The model test and analytical results have been compared and are 
generally quite adequate to show quantitatively the dependence of 
vessel response on wave height, period and direction with sufficient 
accuracy to enable improved criteria of acceptable wave climate for 
small craft to be established. 
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THE MOTIONS OF A MOORED SHIP IN A HARBOR BASIN 
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ABSTRACT 

In harbors affected by ocean swells,cargo handlings are often inter- 
rupted and irooring lines are broken as a result of severe ship mo- 
tionsl). In order to decrease such accidents, the noored ship notions 
in a harbor basin must be studied. In this paper the ship notions in 
the harbor basin are investigated by using three dimensional Green's 
function and close agreement between theoretical and experimental 
results can be found. New methods to reduce noored ship motion are 
also proposed. The efficiency of these methods is verified theoreti- 
cally and experimentally. 

1. INTRODUCTION 

At the initial stage of harbor planning, the hydraulic experiment 
with respect to stillness in a harbor is usually carried out and the 
degree of stillness in the harbor has been traditionally evaluated by 
the wave height. In the field, however, the limits of cargo handling 
in rough sea condition are judged by the ship movements. Therefore, 
lately, an analysis of moored ship motions in a harbor basin has become 
major interest for harbor planning. 

As for the ship motions, there are short-period ones induced by wind 
waves and swells such as surge, sway, heave, roll, pitch and yaw, and 
long-period ones such as surge, sway and yaw whose natural periods are 
decided by the moored system. Many studies concerning long-period 
motions of a moored ship along the quay wall in beam sea have been done. 
The authors have also presented a paper about the long-period ship 
motions induced by the harbor oscillations in an arbitrary geometry 
basin^'. Therefore, in this paper, the short-period ship motions are 
investigated by three dimensional method. 

The three dimensional analyses are divided into two methods, one is 
the singularity distribution method  and the other is the joining 
method of divided region^'. The latter method is used in this paper in 
order to analyze the ship motions along a straight quay wall and in a 
slip and these results are verified by the experiments. 

On the other hand, Joglekar and Kulkani^) have proposed the mooring 
system with the dash-pots in order to reduce the long-period ship mo- 
tion in bore tide. However, the effects of these dash-pots on the 
short-period ship notions was not clarified yet. In this paper, the 
new mooring system with dash-pots is also analyzed theoretically and 
experimentally. 

2743 
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! Region II _ 

Fig.l Definition of the 
coordinate system 

2. THEORY OF SHIP MOTIONS 

2.1  Mations of tfoored Ship Along the 
Straight Quay Wall. 

The authors will try to develop the 
joining method of divided region into 
that which can be applied to the ship 
motions along a straight quay wall. 
Since very large memory size and a great 
deal of cost are required in three di- 
mensional analysis, the method of images 
are applied to decrease memory and cost. 

Fig. 1 shows the moored ship and the 
coordinate system. The amplitudes of 
ship motions and waves sice,  supposed to 
be small, and fluid around the ship is 
assumed to be ideal and irrotational. 
The coordinates of the center of grav- 
ity of the moored ship are given by 
(0,0,Zj) in still water and by (X, ,Y„ , 
7c )  in waves. $ , <52  and 63 show 
the rotation of the center of gravity 
of the moored ship around X, Y and Z 
axis, respectively. Then, the ship 
motions are expressed by: 

(sway), 

(pitch) 

? ,UXl) 

Yo=n e 
-iat 

(surge), Zo-Z0=C e 
•iot 

.  * -iat , •,..  .  * -iat 
<52=<»2e    (roll), <53=u)3e 

(heave) 

(yaw) 
(1) 

„.  * -iat 
X0=5 e 
.  * -iat 
oi=n)ie 

where £ i  n , C,uxi , 102 and wj are the amplitudes of ship motions, 
i=y£r , O=2TT/T, T is the wave period and t is the elapsed time. The 
water region is divided into two parts as shown in Fig. 1. The veloc- 
ity potential in region I is given by: 

,W  gCo rrx I        s,c   1        > -rCOSh k (h+Z) ,v"> ,•,   . 
•f   a [{fo (x'y)+f l (X'Y) } coshkh +n=lf2 (x'Y) 

cos kn(h+z) 

cos kr,h 
(2) 

where g is the gravitational acceleration, £0 is the amplitude of 
incident waves, h is the water depth and the superscript w means the 
velocity potential along the quay wall, k and kn satisfy the following 
equation: 

a2h/g = kh tanh kh = -knh tan knh,  (n=l,2,...) (3) 

The wave function f0 corresponding to the incident and the reflected 
waves is given by: 

f 0 (x,y) = -i exp{-ik(x coscst y sines) }-i exp[-ik{(-2Yw~x). 

cosa + y sines}] 
(4) 

where yw is the distance between the quay wall and the center line of 
the ship, a is the angle of wave incidence. The functions f 1 (x, y) 
and f i"'(x, y) are the terms corresponding to the evanescent modes and 
they are expressed as Eq.(5) by using the Green's formula: 

fL(x,y) = - |.|{Axj fi(j) - A^ fi(j)} 
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f2
<n>(x,y) = - | .MBxjfAjJ-B^'fj) } 

where over bars indicates the normal derivative to the boundary, 
namely, f i (j)=3f i (j) A3v, f2""(j)=3f2""(j)A!v, N is the_nurrber of 
segments of the boundary of ship and A^i, A,,-:, B„J and B„-i are given by: 

i r        (l)     in iJ  *J  x3 in  XJ  a) 
Axj^J^.teo (kys)+Ho (kyi)}k ds, Axj^j^.^Ho (kYs)+H„ (kYi)}ds, 

Bxj=-^/&s{Ko(knTs)+Ko(kn Yl)>k ds, ^cj=-iJAs.g|{K„ (knYs)+K0 (knYi) }ds, 

Ys=V(x-5j)
2+(y-nj)'  , Yi=/(2Y+x+Cj)'+(y-nj)'! (6) 

where the coordinates ({, n) correspond to the boundary of ship, j is 
the number of segments of boundary of ship and the coordinates (x, y) 
express the internal point. 

On the other hand, the velocity potential in region II is given by: 

$=S£i a    [i|»(x,y)+ £ fe(x.y)cos s (z+qh) 

+i m^^~ ^ + ^<(1+ K>2"?* z1   1     ^Co      t<,o        Go n       J 

4 So Co        ?o        h 

(7) 

vihere s = STr/qh, q = 1-q and qh is the draft of the ship. When Ps are 
the wave forces, Ts are the moments of wave forces, Fs are the mooring 
forces and Ms are the moments of the mooring forces, the equations of 
motions of moored ship are given by: 

d2Z0 =. 

St5"" I    (8) 
d25s = 

dt2 

M !-#!. = Px + Fx,  M ^ 
dt2 dt2 

Iv f = Tx + Mx,  I,, 7 X dt2 y dt2 

Py + Fy, M - 

Ty + My, I* 

where M and Is are the mass and moments of inertia of the ship. 

The continuity conditions of fluid particle velocity and pressure at 
the imaginary boundary shown in Fig. 1 are given by: 

3x 
w 

-ia(5*-<4y + u^z-zo)}, (5=+a, 0 > z > -qh) , 

-% = -ia{n*4to$x - w, (z-z„) },   (n=+b,    0 > z > -qh) , 
dy 

^-_m. ,(-qh>z>-h), , (-qh >  z > -h) 

(9) 

where a=B/2, B the breadth of the ship, b=Ls/2, Ls the length of the 
ship. From Eq. (1) to Eq. (9) , the amplitudes of ship motions £*, ri*, 
z*, 101, 0J2 and (u3 and the unknown functions fi, f2" , 3f i/3v, SfJ/'Sv 
are obtained. 



2746 COASTAL ENGINEERING—1982 

2.2  Motions of Moored Ship in a Slip 

2.2.1  Wave Height Distribution in a Slip 

Since the ship motions in a slip are naturally induced by waves in 
a slip, it becomes important to investigate the accuracy of wave height 
distributions in advance of the analysis of moored ship motions in the 
slip. Moreover, the three dimensional analysis of the ship motions 
especially in a slip requires very large memory size and a great deal 
of cost, so the method of images are also applied to decrease memory 
and cost. 

The region around the slip is divided into two parts, as shown in 
Fig. 2. The velocity potential in each region is given by: 

,i.ja(flM + flM}^hy 

_ _2£o. f2(x,y) cosh k(h+z) 
cosh kh J 

when the incident  waves into the slip are given by: 

Z = ?oexp{-i(kx cosa + ky sina + at)} 

the wave function f0 is expressed by: 

fo(x,y) = -2i cos(ky sina) exp(-ikx cosa) 

Using the Green's formula, the wave function fj and f2 

(10) 

(11) 

(12) 

are given by: 

M!+M2 l« l«TMi+ M2+ M3+ 1 

M!+M2+l" M1+M2+M3 

Fig.2 Division of the region around a 
slip and segmentation of the 
boundary. The angle of wave inci- 
dence is measured anti-clockwise 
from x-axis. 

fi(x,y); 

A. 
fl(j)- 

•Xjfl(j)} (13) 

f2(x,y)=-£ £{Axjf2(j)- 

Axjf2(j)} 

where Mi is the number of 
segments at the entrance and 
Ns is the total number of 
segments of the slip. When 
(x, y) are on the boundary, 
e=l/2, and when (x, y) are in 
the slip, e=1.0 . It is not 
convenient to apply the 
method of images to the par- 
allel boundaries, because the 
number of images amounts 
infinity and the times of 
computation becames long^) . 
So the Green's functions are 
chosen so as to satisfy the 
following relations: 

Axj =0 on C2 , C3   (14) 

As the following equation is 
satisfied on the boundary, 
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f2(j) = 0 on C2, C3, Cu, (15) 

the number of segments in Eq.(13) is reduced from Ns of Lee's method 
to Mi+ Mi,. Then the Green's function A^j which satisfies Eq. (14) can 
be obtained by the method of images as shown in Fig. 3: 

( ik • ">        —  f     ik 4 "'    8Yp 
VTJASJ" 2-P^H° ^ ds' **j=)&Bjr£,Ei (kVsv a8- 

Yi =/(Xj-xC+ (yj-y)S 

Y2 =/(-xj-2£s-x)<+  (Yj-y)
l~ 

|p-=-(yj-sr)Ai 
3Y2 
3v = -(Yj-Y)/Y2 

T3 3Y3 _ =/(-Xj-2X,s-x) 
2+ (-2ds-yj-y)1   , f± = -(2ds+yj+y)/Y3 

!^=-(2ds+yj4y)/Y„ Y<, =/(XJ-X)^+ (-2ds-yj-y)z , 

(16) 

P=2 P=l (X.,Y.) 
1 2   • • J. . J. 

f+- 

P=3   P=4 
Fig.3 Reduction of number of bounda- 

ry points by applying the 
method of images 

Besides the above alternations, 
the computation is carried out 
in much the same way as the 
Lee's method''. 
The memory size and cost in 
this case is one quarter of 
those in the Lee's method. 

Figure 4 shews the response 
of wave height to the wave 
period T. The coincidence of 
numerical and experimental 
results is fairly well. So the 
wave height distributions in 
the slip can be obtained exact- 
ly by the above method. 

2.2.2  Ship Motions in a Slip 

The region around the slip 
is divided into three parts, 
that is, the outer part of the 
slip region I, the under part 
of the ship region III and the 
rest part in the slip region II. 
The velocity potential in the 
region I is equal to Eq.(2) and 
is given by: 

* i -£ (17) 

where the superscript s means the velocity potential in the slip. The 
velocity potential in the region II corresponds to the one which is 
lacking in f0(x, y) in Eq.(2) and is given by: 
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x=o 
Y=-0.2 5ds 
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Fig.4 Amplification factor of wave height H at the typical point 
in the slip,where Hi is the incident wave height. 

& = S£JL [{f
i:'(x,y) ^Shkth+zL + - «    cos 

k"(hH-Z) ,        (18) rl±      a    l    '  cosh kh   n«i       cos k^i 

The velocity potential in region III is the sane as Eq.(7) 

?III=#EI (19) 
As shown in Figure 5, boundaries are chosen as follows: the entrance 

Ci, the quay walls surrounding the slip Cz,  C3, Ci, and the ship sides 
C5. They are divided into M!~M5 segments. 

At the entrance the following conditions must be satisfied: 
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II 3v 3v 
,on Ci (20) 

Substituting Eqs.(17) and (18) into 
(20) and multiplying each term of 
above equations by cosh k(h+z) and 
cos kn(h+z), and integrating from 
z = -h to z = 0, following relations 
are obtained. 

(21) 

fo(i + 
, 10) 
fi i) 

„(0),. 
= f2   (i '        1 

f»> i) = f2""(i • 
3(fo (i)+f,10' i)) 3f2<0> 

3v 
(i) 

1 3v 

3fi""(i) 3f2"" (i)     j 
3v 3v 

on Ci 

where the symbol i shows the i-th 
position of segment instead of 
x,y axes. If the coastal line is 
straight, one of the boundary condi- 
tions is simplified as follow: 

y 
A 

Region I 
Ci 

M5+l... 
sss '    '  o 1 1 / M.+M.+l / •v5   .' / 

y •s / s / s / 2 / 
i' 1 v —— s 
i;Ms 

III • 
c  y 

2   / 
' '    C 

/ s / c5 II s 
S s / s / 

> 
C3 

Fig.5 Definition of the coordi- 
nate system of the moored 
ship in the slip 

3fi'(i) 
3\) 

3fa'°'(i) 
3u 

on Ci (22) 

Since the normal to the boundary is directed outward in region I, the 
wave function fi101 (i) is given from the Green's formula as 

Ms+M,  ...  MJM/I-.X *. = <•*>,. 
ff"'(i) 

2 .,=, 
T{f{"(j,»^9CL 3v H0'"(ky) 

3fi (j) 
3v •} ds (23) 

D=M5+i 
Substituting Eqs.(21), (22) into Eq.(23), the boundary conditions for 
f?(i) is obtained: 

•  Ms+Ml        _ (0) 
i . ^ H"'(kvl kfo (i)  ds . on Ci (24) f2 (l) 

where f2""(j) = 3f2
(0,(j)A3v . 

be obtained. 
In the same way, the next condition can 

_,    i M5+Mi       _„„, 
f2"(i) = i . I    K„(knY) kf?\j) ds , on d (25) 

where f2""(j) = 3f2"tj)A3v. 

Applying the Green's formula to the boundaries Ci, CV,C5, the next 
equations can be obtained: 

Ms+Mi+Mi.   ...      _ 10, 
f2(i) = 

f2
n'(i) 

j£i (Aij f2"'(j)-Ai:J f2 

~      £ { Bij f2 
j=l 

(j)-B: 13 

(j)} 

"'(j)} 
(26) 

where Ai Bij' Bij 

on Ci,Ci,,C5 

are given as follows: 
flij=- IJASJ £,{H§,(kv}k **• An=- ILj j^A^ >ds 
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Bil~ T/ASJ !,{K° (k^P»}k ds' *$- IJLj i^0 (knYP' MS   (27) 

where Yp and SYp/^ are equal to those given by Eq. (16). 

Since the particle velocity normal to the boundary G, is zero, the 
following boundary condition is added: 

The above equations from (23) to (28) can be written in the matrix 
form: 

where 

,01) = _c<"'f"'+^;W (W_pWein) 4{3m'i^'-o'^X1"' 

r un ^-j}"1'f"" +R°" fw _g(nle<nl4.5"° e wjpWjf"" 

fo(M5+l) 
^o) = I f o (M5+2) 

, n=l,2. 

}     (29) 

, G"= 0 (30) 

lf0(M5+Mi) 

and f<ll>,e<"1 and X'm are the vectors of the wave functions f2<mon the 
boundaries_C5, Ci and CK,Respectively. A"", A"", B"", B'"\  C"" , C("' , 
Dm , D"", P"", C"", R"", R'"\ S°" , S"', T'"' are the known matrices. 

Rearranging the expression (29) , the wave functions f"" and i""0 

(n=l,2,...) on the ship boundary can be transformed into: 

f "" = u<mf'">+ u<» , (31) 

where H°" is the known matrix and u"" is the known vector. 

Once the relation between f 2"" and f2"" on the ship boundary is 
obtained, the procedure of the calculation hereafter is the same as 
that of ship notions along the straight quay wall. 

3  EXPERIMENTAL VERIFICATION 

3.1 Experimental Apparatus and Procedure 

The experimental setup in cases of the quay wall and the slip are 
shown in Figure 6 (a) and (b), respectively. The wave basin of 30 m 
long, 20 m wide and 0.6 m deep was used in the experiment. A rectan- 
gular floating body of 2.4 m long, 0.455 m wide and 0.098 m deep was 
used as a ship model. The other dimensions of this ship model are 
shown in Tables 1 and 2. The ship model was moored by coiled springs 
whose spring constant was 67 gf/cm. The ship motions were measured by 
the 6-component measuring instrument. 

3.2 Results and Discussion 

3.2.1  Ship Motions Along the Quay Wall 

The kinds of experiments of the ship motions are carried out under 
the following conditions. In one group, the wave period is varied and 
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the angle of wave Incidence was kept constant and vice versa in the 
other group. 

(a)  Ship motions in beam seas 

In Figure 7, the ship notions measured in experiments are compared 
with the theoretical results. As can be seen in the rolling notion, 

the calculated period of 
-.-Slope 

Wave     
Generator 

Wave gage 

Ship Model 

Concrete Block 

(a) 

Wave gage 

j^Wave Direction 

Model Harbor 

30m- 

b£ 
(b) 

m 
Fig.6 Arrangement of moored ship in the 

wave basin 

resonance is little bit 
smaller than that of the 
experiment. The reason of 
this difference is the effect 
of eddy-making which is not 
taken into account in this 
analysis. While experimental 
results of heaving and sway- 
ing motions seem to be 
predicted fairly well by this 
theoretical analysis. 

If the floating body is 
symmetric with respect to the 
x-axis in beams seas, pitch- 
ing, surging and yawing 
motions should not occur in 
the potential theory. Al- 
though the solid lines in 
Fig. 7 in these ship motions 
shew the results considering 
the difference of the center 
of gravity from the center of 
figure in y-direction, there 
is wide division between 
theoretical and experimental 
results especially in yawing 
motion. The asymmetry of 
waves and the effect of eddy 
shedding may account for this 
discrepancy. 

Table 1 Dimensions of moored ship 

along the quay wall 

Table 2 Dimensions of moored ship 

in the slip 

Natural period (sec) 

Sway 8.2 ,Surge 5.5 ,Heave 1.22 

Pitch 1.7 ,Roll 1.34,Yaw  3.8 

Moment of inertia 

Pitch 486 x 106(g-cm2) 

Roll 313 x 10s(g.cm2) 

Yaw 497 x 105(g.cm2) 

Natural period (sec) 

Sway 7.7 ,Surge 5.0 ,Heave 2.08 

Pitch 2.5 ,Roll 1.38,Yaw  3.89 

Moment of inertia 

Pitch 569 x 106(g.cm2) 

Roll 432 x 105(g.cm2) 

yaw 593 x 105(g.cm2) 
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(b)  Ship notions in waves of arbitrary angle of wave incidence 

5.0 3.0 

2.0 

0.0 

2.0 
h 
|? 

1.0 

0.0 

Surge 

• Experiment 

  Theory 

  Modified 
Theory 

0   30   60   90"   0   30   60   90"    0   30   60  90" 

Incident Wave Angle (deg.) 

Fig. 8 Relationship between ship motions and angle of wave incidence 

Figure 8 shows the comparison of the experimental results with the 
theoretical results when the angle of wave incidence is changed from 
0 to TT/2. Both results show fairly good agreement. However, the 
theoretical results of rolling motions become smaller than the experi- 
mental ones at the small angle of wave incidence. The cause of this 
disagreement seems to be the difference between the numerical resonance 
period and the experimental resonance period as shown in Figure 7. The 
yawing motion in the experiment becomes larger than the theoretical 
one. This enlargement is thought to be caused by the eddies induced at 
the both ends of the ship. Finally, experimental values of almost all 
ship motions decrease by one-half of theoretical ones near a = 90° . 
Figure 9 schematically shows the straight quay wall of finite length 
and the floating body. The all reflected waves from the quay wall 
affect the floating body when a < on but the effects of the reflected 
waves on the floating body become small when cte = a t, «i, and the 
effects vanish entirely when a > a.2 •    But the reflected waves always 
affect the floating body in the theoretical analysis, because the quay 
wall is assumed to be infinity. This is the reason that experimental 
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results become smaller than theoretical ones near a = 90 . By the way, 
as the angle 0^ shown in Fig. 9 becomes small when a approaches 90°, 
the effects of the incident waves and reflected waves on the ship 
motions can be considered nearly equal. From the above facts, the 
incident wave hieght is considered one half when a > 012 and it is con- 
sidered to decrease from one to one half when a2 _> a ^ ai. The dotted 
lines show the results conducted by the above modTfied theory. The 
experimental results indicate the validity of the above way of 
thinking. 

Wall „. oir 

Fig.9 Reflected wave by the quay wall of 
finite length 

3.2.2  Ship Motions in a Slip 

Figure 10 shows the ship motions for three angles of wave incidence, 
a = 30°, 60°, 90°. It is clear from these figures that the resonance 
periods in a slip are different from the natural periods at the open 
sea. For example, the natural period in heave at the open sea is 
0.8 seconds which is represented by T^ , but the natural period in 
the slip is 2.08 seconds which is expressed by TjL as shown in Figure 
10 (b). And the natural period of the rolling motion in the slip is 
1.38 seconds which is expressed by T^ , but the resonance periods are 
1.15 seconds which are represented by Tj^ and 1.35 seconds as shown in 
Figure 10 (c). The resonance at Tpn seems to be induced by the lateral 
oscillation which is the second mode harbor oscillations having loops 
at the boundaries C2 and C, in Figure 5. Though Tp£ and T^ do not 
coincide each other in this experiment, the rolling motion should be- 
come large when the both resonance periods coincide. 

Another important characteristics of the ship motions are the 
coupled resonances among mutual ship motions. Namely, as the ship is 
surrounded by three quay walls, the waves induced by predominant ship 
motions in one mode affects the other mode of ship motion. And many 
peaks of ship motions can be seen in Figure 10 in comparison with the 
ship motions along the straight quay wall or in an open sea. For 
example, the resonance of heaving motions at T = Tjjg and Tj]g induces 
the new resonance in swaying and rolling motions at the same wave 
periods. And the resonance of rolling motions at T = Tpn and Tpn pro- 
duce the ones of swaying motions at T = TjJjand of heaving motions at 
T = TTJJand Tog . The same phenomena can re seen in the other ship 
motions, though they are not shown in Figure 10. By the way, since 
the damping forces due to eddy-shedding which will be obtained from 
free oscillation test are not considered in this analysis, the theoret- 
ical peaks of ship motions are fairly larger than the experimental 
ones. These disagreements should be improved by considering the 
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damping forces in Eq.(8). But it is clarified that the theoretical 
and experimental results show fairly good agreement except near the 
resonance periods. So it can be concluded that the short-period ship 
motions in the slip can be predicted by using the above potential 
theory. 

4  MOORING SYSTEM WITH DASH-POT 

The authors have already discussed the effect of the perforated quay 
wall  on the ship motions, but it was found that all ship motions 
along the perforated quay wall were not always smaller than those along 
the ordinary quay wall. So the dash-pot system is considered as the 
another damping system of moored ship motion9'. In this section, the 
damping effect of dash-pot system on the short-period ship motion is 
analyzed. 

4.1  Theory of Ship Mations with the Damping System 

<«> 
Ring gage 

/            Dash-Pot 

=t<! ?* *£           (5W 
G "-JtJJd 

mm 
Fig.11 Arrangement of dash-pot(Sd is 

measured anti-clockwise from 
positive x-axis) 

In order to simplify the problem, it is analyzed by the two dimen- 
sional theory in the simulation. The coordinate system is shown in 
Figure 11. One end of the dash-pot on the ship has the coordinate 
lxai,  z^P) and the other end on the quay wall has the coordinate (xj2>, 
ZcP). These ends can rotate freely by universal joints. The length 
between both ends % is expressed by: 

^/txi'-^)2 + 
, 12! 
(Zd ' Zd )' (32) 

When the ship starts to move, the end of the dash-pot on the ship 
moves with the ship movements, but the other end on the quay wall 
does not move. The change of the length of mooring line AJI3 is 
approximated by: 

A%=[; 
(2) 

*a • 
L= -{?* 

to _ 
-(zd -z0)o)f 

-4' 
ad 

(?*+xd<uf)]e (33) 

Since the damping force caused by dash-pot can be considered to be 
proportional to the velocity, the damping force F(jp can be given by: 

Fdp -v, dteflU 
dt Fdp 

-iat 
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-i^d^d -zd ) [r1l  , u> * 

(34) (5* -(zd " Zo)u*} 

{?* + x^wf} 

where k(j is the damping coefficient. In the case of orifice with 
constant area, k^ is given as follow-'-"' : 

,  _ 8TTU%> Al ,,,-, 
^ " {(a„ +ap)Cd}

2 ' (35) 

where u is the coefficient of molecular viscosity,JL, is the length of 
the orifice, A3, a0 and ap are the cross-sectional areas of cylinder, 
orifice and piston clearance, and C<j is the coefficient of discharge. 
Using FrjD, the forces Fx in x-direction and Fz in z-direction and the Tfc moment fare given by: 

121      to 

Fx = - Fdp.^3-  , I (36) 
121       111 

*d -*& 

% ' 

# -4' 
Jtd ' 

(zd -z0) 
CD 

+ Fz-Xd 

Fdp-^V^ ' (36) 

If above forces and moments caused by dash-pot are substituted into the 
equations of ship motions (8), the amplitudes of ship motions can be 
easily obtained by the same method as that of section 2. 

4.2  Hydraulic Experiment 

In order to verify the short-period motions of ship equipped with 
dash-pot, the hydraulic experiments are carried out. The arrangement 
of the experiment is shown in Figure 12. The sketch of the dash-pot 
is shown in Figure 13, and the characteristics are described in 
Table 3. 

Both results of the ship motions with and without dash-pot are shown 
in Figure 14. It is found from these figures that the ship motions in 
every mode with the dash-pot is smaller than those without the dash-pot. 
Therefore, the new mooring system with dash-pot seems effective to 
reduce the ship motions. 

Furthermore, the theoretical and the experimental results have good 
agreement each other. So it is clarified that the ship motions with 
dash-pot can be explained by the above mentioned theory. The force 
acting on the axis of the dash-pot is measured and is compared with the 
theoretical results. Both results show the same tendency, however, the 
theoretical one is larger than the experimental one. One reason of 
this difference comes from the inaccuracy of the measurement of compres- 
sive force by ring gauge. So the method of measurement should be 
improved hereafter. 
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Coiled Spring /° 

Weight 
-t-^;3-o4MC   Block 

Side View 
Fig.12 Experimental arrangement 

Table 3 Dimensions of 

dash-pot 

Xd'1' 0.303m 

Zd'" 0.197m 

xd2' 0.843m 

zd12' 0.297m 

Ac 9.62cm2 

0 10mm 

a0 
14.1nm2 

3LK 4.0mm2 

Machine Oil 

Fig.13 Dash-pot used in the experiment 

4.3  Optimum Design of Dash-Pot by Numerical Simulation 

Using the above mentioned theory, the optimum design of dash-pot 
system is investigated. Figure 15 shows the calculated ship motions 
and axial forces acting on the dash-pot in case of various installed 
angle of dash-pot 63. From these figures, it is found that rolling 
motions are significantly affected by 0^ and become smallest when 
6,3 = -57° , however,63 does not affect another nodes. On the other 
hand, the axial force F is the least when 63 = -57°. As it is not 
favorable that the axial force which is the force acting on the bits 
on the ship and the quay wall is large, the angle 63 = -57° is the 
most suitable one to reduce the ship motions by dash-pot. Let 0g be 
the angle as shown in Figure 11, 63 = -57"corresponds to 6Q = 90 . 
This fact shows that the dash-pot should be equipped so as to make 
the damping moment maximum and to suppress the rolling motion. 
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Fig. 14 Comparison of ship motion with 
and without dash-pot,and the 
axial force of the dash-pot 
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SHAY | 
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-   /y 
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  0.044 
 0.094 
-•- 0.194 
-••-0.294 

\',K«\ 

1.0 T/TR„ 1.5 

l.STsec 2.0 

Pig. 15 Ship notions and axial Fig. 16 Relationship among ship 
force of dash-pot obtained motions,axial force and 
by numerical simulation damping coefficient when 

6G = 90° 

Figure 16 shows the effects of damping coefficient kg on the ship 
motions and the force acting on the dash-pot when 6Q = 90°. It is 
noticed that the swaying and heaving notions are not heavily influenced 
by kg, but the rolling motion is reduced satisfactorily with the 
increase of kg. 

The resonance of roll can be seen in the region when kg < 0.094 
ton f/(m.sec), but the resonance disappears when kg > 0.094 ton f/ 
(m.sec). The larger kg becomes,the smaller the roll becomes. While 
the axial force acting on dash-pot increases. So the smallest value of 
kg where the resonance of roll disappears is regarded as the optimum 
damping coefficient which is expressed as kg,. Though it is obtained 
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from the above numerical model, it can be also estimated by the 
following simple method. 

Now, the equation of rolling motion of free oscillation is expressed 

I62 + kg (\&2+ M-g-GM-S2= 0  , (38) 

where I is the virtual moment of inertia in roll, JJ-i is the length 
between the center of gravity of the ship and the one end of the dash- 
pot on the ship, GM is the metercentric height. Let the natural period 
of roll be TRH, and define eR and define nR by: 

2ER = ^, nR = M-=. (*L)2- {39) 

Then it can be said from the theory of mechanical vibration that the 
re; 
10 
resonance of roll disappears when the following equation is satisfied 

ER   1 

1R 12 <40) 

The damping coefficient k<j which satisfies the above condition is also 
the optimum damping coefficient k^ , so by arranging the expression, 
k^ is obtained as follow: 

_ 1  M-g-GM-TRn . . 
**«  72    FT?' ( ' 

Since TRH = 0.8B/VGM ,    Eq.(41)   is rewritten by: 

.            0.8 M-g-B/GM ,.ON kfl„ = -7= 5— (42) 

Now, for example, substituting experimental conditions M = 0.455"0.093 
ton/m, GM = 0.13 m, Tpn =1.3 seconds and Jti = 0.36 m into Eq. (42) , 
k(j0 = 0.124 ton f/(m.sec) which is between 0.094 ton f/(m.sec) and 
0.194 ton f/(m.sec) is obtained. From this, it is clear that the 
optimum damping coefficient can be estimated by Eqs.(41) or (42). 

5  CONCLUSIONS 

The motions of a moored ship in a harbor basin and the mooring 
system with dash-pots are investigated. The conclusions are summarized 
as follows: 

1) The ship motions along the quay wall and in the slip can be 
analayzed by the three dimensional analysis. 

2) Wave height distribution in the slip can be estimated by the method 
of images which is suitable to save cost of computation. 

3) In order to reduce the short-period ship motions, a new mooring 
system with dash-pot is proposed. It is clarified that the system 
is very useful for reducing the rolling motion. Furthermore, it is 
clear from the numerical simulation that the angle 6Q should be 
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adjusted to ir/2 and the optimum damping coefficient of the dash-pot 
is given by Eq. (42). 
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Study  of     Ship's  Track  and Motions  at  Port  Taranaki 

G.   Greenstreet 

ABSTRACT     This paper describes a  study carried out at Port  Taranaki, 
New Plymouth,  New Zealand  to determine ship's  track and motions at  the 
port entrance.     The results of the study being used  to establish  the 
extent   (plan area)   and optimum depth of proposed capital  dredging works. 
The time lapse photographic  technique,   incorporating reference levels 
and  bearings  in  each  frame,   used   to  record  vessels  entering and  leaving 
the port is described,  Maximum increases in ship's draft due  to sea 
conditions are given. 

1'.      INTRODUCTION 

Port  Taranaki,   located  in New Plymouth  on  the West  Coast, 
North  Island,   New  Zealand   (Fig.l)   is  undergoing major 
development  to  handle,   by  1987  a  threefold  increase   in  trade 
brought  about  by  the  utilization  of  the Maui   (off   shore)   and 
Kapuni  gas  and  oil  fields. 

As  part  of  the  port  development,   capital  dredging  including 
the  port  entrance   is  required  to  allow  for  deeper  draft 
vessels   (up  to   11.0m)   and  a  greater  tidal   'window'   for 
arriving  and  departing  ships.     The  present  dredged  depth  is 
9.0  -   10m below  chart  datum. 

This  paper  describes  the  work  carried  out  to  determine:- 
(i)      the  extent   (plan  area)   or  port  entrance  to  be  dredged by 
plotting  the  tracks  taken by  vessels  at  the  entrance. 

(ii)   the  optimum  increase  in  dredge  depth  for vessels  using 
the  port  by measuring  the magnitude  of  ship's  motions 
(as  they  effect  draft)   caused  by wave   action. 

Due  to  budgetary  restraints  the   study  had  to  be  carried  out 
at minimal   cost. 

*Bruce Wallace  s Partners,  Auckland,   New Zealand. 

2763 
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2. SEA CONDITIONS 

Vessels entering or leaving the port are subject to 
quarter or beam seas from the prevailing westerly/southwesterly 
swells and storm waves generated by low pressure systems in 
the south Tasman Sea. 

Significant wave height projections (1)     for the sea off 
the port are: 

Significant Average 
Wave Ht (m) Frequency 

0-1.2 49.3% 
1.2-2.4 29.5% 
2.4-4.6 16.5% 
over 4.6 4.7% 

3. METHOD 

A single camera photographic method was chosen for the 
recording of the track and motions of ship's at the port 
entrance after a number alternatives had been investigated. 
These included: 

*Mounting portable measuring equipment on each ship and 
recording motions.  Apart for difficulty in obtaining 
suitable equipment, its transfer to and from a pilot vessel 
in storm conditions would have proved difficult and required 
staff, additional to the pilot, on board. 

Based on the experience of Columbia Kiver Entrance  Study (2) 
delays of 2-3 hours to set up and calibrate equipment on 
board a vessel could be expected.  This length of delay could 
not be justified particularly as the average transit time 
through the entrance was between 5 and 10 minutes. Position 
fixing  equipment was not available at the port. 

*Photographic methods using two remotely located cameras 
syncronised to film simultaneously would have given an 
accurate fix of ships' position.  However, this method would 
have required more manpower and equipment than the system 
chosen. 

The method employed used a super 8mm cine camera, with time 
lapse and zoom capabilities, mounted at the end of an 
existing wharf on a permanent stand.  A gradulated horizontal 
sight board was constructed in front of the camera at a constant 
20.0m radius from the camera position. 
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This radius was approximately the minimum focusing distance 
when the camera was at full zoom. 

Levels (above  datum) of the sight board and camera lens were 
determined (approx 300mm difference) together with co-ordinates 
of the camera position and a true bearing from the camera 
to a point on the sight board. 

The main area of interest, at the port entrance, was between 
500mm and 1500mm from the camera position.  The nature of 
the ship's tracks meant that vessels were photographed 
from either the bow or stern quarter. 

The cameras zoom capability was used to ensure the largest 
possible image of a vessel was obtained in each frame. 
Filming was at a rate of a frame every two seconds. 

The still water draft (bow and stern) of the berthed 
vessels was recorded and a copy of the ship's plans 
obtained for the vessel.  Wind speed and direction were 
recorded together with a visual estimate of wave heights 
and direction at the port entrance. 

4. FILM ANALYSTS 

With the incorporation of the sight board, each 
photographic frame contained a reference scale and bearing 
together with a reference level datum.  Film frames were 
viewed for analysis by back projection on to a screen faced 
with plate glass (approx.650mm x 450mm).  Distances between 
various points on the ship and between these points and 
the sight board were measured in terms of the graduated scale 
on the sight board (Fig.2).  Horizontal distances from the 
reference bearing to points were also recorded (Fig.3). 

Using the measured distances and the fixed references 
incorporated in each frame, together with the vessels 
dimensions, the ship's positions (2 co-ordinated points) 
and the reduced level of three points on the vessel were 
calculated by trigometric functions using a purpose written 
computer program.  As the orientation of the vessel in 
relation to the camera was not known, plan dimensions could 
not be used to determine the distance of ship from the 
camera.  Therefore a vertical dimension which gave a true 
rather than apparent height in the frame was used.  (hi in 
Fig.2).  The image height focal/length relationship of the 
camera could not be used to determine distance as the focal 
length varied with the adjustment of the zoom lense. 
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Fig. 3   PLAN  - SHIP MEASUREMENT POINTS 
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Where track only was required,every 10th frame was analysed 
(I.e. ship's position every 20 seconds) with vessels with 
significant motion (i.e. rolls over 5*) having additional 
frames analysed. 

From the three calculated levels and the previously 
recorded still water draft, ship's motions (pitch, roll 
and heave) were calculated together with the change in draft 
caused by these motions. 

A major factor in the accuracy of the results was the 
definition of the image obtained, particulary the sight 
board to which all measurements are related.  Based on 
the limits to which measurement could be taken,errors in 
position (at approx 1000m from the camera) were estimated 
to be in the order of + 7m with levels of points on the 
vessel varying + 300mm. 

5.  RESULTS 

To date, some 100 vessel movements have been photographed 
over an 18 month period of which some 2 0 have been analysed. 
Of the remainder, light conditions (i.e. dawn, dusk) did not 
give sufficient definition for accurate measurements or there 
was no significant ship's motion. 

5.1 Ships' Track 

A plot of ships' tracks was made (Fig.4) to determine the 
extent of the port entrance traversed by vessels.  Once in 
port and prior to berthing, ships are turned to starboard 
(towards the main breakwater) and reversed with the aid of 
a tug into their berth.  Consequently the tracks of arriv- 
ing ships are closer to the lee breakwater to allow a 
greater turning radius within the port. 

5.2 Ship's Motions 

Rolling motions caused by beam or quarter seas were the most 
significant cause of increase in ship's draft.  Rolls over 
5° were recorded by eight vessels with two of these being 
over 10°.  The maximum roll observed was in the order of 
17° but this was in deep water outside the area of interest. 

The most significant results were obtained from two vessels 
on the same day when an estimated 1.5-2m swell was running 
at the port entrance with 15-20 knot winds gusting to 30 knots 
from the southwesterly direction. 
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"New Zealand Star" - 7.0m draft; 170m o/a length (Fig.5) - 
consistently rolled 10-12° with a 12.8° roll combined pitch 
and heave (downwards) to give an increase in draft of 3.5m 
over still water draft.  The rolling motion with a period 
of approx 16 sec increased from 2-3  to over 10° and this 
amplitude was maintained over 6 or 7 cycles before reducing 
to the previous figure.  This increase was observed twice 
during the film run. 

"Columbus Louisiana" - 9.0m draft; 168m o/a length  - a 
pitching motion (with 2-3° rolls) to give a maximum increase 
in draft of 2.5m.  It was observed, when running the film of 
the departure at a fast speed (9 frames/sec), that longitudinal 
flexing of the vessel may also have occured. 

The remainder of the vessels analysised gave draft increases 
of between 0.5m and lm. 

6. EXTENT OF DREDGING 

Based on the results of the study the extent and depth of 
dredging at the entrance to the port was determined. 

A dredge depth of 13m below chart datum has been decided for 
the entrance.  Except in servere sea conditions this depth 
will allow all but the deepest draft vessels to enter the 
port over the whole tidal range (3.0m at Mean Spring Tides). 
Depending on sea conditions,movement of large vessels will 
be governed by the state of the tide. 

7. DISCUSSION 

Merits of the system employed include:- 
-ease of operation.  Once the camera and sight board have 
been set up only one person is required to photograph the 
vessels and collect tidal and vessel draft data. 

-each photographic frame contains all data (except ship 
dimension and draft) necessary for analysis. 

- no on-board equipment is required 

- the capital cost of the equipment employed was low 
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Limitations of the method are:- 

-it is dependant on lighting conditions.  That is, poor 
images were obtained at dawn and dusk and sometimes during 
the day when sunlight reflecting off the sea gave only a 
silhouette of the vessels.  Ideally the camera should have 
its back to the sun. 

- film analysis is time consuming 

- data processing and calculation requires computer assistance 
Initally this was carried out using a programmable desk top 
calculator and latera micro computer. 

Improvements to the system could include increasing the 
distance of the sight board from the camera (30 to 50m 
radius) and the use of a larger film size (i.e. 16mm or 
35mm) to improve the quality of the enlarged image used 
for analysis. 

Having established the requirements for dredging the 
port entrance it is intended to continue the study to 
provide the port's pilots with guidelines as to the 
likely increase in ship's draft for various sea conditions. 
To this end, a wave recorder will be installed at the port 
entrance later in 1983 and a further series of runs recorded. 
It should then be possible to establish a relationship 
between ship motions and sea conditions. 

8. SUMMARY 

The photographic technique employed in the study gave a low 
budget means of determining ship's track and motions and 
allowed the dredged area and depth of dredging at the port 
entrance to be determined. 

Significant increases in draft due to ship's motions were 
recorded (3.5m maxm ). These were greater than the normal 
empirical allowances made for keel clearance.  All three 
types of motion (roll, pitch and heave) contributed to 
the draft increase. 

The accuracy of the method was considered to be within 
acceptable limits but could be improved by more sophisticated 
photographic equipment and by increasing the distance between 
the camera and the reference sight board. 
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